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INTRODUCTION

In experiments involving study of growth the observations on a
grewing organism can sometimes be obtained continuously in time
88 & curve but generally, and more conveniently, at & finite number of
specified time points. Two problems of interest which can be studied
from such data are as follows. One is to construct a simple stochastic
model characterising the growth of an individual organism during a
certain peried of time. Another is to compare the characteristics of
growth under different conditions such as diet, environment, ete. If
we succeed in obtaining a simple growth model, the second problem
leads to the comparispn of the models applicable to different situations.
But this is not absolutely necessary for comparison of growth curves
for we might compare various physically definable and meaningful
aspects of growth such as, total growth in a period, average growth
rate, changes in growth rate although they may not completely explain
the growth processes.

An early example of eomparison of growth curves is due to Wishart
[1938]. To each individual growth curve classified by litter, sex, and
treatment, a second-degree polynomial in time was fitted by the least
squares method. The coefficients of linear and quadratic terms were
taken to represent salient features of growth and the fifteen or so
observations on an individual growth curve were replaced by these
two coefficients. The analysis then consisted in comparing the mean
values of these coefficients under different experimental conditions.
The analysis was justified because a large portjon of the differences in
growth curves was concentrated in the linear growth rate and to a lesser
extent in the differential rele of growth measured by the coefficient of
the quadratic term.

Comparison of mean values at fifteen time points instead of these
two aspects of growth would be a less efficient procedure although
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valid multivariate tests exist for such comparisons. The success then
consists in replacing the various observations on growth by a few
sumunary figures which lead to most efficient comparisons between
groups. This is essential if comparisons have to be made on the basis
of small samples and variations between individual growth curves
are uncontrollabiy large. 1ln fact, in such sitmations, effort should be
made #o reduce the data to the lowest possible number of dimensions
witbout sacrificing the essential information. The purpose of this
paper is to explore such possibilities and to develop the necessary tests
of significance.

1. A SIMPLE AND EXACT ANALYSIS FOR COMPARISON OF GROWTH
CURVES.

1.1. Comparison of rales of growth

As stated above, the main problem, especially in small samples,
is to obtain an adequate representation of a growth curve with the
minimum possible number of factors on the basis of which significant
differences could be established between differently treated groups of
individuals. The emphasis at this stage is not on obtaining a model
adequately describing the growth of an individual but on examining
whether differences exist between groups of growth curves. It should,
however, be noted that, with small samples, it will be impossible to
discriminate among a large number of widely varying models.

Let us replace the observations oo growth at different time points
by the initial value and successive differences givirtg the gain in growth
in different periods. Symbolically they may be represented by

Yo% » Y2, (0Y)

1If the growth rate is uniform during the period under study, it is possible
to replace the series (1) by the initial value and an estimate of the
growth rate. With these two variables, comparisons between groups
can be carried out. Rate is rarely uniform and in general growth is a
complicated function of time. In controlled experiments, it may be a
monotonic decreasing function of time during the period of growth.
If, however, time can he tranaformed by a function r = G(¢) in such a
way that the growth rate is uniform with respectr to the chosen time
‘metameler, then an adequate representation is available in terma of the
initial value and the redefined uniform rate.

Let us represent the length of the interval between the (z — 1)-th
and #-th time points on the transformed time axis by g, . The increase
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%: then corresponds to the time period g; 8o that an estimated rate of
growth with respect to r is*

b= ZUW-‘/Z gi

and is proportional to 3 y.9. . The set of observations representing
an individunl’s growth can then be replaced by y, and’l® If the problem
involves comparison of growth under different conditions, we mrced to
test whether the mean value of U is the same in all groups by analysis
of variance with respect to the single variuble b, eliminating the initial
value y. by analysis of covariance, if necessary. Thus there appears
to be no difficulty when the g, are known.

Fortunately the same test seems to be valid even if the g, are esti-
mated from the data themselves in a certain way and this is obviously
better than depending on a priori values of the g; . The estimate of
g: 8 taken to be the grand mean** of y, , the gain in the -th interval,
for all individuals included in the sample. The analysis of variance
test is exact for such a choice of g; under the assumption of normality
of the distribution of y; . The proof is immediate if we observe that
analysis of variance depends on the differences in the averages, while
estimates of g, , being based on totals, are distributed independently
of these differences. We shall llustrate this method using the obser-
vations on the growth of rats under three different conditions given in
a paper by Box [1950]s

The totals of 27 observations for each week provide estimates of
61,02,6s,and g, .

fi=2% =603, =22y
ﬂz=zﬂz=673n 0‘=Zy.

From these, the value of b = ) _y.(: is computed for each rat and given
in Table 1 (after dividing by 1000 arbitrarily to reduce the scale) along
with the observed values of gains in weight in the successive weeks.

The analysis of variance and covariance for b and y, is given in
Table 2.

570,
674.

*This bles the regreasi i The go of (vt/udl is nnother estimate and so also
the simple avorago of y¢. The iat of tho f | ployed d ds on the i
made on the varinnces of y«. The method of teating developed here is valid for all these types of esti-
matss.

**Tho hod of eatimation was d by G. Rasch of Denmark during a course of lectures
on growbh curves whioh he gavo in India in 1951. This can bo shown to be the least squarca estimate
of the time metameter corresponding to the obscrved valuea under the saswmption that the yi are
uncorrelated and have the same variance,




TABLE 1

ImiTiAL WoiaBET AND WeBXLY GaINs IN WrIcETs oF RaTs UnpER THREE
DirruRENT TREATMENTS

Group 1, Control

No. Vs N ¥ Va Y b
1 67 29 28 25 33 72.82
2 60 a3 30 23 31 74.00
3 53 25 34 33 41 84.40
4 49 18 33 29 35 73.18
5 56 25 23 17 30 60.46
a 46 24 32 29 22 67.37
7 51 20 23 16 31 57.55
8 a3 28 21 18 24 57.45
4] 49 18 23 22 28 57.74

10 57 25 28 20 30 70.67

Group 2, Thyroxin

Na. Ve n ¥ Ve Ve b
1 59 26 36 36 35 83.45
2 54 17 19 20 28 53.31
3 56 19 33 43 38 83.79
4 59 26 31 32 29 74.33
5 57 15 25 23 24 56.16
-] 52 21 24 19 24 55.82
7 52 18 35 33 33 75.46

Group 3, Thiouracil

No. P’ % Vs 2] Ys b
1 61 25 23 11 9 42.80
2 59 21 21 10 11 39.91
3 53 26 21 6 27 51.43
4 59 29 12 11 11 39.25
] 51 24 28 22 17 55.97
8 51 24 17 8 19 43.28
7 568 22 17 8 b 32.64
8 58 112 24 21 24 50.93
] 46 15 17 12 17 38.78

10 53 19 17 15 18 43.58

e = initial weight » = gain in 3rd weok

;1 = gain [n 1st woaok ¢« = gain in 4th week

= gain in 2ad week b = gy o Jun + dun + dan
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TABLE 2
ANALYBIB OF VARIANCE AND COVARIANCE FOR b AND yo
Su Mean
Souroe d.f. Su Siye Sy.ve corrected | d.f. nq. F
for y,

Between 2 | 3691.87 — 0.39 10.19 3691.97 2 |1845.98 ! 18.6
groups
Within 24 | 2207.01 35.98 b517.81 2294.51 23 99.76

Total 28 | 5988.88 35.59 528.00 5986.48 | 25

The variance ratio is significant showing that growth rates are
different. An examination of the mean values of the regression co-
efficients for the three groups,

b, = 67.573, b, = 68.758, b, = 43.865,

shows that the differences are mainly due to the smaller rate for the
third group. The use of covariance analysis was not worthwhile because
of an extremely poor or no correlation between b and y, . It may also
be noted that the sum of squares between groups is practically un-
changed when corrected for 3,  This is probably due to some sort of
balancing with respect to average initial weight in assigning the rats
to the three groups.

The following edmments about the test proposed above are worth
noting:

(i) It provides a valid test of the null hypothesis that the average
growth curve is the same under all treatment conditions irrespective of
any assumptions on the nature of the growth curve. If the average
growth curve can be represented by a straight-line trend for each
group by a suitable choice of a common time metameter, then the
above test wtilizes in some sense all the relevant information about the
comparison of she average growth curves.

(ii) For the application of this test, it is not necessary to know the
exaet values of the time points at which observations are made. It
is, of course, necessary that at each time point, the observations should
have.been taken on all the individuals in the experiment.

(iit) There are many experiments in which the responses are obtained
undet different conditions or for different groups subjected to a graded
set of doses not quantitatively measurable. Under the assumption
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that response is an increasing function of dose, the technique develeped
above can be used.

(iv) One can also fit a quadratic in the estimated time metameter
for each individual curve and examine group differences in the second
degree term and proceed to higher degree terms if necessary.

(v) Besides a tmansformation of the time variable it may be desirable
to also transform the variable under study (for instance, to the log-
arithm in the case of weight) to secure a closer straight-line trend.

1.2. Tests of further aspects of the null hypothesis concerning equalily of
average growlh curves

The analysis of Sec. 1.1 would result in a comparison of the growth
curves in all relevant aspects only if the average curves in different
groups could be made linear by a comamon time metameter. The
hypothesis of the existence of a common transformation can, however,
be subjected to a test by the procedure outlined in Seé. 2 when the
sample size is large.

If there are k groups to be compared in each of p measurements
representing growth in p successive given time periods, then we have
p(k — 1) degrees of freedom out of which (¢ — 1) degrees of freedom
have been used in comparing the average growth as illustrated in
Sec. 1.1. To obtain a test criterion based on the rest of the degrees of
freedom, we formaﬂy define a hypothesis

Bos _ Bai _ B By o
7 Py TR A @
r,g=1,+--,k; i=1,--,p,

where p,; is the mean of y, for the ¢-th group and the g, are the estimates
obtained in Sec. 1.1. The equations (2) can be recognised as a set of
linear hypotheses which can be tested by a suitable Wilk’s criterion
whose computation is explained below.

We first obtain an analysis of dispersions of the variables y, , v, ,
¥, , and y, as between and within groups. The sum of squares and
products (S.P.) matrix within groups having 24 degrees of freedom is
taken and to it is appended an extra column and row containing ¢, , ¢, ,
gs , §s , and zero in the pivotal position as shown below:

582.3 42,5 —55.5 —T4.6 4
609 0 626.5 344.5 g,

1046.7  459.0 4,

853.0 4.

0.
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In the above matrix the elements below the diagonal are omitted
because of symmetry. Substituting the values ¢, = 603, g, = 673,
gs = 570, §. = 674 obtained before, the value of the determinant A is
computed by any standard method. Thus

A(for error) = —1291 X 10"

The same procedure is repeated with the total S.P. matrix (between -+
within groups) having (24 + 2) degrees of freedom.
The matrix of the determinant to be evaluated is indicated by

664.0 79.7 —44.0 38.3 603
1085.9 1409.2 1131.9 673

2362.6 1719.1 570

2187.0 674

0
a for (error + between) = — 3045 X 10"
The criterion is
A= A{error) _ 1291 — 04241

~ Alerror + between) 3045

In the usual notation (see Rao [1952], p. 260), n = 26, ¢ = 2, and
p = 3, since there are effectively 3 variables representing successive
differences of (y./g:). In this case an exact test s available in the
form of a variance ratio

F= 1—‘/_[”"’ :|=3.93

with 2p = 6 and 2(n = p — 1) = 44 degrees of freedom. The observed
value 3.93 exceeds the five percent value of F giving further evidence
of differentes between the growth curves under different treatments.

The device used in defining the formal hypothesis (2) is just to
obtain a statistic, which records deviations from the hypothesis specify-
ing equality of growth curves and whose distribution is exact under that
null hypothesis. The equations (2) cannot define a hypothesis unless
the g; have asstgned values and are not estimates. With given values
of g, , the test criterion, whose computation is explained above, ig valid
for testing such a hypothesis. This hypothesis would imply that,
with respect to a given time metameter, the average growth curves
in al} groups are linear or, in other words, there is no interaction between
growth rates (with respect to the chosen time scale) and successive
intervals of time.

In large samples the.estimates ¢, tend to their expected values. in
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terms of which the hypothesis under consideration can be strictly
defined. In such a case, when stable values of ¢, are obtained, the test
criterion derived using the estimates ¢, may be interpreted as pro-
viding a test of goodness of fit of a linear trend with respect to a common
time metameter or of interaction referred to above. But in finite
samples, it overestimates significance as a test of this hypothesis.
However, when the test does not show significance, one can conclude
that thére is no evidence of departure from this hypothesis.

2. ALTERNATIVE TESTS VALID FOR LARGE SAMPLES

The tests developed in Sec. 1 are simple in the sense that they do
not involve complex computational techniques. More efficient tests
depending on the roots of determinantal equations can be constructed
but their exact distributions are not known. Fairly good approxima-
tions to the percentage points are available when the sample size is
arge.

Let us consider the problem of goodness of fit of linear trend with
respect to a common time metameter discussed in Sec. 1.2. The follow-
ing notations are used:

k = number of groups,
n, = sample size for the ¢-th group,

#7‘{’ = the observed average growth in the j-th period for the i-th
group,

B,, = >_ng'g!", the uncorrected sum of squares and products
between groups,

T,, = the total uncorrected (for the mean) sum of squares and
products within groups; and

8,, = T., — B,,, the corrected sum of squares and products within
groups.

Construct the determinantal equation
|S—AT| =0. @

The likelihood-ratio criterion for testing the goodness of “fit of linear
trend for growth curves in different groups is

A = product of the (p - 1) largest roots of equation (3)
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whewe X, is the smallest root. In large samples the statistic
—(2X n) log. A @

can be used as x* with (p — 1) (k — 1) degrees of freedom. With the
multiplying coefficient suggested by Bartlett [1948], the x’-approxi-
mation is

k
—(Z n, — ’%) log. A (5)
which differs from (4) in the multiplying constant.
The estimate of the common direction (g, , - - -, u,) which provides

a transformation of the time variable when not invalidated by the
above test can be obtained from the latent vector corresponding to

the smallest root of equation (3). If (k, , hy , --- , k,) is the latent
vector, then
pi <« Ty +2T0a + -+ + 1T, ,6=1,---,p,

where the 7', are the elements of the matrix T. These are, perhaps,
more efficient estimates than those obtained in Sec. 1.1 by averaging
the observations on gain in weight for each time interval.

The likelihood-ratio criterion for testing the equality of regression
coefficients (rate of growth with respect to the common time meta-
meter) is found to be

N T
Al—' |‘| ’ (6)

where (¢) is the matrix of corrected total sums of squares and products,
while it may be recalled that (T') refers to the uncorrected sums of
squares and products, and A, is the smallest root of equation (3)
In this case we may use the variance-ratio approximation,
_[CSon = k)][l - A.]

F= [ * -1 X @
with (¢ — 1) and (Q_n, — k) degrees of freedom. It may be observed
that this test may be used even if the x*-test of (4, 5) is significant,

but it acquires a special significance when a common transformation
of the time axis is indicated by the A-test.

3. INVESTIGATION OF GROWTH MODELS

3.1. Tests based on the dispersion malriz

Th Sec. 1 and 2, tests were developed to examune whether, by a
common transformation, the average growth curves of different groups
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can be made linear and also to test whether the slopes are the same for
all the groups. No assumption was, however, made about an individual
growth curve. The observations %, , --- , y, , representing growth
in the p time periods, were allowed to follow an arbitrary p-variate
normal distribution. Modification and improvement may be desirable
if something is known about the stochastic nature of growth.

We may consnler the model

Yea = Nag(l) + ¢ ®

where y,. is the increase in the f-th interval, A, is a parameter specific
to individual «, g(¢) an unknown function of time only and ¢ is a random
error. The errors ¢, and ¢, for any two time periods are taken to be
uncorrelated. It is believed that, apart from a deterministic linear
trend for growth with respect to some time metameter, there are in-
dependent disturbances taking place in small intervals of time. Under
such conditions the growth in any given period can be represented oy
the expression (8).

The model (8) implies that, by a common transformation 7 = g(¢),
all the individual growth curves can be made linear apart from random
Auctuations. It may be observed that in the analysis of previous
sections this model (without the random error) was used only for the
true average growth curves of different groups. The particular stochas-
tic nature of individual curves described by the model (8) was not
used in tests of significance.

The analogy of equation (8) with that used in factor analysis suggests
the more general model

Yie = A0 +2APqm®) + - + & 9)

where A, A'*, ... correspond to different factors and ¢, , g, , - -- the
regression coefficients. If such a representation is true, we should be
able to replace the growth curve by its estimated factor values A‘"
A, ... and choose the dominant ones for further analysis.

There is, however, one difference between the model (9) and factor
analytic models which include a2 constant ¢(f) representing the mean
of y(). Tor this reason, we cannot directly apply the tests used in
factor nnalysis. One could obtain the likelihood-ratio test appropriate
to test the model (9) but this appears to be complicated. As a first
step the tests developed in factor analysis to determine the number of
factors etc. (see Lawley [1914], Rao [1945]) can be used since the dis-
persion matrix of ¥, , ¥, , - -- is the same for both the models. The
model (8) has, however, further restrictions on the mean values which
have to be tested.
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1} in this model we replace ¢ by e independent of ¢, then we can use
Hotelling’s principal component analysis to determine the number of
factors. In this case, the test proposed by Bartlett [1950] in the in-
vestigation of factors is applicable (see Rao [1954]).

3.2. Estimation ¢f factors and lesls of significance for differences belween
groups

As in Sec. 1, let us consider the problem of comparing growth curves
classified under diffcrent treatments. Let us assume that

Yew = A0 + -+ AN + ¢

and estimate all A and g by minimising the expression
T Z e — AP0 — - — AT

whach leads #o the principal component analysis of the uncorrected
sum of squares and products matrix. Let T represent this matrix,
the typical element T of which is computed from the formula

Teo = 2 Yealia
(The sum over « is a sum over individuals).
Consider the determinantal equation
| T —pI| =0

and find the first &k laten{ vectors corresponding to the first ¥ dominant
roots.

Root Latent vector
#; (max) (), ¢:(2), -+, (P
Ma gl(l)x gt(z)) ] 0-(?)
The latent vectors provide the values of the functions g,(¢), g,(¢) - - -
g:(t) at the time points 1, 2, --- p. For any individual the A-values

are obtained from the formulae

AL = 0D + 122012 + -+ Yoagi(D)

A = i) + 2042 + -+ + Ypogulp)

which are linear combinations of the observations with the coefficients
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provided by the latent vectors. By this process the p observations on
increase in weight are replaced by & values which in some sense represent
the dominant aspects of the growth curve. The methods of multi-
veriate analysis for testing the differences between treatments, etc.
can now be used on the k reduced variables though the tests may not
be exact. Thewmnalysis can be undertaken it the order provided by
the latent vectors, first testing differences in A*’, and then differences
in A® independently of A‘"’, and so on, eliminating the initial weight
if necessary.

4. ILLUSTRATIVE EXAMPLE OF GROWTH PROCESSES UNDER
UNCONTROLLED CONDITIONS

The methods discussed in this paper were originally developed with
the intentioa of applying them on weights of babies obtained at periodic
intervals during the first year of growth. The data were collected by
Dr. M. N. Rao and Dr. B. Bhattacharyya of the All India Institute
of Hygiene and Public Health with the intention of setting up the norms
and variations for weights of babies during the first year of growth.
Their results are published in two papers (Rao and Bhattacharyya
[1952] and [1953]).

The data collected by them is of great scientific interest since they
provide a realistic picture of growth under natural (uncontrollable)
conditions and this is what the authors were aiming at. About 100
babies, 50 boys and 50 girls, were selected and investigators visited
their houses in Calcutta periodically to obtain their weights. An
inevitable feature of such an investigation is incomplete records.
Observations could not be continued on all children even for such a
short period as one year mainly due to deatlr, disease of the children,
and, to some extent, the transfer of parents to outside stations. On
gearching the records it was discovered that only. in 14 cases for boys
and 13 for girls could the observations be continued till the end of
one year. (Nearly 75 percent casualties due to death, disease, and
other causes!) This is an important factor which future investigators
may bear in mind.

The number of cases with complete records is not sufficiently large
in this study to carry out any analysis of practical value but it would
indeed be worthwhile examining how these 27 children have struggled
during their first year of existence and survived to provide 1s with
complete records. The reason for confining the analysis of the records
to onlp 27 babies, omitting the incomplete records, is as follows: the
characteristics af growth in the case of children with incomplete records
dye to death, disease, ete. will necessarily be different from those of
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the rest, so much so that the information from the incomplete records
could not be pooled with the rest either for the purpose of determining
the form of the average growth curve or the stochastic nature of the
individual growth curves over the entire time period.

Table 3 gives the mean values of weights (absolute and logarithmic)
for boys and girls at intervals of twenty days from birth, the time
metameter with respect to which the growth is expected to have a
linear trend (which is estimated by the method of Rasch by averaging
the weights of all the 27 children), and also values for gains in weight
during the successive intervals.

293 CHART ' I. RELATIONSHIP BETWEEN AVERAGE LOGARITHMIC
WEIGHT & THE CHOSEN TIME METAMETER
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THE FIGURES WITHIN BRACKCTS CORRESPOND TO THE ACTUAL NUMBER OF DAYS

Arn examination of the figures in Table 3 and the chart based on
them leads to the following conclusions.
(i) The rate of growth in absolute weight or relative to absolute
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weight appears to be generally greater for boys than for girls during
the first year of growth.

(ii) The rate of growth steadily decreases as time increases up to
a certain time (220 days in this case uniformly for boys and girls) and
then increases for a short while. This seems to demand an explanation.*

In the interpretation of the rate of growth in the first 20 days one
must take into account the fact that the weight of a baby desreases
within a first few days after birth and then increases.

(iii) With respect to the estimated time metameter the mean growth
curves (Chart 1) for boys and girls appear to be faithfully linear.
Although logarithmic weight is chosen for presentation in the chart
the same is true of the absolute weights with respect to its own time
metameter. Surprisingly, the individual growth curves also exhibit
linear trend. They are not reproduced here for want of space. At
least in the first year of growth it appears that growth is largely con-
trolled by a single factor.

6. THE PROBLEM OF THE DISCRIMINANT FUNCTION WITH
CONTINUQUS CURVES

In particelar cases, if devices exist to record growth continuously
with time, we have the problem of comparing the averages of entire
curves and not merely at a number of time points. It may be necessary
to consider the derivative curves for comparison. Our attempt here is
only to develop the most general solution in the problem of discrimi-
nation when observations consist of continuous curves.

Let f.(!) represent the observed curve for an individual « in the
time interval, say (0, I). The expectation curve for the group is

E{f.(0} = 1(®
and the dispersion fuhction is
Elf.(0f.(t)]1 — f(O)(") = D, ¥).

The proolem is one of determining a linear functional L{f(¢)} with
respect to which two given groups differ the most. For continuous
functions f(¢) it is known that the following integral representatron of
a linear functional holds

L) = [ 10 dgCo.

*In Indis, generally, milk is the only diet given to a child for about six months. This is supple-
mented by rice or some other form of starch between the 7-th and 8-th mountha depending on tho family
oustom.
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The problem then reduces to the determination of g(t).

As in the p-variate problem we will maximise the ratio of the square
of the difference in mean values for two groups to the common variance.
If « and 8 denote individuals in the two groups,

EBIL(.0) — BLU01 = [ (4 — 701 do)

= [ a0 a0,

where d(¢) is the difference between average curves. The variance of

L{f(®)} is
[ pee, ©) agv ag(e).
The ratio to be maximised is

J1d() d(') dg(e) dg(¢)/ [T D(t, ') dg(t)dg(t').

The function g(¢) for which the above expression is ~ maximum is
obtained as a solution of the integral equation

d = f DG, ) dg(t).

There is no general method of solving this equation for any given
dispersion function D{¢, ¢') except numerically by reducing it first to
a problem of curves approximated by straight lines whose number is
increased till g(¢) is determined with the requisite accuracy. This is
equivalent to comparing the curves at a finite number of points each
time. If special forms are assumed for the dispersion function, then
direct solutions may exist. Further work done in this direction will be
reported elsewhere.
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