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SUMMARY. If ibe olorents of & matrix 8 follow & contm) Wishart distribution Wy(v, E) and
a°Ec yh 0 it ia woll known that a’Sala’La is distributed as a chisquaro on v d.[. FurtheraTa m 0 =)
a’Sa = 0 with probability one. The objnot of thia paper ia to show through & countor-example that
the conveorse of this result id not noconsarily trus unicess L ia of rank one It is shown, however, that if

for svory matrix L, such that LTI = I, the diagonal slemente of LSL’ are distributed s independent
chiaquare variables on v i.f., thon 8 has & contral Wishart distribution W (v, E).

1. NotaTioN

Wo shall rofor to a family of distributions by a aymbol such as N, B, ¥ oto.
and to a particular mombor of tho family by spocifying its parameters in addition.
Thus N{g, 0%) denotes a normal distribution with mean  and variance o®, Ni{g, Z) a
k-variate normal distribution with mean vector z and disporsion matrix E, x¥n)
donotes a contral chisquaro distribution on n d.f., B(m, n) a bota distribution with
porameters m and n and Wa(n, Z) ropresents a contral Wishart distribution where
k is the order of the Wishart matrix S =(S;), n is the d.f. and £ = (o) Is the
associated disporsion matrix. We use the notation X ~ N(u, ¢?) to indicato that X Is
a random variablo distributed as N(y,0%).

2. A PROPERTY OF Wy (n, I).
Rao (1965, p. 452) proves the following proposition :

Lomma 2.1 (Rno): If S~ Wilv,Z) and a'Za 3 0 then a'Saja’Za ~ xiv).
If a’Za = 0, then a’Sa = 0 with probability one.

Tho object of this paper is to show that the converso of this proposition is not
nocessarily true, unless Rank Z = 1. To bo more spocifio let T bo a symmetric

matrix of random variables and Z a tochastic gative-dofinite matrix both
of order k. Assume further that

a'La # 0 = a'Ta/a’La ~ x}v} . (20)
and

a'Za = 0= a’Ta = 0 with probability one. e (22)

Wo show that those facte are not sufficient to ostablish a Wishart distribution for 7.

3. A COUNTER-EXAMPLE

Tho countor-oxample is based on tho following well-known result which we
state without proof.
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Lemma 3.1: (a)) V'~ x¥n), (ny) for some integer v,0 <v < n, 1!~B(-~ %")'
(ng)" and p are independently disiributed == (by) pV and (1—p)V are independently

distributed, (hg) pV ~ x}). (1—p)V ~ x¥n—»).

Let 8 ~ Iy{n, E) for nomo integer n > v and p be independently distributed
y n—y

of S as a beta variablo B (<, —2—). Write

T = pS. e 3

Straightforward application of Lommas 2.1 and 3.1 will show that (T, ) obey (2.1)
and (2.2). Thero aro soveral ways of verifying that T cannot posibly have a Wishart
distribution. Firstly, noto that (2.1) and (2.2) imply E(T/v) = Z. Honco if T has
st all & Wishart distribution, then T ~ Wi{v, E). Sinco Rank Z > 1 thero cloatly
oxists 3,j,i # j such that py = ayflouayl # £1. Consider ry = Tyf(TyTy).
1t iv well known Lhat if T ~ (v, %), the disiribution of ri wil} be samo as that of tho
product correlation coeflicient in a sample of size »4-1 drawn from the
bivariato normal distribution. Sinco ryy is also equal to Sy/(SuSy;)t and 8 ~ Wi(n, Z)
this is cloarly a contradiction.

4. Tne cAsE RAXXK E =1
Wo shall prove
Lemma 4.1: If RankZ =1, (2.1) and (2.2) == T ~ Wiy, Z).

Proof: Let P=(P,:Py:...:Px) bo an orthogonal matrix of order &
such that I"EP = D, iy diagonal. An«umu PIEP, =2, > 0, PEP, =0, i = 2(1)k.

2= P Tl',~ Xv). (2.2) == P{TP = 0 witl probability ono for i = 2(1)k. Tet

21 P1v +on pooy denoto indopendent beta variables whero p,~B(— { ) and let

€, €5, ..., ¢, bo tho outcomo of v indepondont Bernoulli trials, ench trial capable of
producing +1 or —1 with equal probability. Defino

Vi = p(PiTP)

=pAl=p 1 =PI =P XPITP)), = 21Yv—1)
V, = (=pX1=py) ... 0 —pNLITPy).

Chock P{TP, = XV;. Clontly tho A;'Vy's aro distributed na independent chisquare
variables cach with 1 d.f. Wrilo X; = ¢,3/P; and let. ¥; bo tho solution of cquations

Py =X,
PY; =0, ie=2)k
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Observe that the Xj's are independent normal variables each distributed as N{0, A,)
implying thereby that ¥y’ shall be independent k-dimensional variables each distri-
buted as Vi(0, E).  Straightforward algebra will establish

=%y,
-1
Hence T ~ Wiy, E).

5. A CLASS OF DISTRIBUTIONS OBEYINO (2.1) AxD (2.2)

Let S~ W(n, Z), v bo independently distributed of S as a chisquare on r.d.f,
and p bo indopendently distributed of both S and vas o beta variable B (%, 1L;—V) )
v an integer 0 < v § n+r. Denoto the distribution of p(S++¢E) by Uiln,r, v, I).
Tho following results aro casy to prove: (i) If T~ Ukn,r,v, E) thon T satisfics
(2.1), (2.2), (i) If r#0 or r=0and v <n, then Ukn, 7, v, &) % Wiy, L), and
(iii) Uxlv, 0, v, Z) =Ty, T). Lot Uilq. (), {r}, [}, Z) = Unlny 1y vy, E)e
Uglng r3. vy Z)e ..o Ux(ng, g, v, L) be tho convolution of a finito number qof
distributions of the typo Upn, r, v, L). It is scen that the family Uj which includes
tho Wishart distribution as a special cazo also satisfies (2.1) and (2.2). It is interesting
to speculate if the family U} can bo characterised by theso two conditions.

8. A CHARACTERISATION OF THE WISHART DISTRIBUTION

It would also be of interest to determine a minimal set of conditions which
taken in addition to (2.1) and (2.2) characterises the Wishart distribution. A charac-
terisation of the Wishart distribution is contained in Lemma 6.1.

Lemma 6.1 : 1f(2.2) holds and for every snatriz L{nol necessurily square) rwith
the property LEL’ = I, the diagonal clesnents of LTL' are distributed as independent chi-
square variables on v d.f., then T ~ Wy(v, I).

Proof : The proof consists in showing that the premises suffice to determine
tho characteriatio function of the elements of T. Obscrve that

®(8) = E{oxp V=1{S04 T +25 04Tyy)) = Elesp Vv =1{tc 0T},
i<t
where @ is tho symmetrio matrix {#;}.

We first consider tho caso whero I is positive definite.  Here, sinco Z-1 is also
positive definito and 8 is symmetric, thero oxists a matrix L such that 6 = L'DL and
Z-1 = L'L where P = ding (A, A,, ..., Ax) is & diagonal matrix the diagonal cloments
of which aro the roots of the equation |8—AZ-| = 0. Check LZL = I. Honco

B(8) = E{exp v —1{tr L’.DLT)] = Efexp V=1{tr DLTL’)]
= fl (1—2x,/—1)n
=1

—_E2
Y|Bl—2v T8
which is indeed the expression given by Anderson (1058, p. 101}, Ruo (1065, p. 506).
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Consider now the cawo whero E is p witive lomi-dvﬂ'nilo. of Rank r< k. Jore it
iw woll known that thero exists a matrix Msuch that MEM = I,. Put Ty = MTIM’
and uxe the result ebtained in tho preceding paragraph to eatablish that Ty~ Welv, I).
Tho proof is complote, onco it is noted that with probability ono, T = BT,B’,
whore B’ = Z, and ono uscs result 8b.2(vi) of Rao (1965, p. 455).

Q.E.D.

Tho author feols that Lerama 6.1 would still be true if the ‘indepondence’
condition is replacod by an wonker condition of ‘pairwise indopendence’. This, *
howover, ho has been unablo to cstablish so far,

7, CHARACTERISTIO FUNCTION OF TIE S8INGULAR WISIART
Lot T ~ Wi{v, E) aud suppose Rank £ =r <k Let P be an orthogonal

malrix such that
t-r

.
r D o0
Q=PI = ,
k—-r\0 ©
where ) is o diagonal matrix of nonnull cigen values of Z.
Observe that if

v -
r Sy S,
SaPTP = ,
k—r\ Sy Sy
then Syy = S, = 0, Sy, = 0 with probability one and S, ~ Iy{r, D). Write
v e
4 Ay Ay
A= PP =
—r \ Ay, Ap

and check
®(8) = Elexp V—1{tr 8T}) = E{exp v ~T{tr AS}]
- |D"\'I‘ _ 1
D=2V =1 Ay |12V —1 DA,y
= | R=2V=1QA[~" = | [ —2V/ =T 20| "R,
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