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BOUNDS ON MOMENTS OF CERTAIN RANDOM VARIABLES 
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Indian Statistical Institute and University of Illinois 
1. Summary. Let {Xn , n ? 1 be a sequence of random variables and let 

Sn = Z=1 Xi. Under the condition that { S4} forms a martingale sequence, it 
was shown in [2] that, for v > 2, 

E( |Sn )V) _ cvn(vl2)-l E,n=j ElX Iv, 

where 

(1) Cv = [8(v - 1) max (1, 2v-3)]v. 

The purpose of this paper is to show that the constant Cv can be replaced by a 
much smaller constant in the following two cases: (i) v is an even integer and 
the martingale dependence condition is replaced by one which is more explicit 
in terms of moments (Theorem 1); (ii) the Xn's are independent with zero 
means (Theorem 2). For case (i) we give for E(ISnlv) a bound which is a poly- 
nomial in n. This last bound does not appear to be too exhorbitant because, as 
shown by an example, it is not valid for all martingales { Sn4 . 

2. The results. We first prove the following 
THEOREM 1. Suppose that for every integer p ? 1 and for every choice of positive 

integers i1, **, ip, k1, , kp,, the condition min (k1, ***, kp) = 1 I 
E(Xkl * * * XjP), if it exists, equals zero. Then, for m = 1, 2, I *, 

E(jSn|m < D2mnm-ln1Ii2 
where 

(2) Dm = Z p2m'/ (p - 1)!. 

PROOF. To make the writing simpler we write Yv,n = EIXn|v and v,n 
jZ=' -Vyi/n. Keep n and m fixed. The result holds if 32m,n ?= 

Suppose therefore that 32m,n < oo. For 1 ? p < 2m, let A, denote the set of 
all p-tuples k = (k1, * * *, k,) such that the k's are positive integers satisfying 
(ki + + k,) = 2m. Let 

T(il, , ip) = Z (2m)!/(k1 ! ... k, !)E(X * XkP) 

where the summation is over k E A p . Then 

(3) E(ISnI2m) = E(Sn2m) = ZP' ' T(il, ... I i,) 

where E' denotes summation over the region 1 ? i1 < ... < ip ? n. If p > m 
and k E A. then min (k, ,k) = 1. Thus p > m == > T(i, ,ip) = 0. 
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Moreover by Holder's inequality 

| E (X? ** X?ip) I| _y 72m, i 1 **Y 72mn,ip 

Therefore 

iT(ii ... i)l (y2il + ... + 1/2m)2m 

? p2fl ('Y2m,i1 + + 72m,ip). 

Thus, from (3), 

E(IS =2m) ? 
Em =p2m' Z' (72m.ii + + 7Y2m,ip) 

m 2m-1 n-1 n 
- ZV=l p (p-1) Zj=l'Y2m,j 

< m p2m-1np-l/(p - 1)! *fn#2m,n 

< nm#B2m,nD2m- 

This completes the proof of the theorem. 
REMARK 1. Berman [1] calls a sequence {Xn} of random variables sign-invari- 

ant if, for every n and for every choice of El, * * *, En each equal to +1 or -1, the 
joint distribution of ElXl , **, ErXn is the same as that of X1 , ***, Xn. It is 
easy to see that the moment condition of the above theorem is satisfied if { Xn} is 
sign-invariant. It also holds if the Xn's are independent with zero means. 

THEOREM 2. Suppose that the Xn's are independent random variables with zero 
means. Then, for v > 2, 

E( |SnJv) _ Fvnvl2-1 E,Z_=lE I X, vl 

where 

F= -1( - 1) max (1, 2v-3)[1 + 2V-lD(v-2)/2m] 

where the integer m satisfies 2m < v < 2m + 2 and the constant D2m is given by(2). 
PROOF. We will use the notation introduced at the beginning of the proof of 

Theorem 1. Keep v and n fixed. Again the result holds if v,n = oo. Suppose there- 
fore that v, n < ?? o 

Let An(P) = E(i Snlv -I Sn,lvj). Then from the relation (3.5) of [2], we get 

(4) An(P) 
? 26Pv[)/2,nE(I 

Sn_l v-2) + Tv.n], 

where av = (v - 1) max (1, 2v3). Now v - 2 < 2m. Therefore, using Theorem 
1, we get 

(5 ) E( | Sn-lv-2 ) < [E( ISn_l12m )1(v-2)/2m 

<D (v-2)/2m(n - 1)(v-2)/2#g2v-2)/2m 

Using the inequality f2m,n-1 _ ?v 1n3 in (5) and the inequality 'Y2,n < Yv,n in (4), 
we obtain 

(6) An (P) = .165[D(v-2)/2m(n - 1)(v-2)/2,#(v-2)/ 2/v + Yn] 
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From the corollary to Lemma 2 of [2], we have 

(7) Z7=~~~1 (j _ j)(v-2)I2fl#i(vy21'Yj 2< (7) EJ= (i-1 ()/,^j- 2)V>>t < 2v-lnvl V' 

Finally, inequalities (6) and (7) yield 

o(s lv) = En /\ A(V) 

< Iv v [D(v-2)I2m2Vlfnv/2v,,n + n#v,n] 

< nvl2jv3nFv 

This completes the proof of the theorem. 
REMARK 2. Suppose that theXn's are independent with zero means. Then { Sn} 

is a martingale and the Theorem of [2] is applicable. However, Theorem 2 above 
also applies and gives a better bound. If, moreover, v is an even integer, then 
Theorem 1 gives a still better bound. 

REMARK 3. Let {Xn, n _ 1} be an exchangeable process with E(X1X2) = 0. 
Then the proof of Theorem 2 breaks down. However, the conclusion is valid be- 
cause of the de Finetti theorem (see Section 4 of [2]). 

REMARK 4. Let v,n = max {E IXilv, 1 < i < n}. If the moment condition of 
Theorem 1 holds then minor modifications of the proof of that theorem show that 

(8) E(ISnI2m) - 132m,n p (p) E" (2m)!/(ki !.. kp !), 

where E" denotes summation over the region ki ? 2 and k1 + * + kp = 2m. 
Thus 

E( {S{m 2m,n[(2m)!/(2m* m1)nm 
+ (2m)! (m - 5)/(9*2m.(m - 2)!)nnm-1 + o(nnf1)] 

Note that the leading term has coefficient (2m)!/(2mm!), which is natural in 
view of the central limit theorem. 

REMARK 5. Suppose the Xn's satisfy the moment condition of Theorem 1 and 
in addition are identically distributed. Then the bound (8) is better than that 
given by Theorem 1. 

REMARK 6. The bound (8) does not appear to be exorbitant in that it is not 
valid for all martingales, as seen from the following example. Let the basic 
probability space be {1, * , 6} with the points 1, 2, 5 and 6 getting the mass 

- each and the points 3 and 4 getting the mass 1 each We define three random 
variables X1, X2 and X3 on the space with values given in the following table. 

Point 

Random 1 2 3 4 5 6 
Variable 

X1 1 1 1 -1 -1 -1 
X2 1 1 -1 1 -1 -1 
X3 2 -2t 0 0 21 -21 
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The sequence Si, S2, S3 of partial sums forms a martingale. Further ES3' = 

9 + 12.21/2 which exceeds the bound 21, given by (8). 
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