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SUMMARY. In this papor it ia shown that a modifisd klass cetimator with
k< 1 is proforablo to the modified LIML esti in torma of Ly in probability
oF i in law to normal. The Oemrll Limit Theorem for she domnsity of this modified k-class

can bo h idorably, sinco ita highor order moments exist in small

samplos,

1. INTRODUOTION

Consider the k-olass estimators of the coefficients of a structural equation

88 defined by Theil (1871, p. 504). For these estimators k can be either fixed
or random. The much heed paid by the econometricians to the asymptotic
properties—such as weak consiastency and covergence in law to normal—of
these estimators justifies an explicit reminder of the work by Anderson and
Sawa (1979) who were the first to prove that these asymptotic properties of
the “‘fixed” k-class estimator with ¥ =1 or the two stage least squares (28L8)
ti aro not ily expected to be relevant to the cases that sppear
in practice. The further work done by Anderson, Kunitomo and Sawa (1982)
shows that the limited information meximum likelihood (LIML) estimator
which is & “random’ k-olass estimator with & > 1 (almost surely) is essentially
di bissed and its distribution approsches normality muoh faater than
that of the 26LS estimator with finito lower ordér moments, due primarily
to the bins of the latter.t More importantly, these authors demonstrate
that the 2SLS estimator with finite lower order moments in generally very
biased and, as a result, is likely to substantially und imate the parameter.
In an earlior paper, Anderson {1976, p. 10) uses tho approximate distributions

* Tho viows oxproased herein are sololy thoso of tho authors and do not nosossarily ropresont
the viows of tha organisstions to which thoy belong.

* In this comp it is imp to bor that the samplo sizes required for tho
existonc of the LIML cstimator aro lurgor than thoso roquired for tho oxistenoo of the Axed
k-clans ostiniators, soo Swawy (1080, p, 178).
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to prove that under certain conditions the cumulative distribution function
of the absolute orror of the LIML estimator is everywhere above that of the
25LB estimator.? Zaman (1981, p. 297) obtains similar results for a simple
caso and ooncludes that if the signs of errors.do not have speoial significance,
if the loas function is bounded, if tho probability of an estimator falling in an
intorval about the true value of the parameter is the primary criterion, and
if the sample size is sufficiently large, then the maximum likelihood estimaton
and its tr tions perform r bly well. This is consistent with Anderson
and Sawa’s (1878, p. 175) for Anderson, Kanitomo and Sawa’s, (1082)] conelu-
sion that the LIMIL estimator would be certainly preferred to the 28LS
estimator in terms of the asymptotio normality. But the important problem
is that the size of the currently available sample may not be large enough to
guarantee our reliance on the saymptotic normality of LIML.

In small samples, the LIML cstimator may not be preferabla to the fixed
k-olass estimators beeause, as shown by Hatanaka (1973), Mariano and Sawa
(1972) and others, there arc situations in which the fixed k-class estimators
with k Ly finite d-order ts whereas the LYML cstimator
does not possess finite moments of any positive integer order. In these
situations the former dominates the latter under squared error loss.? Anather
implication of the results of these authors is that the necessary and sufficient
conditions given in Lukacs (1975, p. 43, Theorem 2.3.4) for the convergence
of & sequence of moments of a k-olags estimator to the corresponding moment
of the limiting random variable are not always satisfied. We can also appeal
to o theorem in Lukacs (1975, p. 65, Theorem 3.1.3) to draw the conclusion
that the convergence in probability of a %-class estimator is in general in~

ible with the exist of a norm.

Howaever, if we make the stronger assumption that an estimator converges
in the r-th mean: instead of in probability or in law) to:a random variable,

then @ sequence of the p-th ta of the estimator converges to the p-th
2 oo also P fori Kuni and T (1982, p. 107).
3 Zaman (1981) obsorvos that tho i of Lis may not bo a sorioua
problam if a bounded loss funation is approprints tnd the mmpla aizo i sufflciently large. Hs
Boou on to whow that with u boundod loss funation, asympi i is & desirabl

in large eamples and that tho use of n quodsatis loas fanation can conflict with tha obimwn of
obtaiaing an vstimator that has high probability of falling in mn intorval about tho trus valus
of the paramater for mast intorvals of intorest, Apart from tho woll known diffloultios of doter-
mining whon o samplo may bo considered largo in aotual ie models, the app! i)
of a boundod loas function-ia very hard to dotormine, particularly when wo'aro unsblo to chooso
o fnicly amall region of tha paramater spaco in which thy trua-valus of a purametor lioe,
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moment of the limiting random variable for pCr, see Lukacs (1975,
40-41). Also, convergence in the quadratio mean which is a special case of
convergence in the r-th mean implies convergence in probability which in
turn implies convergenoce in law. While there exists no implication botween
the concepts of almost sure convergence and convergence in the r-th mean,
these modes of convergence are compatible, as shown by Lukacs (1975, p. 36).
[For an excellent discussion on the direction of the implications between the
modes of convergence, see Lukacs (1875, p. 37], It is also demonstrated by
Lukaos (1875,)p. 68) that convergence in the sense of a distance is equivalent
to convergence in the r-th mean. If a finite aample risk ‘converges to the
asyndptotio risk which can happen under convergence in the r-th mean, then
asymptotic officiency is also a relevant property for unbounded loss functi
see Zaman (1981, p. 200).

The purpose of this paper is to present & simple modification of the k-olass
estimators and to show under certain conditions that the modified estimators
converge in the r-th mean. The modified estimators have the advantage
that the Nagar (1959) typo approximations for their moments may be deve-
loped. These approximations are useful for obtaining & better approximation
than the ssymptotic approximation even for quite small samples, at least in
80mMe 8a368.

The model and the modified k-olass estimators are given in Seotion 2.
The principal results on-the existence of the moments for these estimators
are established in Section 3. It is also shown in this section that the modified
“fixed” k-olass estimatora converge in the r-th mean under & mild restriotion
on k whereas the modified LIML estimator may not. Conolusions of the
study are presented in Seotion 4.

2. THE MODEL AND THE MODIFIED k-OLASS ESTIMATORS.
Consider the following i-th struotural equation of a G-equation model :

W= Yoyt X+
= Z§it+w e (D

where g is the 7' x 1 veotor of observations on a left-hand endogenous variable,
Yy is tho T x Gy motrix of observations on the endogenous variables whiok
appesr in the equation, X is the 7' X K¢ matrix of observations on tho exogen-
ous variables that appear in the equation, Z; = (¥, X;), ti is tho 7'x 1 veotor
of disturbances, 4; and ¢ aro respectively G¢x | and K¢x 1 coetficiont vootors.
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and 6; = (¥;, 87)'. In the full model there are X—Kj other 8XOgENOUB VAT~

sbles whose observations are given in the T'X(K—K) motrix X;. Let
X =(Xq: x:)

Wo write the reduced form equations for y; and Y; as
Yo =(ye: Yi) = Xylwe: M)+ XYng 1 IT3) + (w4 2 7). - (2
To identify &, we assume that rank ([13) = rank(n}:Ij) = @, ree Theil
(1971, 491-2). This imposes the restriction K= K—K; > ;< G.
We moke the following assumptions :

Assumption 1. (i) The vector wuy is distributed, independent of X, with
mean zoro nnd covariance matrix oyl.

(ii) Tho rows of (9¢: Py) are independent drawings from a multivariste
distribution with zero mean vector and positive definite covarinnes matrix

@y oy
Q= .
o Q,,
(iii} Both the vector s and the rows of (9;: V) are normally distributed.
Assumption 2. (i) The T'x K matrix X is “fixed” suoh that K =
inf {T': X'X is nonsingular} < coand T > K4 (ii) For each j=1,2, ..., K,
m:a.xr |zy| is bounded, whero zy is the ij-th element of X. (iii) The
164
matrix T-1X'X oonverges, as T — oo, to a finite, positive definite matrix.

Define
My = I-X(X; X)-2X; and M = I—X(X'X) X",

The k-olass estimator of vy is
(g = (YiQY0) Y@y . (3)
where @ = M(—kM, and that of B¢ is
(Onx = (X; X)X Jyi— Pilginl . )

We now oonsider the Mehta and Swamy (1878) type modifioations of the
estimators (3) and (4) where the modifieations guaranteo the existence of the
Teoments at least for cortain samplo sizes. Theso madifications are

@or, = (Y Qu Y HB+ M1 YiQutn )

¢ This condition is relaxed in Swamy (1080). Bee also Swamy, and Mohta (1988).
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and , ,

(bor,x = (XX HB+p) 1 Xy — Y G, 4] (6
respectively, where Q@ = I—X([ X X(+(R,+ )1 Xi—kM, py >0 18 a fixed
real number and f; is the solution to the equation

GRSy ZX( X X)X )y = 1 -
with & = [ZX(X'X)IX'Z)VZX(X'X) Xy ond &y =y MyyT if

dZ XX XX 28 < S ond B, = 0 if RZX(X' X)X 2y S . Tt in
easy to check that tho left-hand side of eq. (7) is & monotonically increasing
function of R, 3 0 and Pr(R, > 0) = 1,.6ce Swamy, Mehta and Rappoport
(1978, p. 1145). The solution f2; oan be found by numerical methods, Com-
oining the cstimators (5) and (6), we con write the modified k-class catimator
of 5‘ as

(@0e,p = [Z4L— kM) Ze+ (o207 ZT—EM) 3 . {8

where k can be eitber fixed or random.

The argument of Mchta had Swamy (Y878, pp. 3-4) can be utilized here
to show that the estimator (8) approximates the reatricted lesst squares esti-
mator of 8 subject to a boundedness restriction on the squared length of
§;. This provides the motivation for our derivations. It should also be
noted that the left-hand side of eq. (7) is ar bl i of o y
end sufficient condition given in Swamy (1980, p. 178) for a restricted estimator
to be better than an unrestricted estimator. The advantages of the modifica-
tions in (5) and (6) in the context of the standard linear regression model are
pointed out by Swamy and Mehta (1880), Swamy, Mehta and Thurman (1981)
and Thurman, Swamy and Mehta {198().

The modifications in (5) and (8) preserve the errors—in-variables nature
of the problom which Zellner (1870) and Anderson (1976) bring out explicitly.
To seo this postmultiply both sides of eq. {2) by (L' —y;)’ and equate the result-
ing coofficients with those appesring in eq: (1). This gives

n} = Il§y. e (9)
If n} and I} were known-en estimator of vy is
(O X7 M) Ty X9 M X0, . (10)

Since =} and 1} are unobservable, it is clear from eq. (2) that we can approxi-
mato the estimator (10) by tho cstinetor' (5) beoanso [¥Qu Ye-+(B+pa)) *
an ostimator of MY XY X4NS and Y@ is an pstimator. of IY.XY A X0
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Thus Zollner {1870)’and Andcerson (1976) are able to establish a connection
botween the formulae deﬁnmg estimators for the vrrors-in-variables models
and Bimul q As pointed out by Anderson {1976, p. 8), tha
st.nnator (6) is ounsistent as 7'— oo und K remains fixed. This olarifies
the oonditions under which the estimators for tho errors-in-variables models
are consistont.

Beforo we proceed to study the properties of (8),"a comparison of the
estimators (5) with Fuller's (1877) modification of the 25LS and LIML csti-
mators of y; may Lo made. Letf bo tho smallest root of

| B Y UM~ Y —[(IT—K) Y A Y| =0,
let @ > 0 be a fixed real number and let A be the smallest root of
| B Yo Mi— M) Y —AT—K) 'Y M Y,| =08
Then Fuller's (1977, p. 042) modificd 26LS estimator of yq is
=H§ . (11)
where

& YUM—M)Y, (Bi—Gi—a)Y Y,
i A S ke

(K—Gi+1)
K

_ YudM— )Yy ( : l+a) YMY,

yiod T—K) otherwise,

~  YdM— My (Ki—Gi—a) Y My . (Ki=Gi+1)
V=" - a-n g

_ TuM—ny, (f— P_-Ii') Yi My
5

T=K otherwise.

Tho modified LIML estimotor of y; introduced by Fuller (1077, p. 842)is

Yu = BNy, . (12)
where B, YiM—M)Y, (2_ a ) Y MY,
& K /1 (T-X)
und R, = Y 2y, ~(- =) Y My,
K {1 (P—Ky

“Tho smallost root A will not bo Anito unloss T-rank (X) > G¢+1, s00 Swomy (1980,
P18,
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The modiBieations in (11) and (12), it i8 olear, are different from thoso in
(5) snd are designed to guarantee the existence of moments for sufficiently
large samples. Bince the LIML does not p ts of any positi
integer order, the motivation for the modifieations in (12) is clear. There is
no similar motivation for the modifications in {11) becauso the first two
moments of the usual 28LS estimator exist for the degree of over identification
of eq. (1) greater than or equal to 2. The modified 28LS (11), moreover,
does not reduce to the usual 28LS whenever the latter poseesses finite second-
order moments. In fact, it is misleading to call (11) the modified 28L&
b tho 28LS estimator is & member of the fixed k-class estimator
and the estimator (11) is not.

Although it turns out that the modifications in (8) also guarantee the
oxistence of moments, they are primarily designed to give a satisfactory
approximation to & restricted least squares estimator of &. In the next
section we compare the operating characteristics of (5) with those of (11)
and (12).

3. PRINCIPAL RESULTS
Wo first prove & uniquo property of the estimator (8) with fixed & < L.
Lemma 1: @iven the model (1) and assumplions 1(i), M(ii), (i), 2i)

and 2(ii), the modified fived k-class esiimator (8) p ts of all orders
Jor every py > 0 and every k< 1.

Proof: Let0 < r < 0. Then the r-th absolute moment of an arbitrary
linear bination of the el ts of (Gix, i8 given by

E|V@al” = BV Y QuY e+ P+ 1 YiQuml” . (13)

where 8 is an arbitrary G¢x 1 vector of fixed elements, not ail of which are
Z0ros,

It has been shown by Mohts snd Swamy (1978, p. 11) that the matrix
Q, bhas at most 2 Ky distriot roots, two of them being (1—¥) of multiplicity
(T—rank(X)) and 1 of multiplicity rank (X)—K;. The remaining Ky eigen-
values of @, lie in the interval (0, 1) with probability 1. ‘Therefors Y@, Y+ i8
positive semidefinite with probability 1 for £ & 1. This shows that

BIVgeal” < BlagWYQuti” < Elps VY ST Amal@7 - (14)

where Amy{(@,) is the maximum eigenvalue of @, The oxpectation on the
right-hand side of the seoond insquality sign can be easily shown to bo finito
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becausc Jy; and Y are norma) variobles. It remsins now to show that the
imator (6) p ts of sll orders. Defining E|V(bgs,|" and
applying the inequality in Reo (1973, p. 149, Problem 5(a)), we sec that
B\ VBl < CAE|CIX X+ ) X |7
+EWVIX X+ (B4 T X Y (G0l ) e (18)

where Cp = 1 forr 1 and = 274 for r > 1. Consequently, E| V(b |7 is
finito if the expeotations on tho right-hand side of the inequality (15) are finite.
Now it can be easily seen that

X E|VX X+ BtoM ) Xan |t K Blpg ¥ Xiplr < 0. ... (16)
and

E|E[X X e+ (Bt I X Y GOhal” < Bl 'V X Yeigon, |
< Blp U XYY@l
S Bl VXYY" [ Ane(@) "< 0. QED. ... (17)
Theorom 1: If the conditions of Lemma 1 hold, if assumplion 2(jiii) is
true, if py > 0 and if the nonstochastic k with k < V is such that
plim VT(k—1) = 0 as T.—yco0,

then the modified fized k-cluss estimalor (8) converges lo a normal variable in
the r-th mean.

Proof : By Laha snd Rohatgi'a (1979, p.84) Problem 37 and our
Lomma, 1 above, the result is true if every arbitrary linear combination of the
eloments of a fixed k-olass estimator of the form (8) that has g, > 0, £ € 1 and
plim VT (k—1) = 0 converges in probability to & normal variable. This
linenr combination can be written as

Vl{di)r —8i) = V[ Z{{I— M)Z—(k—1)Z;M Zy+ (P + ) 1]
[ 21 ~ M Yy —(k—1) Z Mg
~ (P (BT — M) Ty — (k=) Z M 2+ + 41T
{18)
where 1 is & (G4 Kj) x 1 fixed veotor, not all elements of which are zero. It
ean be shown that p lim (R,/4/T) = 0. This together with the methed of
Toae

proof given in Theil (1971, pp. 487, 408 and 505-506) implies that
pﬂ!im (T2 — M) 24— (k—3)T Zi M Z,4- TPy oI
—e
= lim (P-1Z{ 2 . (19)
The
B 3-13
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where Zj = (XI1;: X;). Now let
kali}

w= ( Jim _7'-'77; 2;) ( Jim T1RZ, wi).

Then under assumptions 1iii) and 2 the varinble w; is distributed as normal
with mean zero und varisnco oyl for every 7—K > 1. Once ogain, the
method of proof of Theil (1971, pp. 498 end 505-508) estublishes that

gl_l’n: (V[T Zyd— M) s —\k— T2 M 2+ Ty + ) IV (di)y, g — 8] — )
= —p lifd T4 P2 B2~ k= DT 2 2t TN 1
[]
+¥ (p Jim (TAZ(0— M) B (k= N2 2t TRy ) T2
—a
— lim {T-1Z, Z) )( lim T Z“.u,)
THe ?w
+¥ (P,"_"" [T 21— M) Z—(k— I)T’Z«'ﬂzt+7"'(ﬂ|+I‘=)1]‘”’)
X (p lim (T2 —Myw— , Tth— 1T Z; Muy]
T -

— lim T-mZ;u.) =0 QED. . (20
THe

We call the estimator (8) the modified LTML estimator if & = A® which
is the sinallest root of | YoM ¥o—AYoM Yy| = 0. Let ¥(di)se,, denoto an
arbitrary linear combinution of the clements of the modified LIML estimator
(8) with k = A®.

Lemmuo 2 :  Suppose that the model (1) and @sswmptions 1(i), 1(ii), 1iii),
2(i} ond 2(ii) Aold. Then the rh, r = 1,2, ..., moment of the modified LIML
estimalor (8) ia hounded for all T greater than K +4r and every sty > 0.

Proof : The modified LIML estimator of Y¢ can be written. as’

(@902%,0 = [¥Qu Y e+ M1 ViQutts . (2
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whero

Qu == I = XA XX (- Byl P §— M+ (1 =A%
Defining

Quy = I-X (| XiX -+ Pyt | Xi— M,
we have

Vigas,u = VLVQu Y+ =AY YL Y -+ 4p)d 1
| Y Ruig+U1 =A%) Y 3y

= R,+R,, - (22)
whore

Ry = V[YQuY1-+(1=A)Y MY (R + ) )Y Qi
s

By = V[YiQu i+ (=AY M Y4 (B + M1 —AT My,
From the inequality vsed in (15) we find that
1V(goaen|" < CHAE| R, |7+ E| R,y|). . (23)

Coweguently, the r-th absolute moment of I(gaye, , s finite il the r-th
abwlute moments of R, and R, are finite. Tt is found by Kadiyals's (1970)
methil that with prooability 1, &* =% YN Tele Y MYe)> A*Hl

snd the metrix Y{(M—kM)Yy is positive definite for k < &°. It foilows
fram these rosults thbat

Eiy|7 < E|U[F@uYet(1- BYY GV eHP+pad T Y iuith |
S Elpg’ Bgplm < o . (29
where the sevond inequality is based on the yuaujts that
Yim+ 0 —ENH Y
= Vi[X(X; X~ X~ X X Ko+ (R, + M) K+ Mi— KB T

in pusitive definite-with probubility 1 and'the meximun eiganvalue -of @,,.is 1.
By the preceding ressoning it is alko true that

E|R|7 < E|(1 = W[Y1Q, Yi-+{1—E)Y{ M YeH(By 4 )17 Y Myl
< B0y T Yiml"
< E|leup ¥ Yimr. (26)
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Since 4° is obtained Ly minimizing the ratio ¢ Y{MYie/e'Y{MYic with
veapect to ¢, it follows that k* € ¢'Y MY ic/c'Y; M Yic. Thorefore,

E|Ry|* < El(€ Y31 Yiele' YA Yieus'U Yaylr. . (26)
It now follows by applioation of the Cauchy-Schwarz inequality (Luvkacs,
1975, p. 12) that

VM Yie \ -
(BRI < B (Gyosiye) B VY. )

In view of assumption 1(jii}, it auffices to show that the fiest factor on the
right-hand side of the inequality sign in (27) is finite. To show this, we
write

cYiMYe ”__ Y M—~M)Y ¢ 17

(c’Y}MY.c ) =E [H' CY MY c ]

CXMMTN) oy

< [1 +E ( cY MY

The veriables ¢'Y(M(—2M)Yc and €' YMYc are independent chi-square
voriables with K—Ky and T—K degrees of freedom respectively because
the matrices M and M;— M are idempotent and M(M— M) = 0, see Theil
(1971, p. 682). Hence the firat factor on the right-hand side of the inequality
sign in (27) is finite if T—K > 4r,

It remains now to eatablish the finiteness of the r-th abeolute moment of
the modified LIML estimator of ¥'8¢ whioh ie

b, = VIXXiH P+ Ky — Yl o) e (29)

This result can be shown to hold by the use of an argument parallel to that
underlying (15)417) and (21}-(28). Q.E.D.

Theorem 2: Under the conditions of Lemma. 2 if assumption 2(iii) s
true, and if T—K > 4p, then for r < p and every p, > 0, the r-ih absolule
moment of U(di)ye , tends to the r-th absolul I of the limiting mormal
distribution of V(dy)y, .

Proof :  Anderson’s (1976) method of proof can be used to show that
¥idi)e, . converges in distribution to normal. Henco the result follows
immediately from nur Lemmne 2 shovo mid Chiug’s (1974, p. 98) Theorem
452 QED,
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Tt should be noted that convergence in the r-th mean implies convergence
of & Requence of r-th moments to tho r-th moment of the limiting variable but
the converse is not true unless the conditions of Chung’s (1974, p. 87) Theorom
4.5.4 hold. These conditions are not satisfied by the modified LIML estimator
(8). The modified fixed k-class estimatora (8) with ¥ < 1 and the modified
LIML cstimator (8) with & = A do not seem to share the same properties.
The former may be preferred in terms of convergenco in the r-th meun.
Another disadvantage of the modified LTML estimator (8) is that tho existence
of its r-th moment requires a larger sample size than the existence of the r-th
moment of the modified fixed k-class estimators (8) with k < 1.  Consequently,
when T < K48 the modified LIML eatimator (8), if it exists, is inadmissible
under s squared error loss function. We have already pointed out in foutnote
5 that the condition, T » K 4G+, is needed for the existence of the (modified)

LIML estimator.

Both the modified 25LS(11) and LIML{12) estimators due to Fuller (1977)
and the modified LIML estimator (8) have one property in common : they
do not possess the r-th moment unless the sample size is sufficiently large.
Perhaps the resaon is that Fuller's modified 2SL§(11), unlike the usual 28LS,
ilepends on the smallest root f and is strictly the random k-cless type estimator.
Fuller’s modified 2SLS estimator, in consequence, behaves differently from
the usual 2SLS catimator, that is, they do not share the same small-sample
properties. This statement is based on Anderson and Sawa's (1879, p. 178)
result that on the whole, the small sample properties of the 288 and LIML
wre substantially different from each other. It follows from Ghosh, Sinha
and Wieand’s (1080) study that Fuller’s estimator (12) may not dominate (3)
with fixed & & 1 even asymptotioslly unless (12) is used to correot itself by
estimating E[(ga—¥iz). provided this expectation oxiste. That is, when
FfiL < oo, the estimator 4+8(F1z), where &) is E[(gns—Fiz] ovaluated
nb y¢ = 1z, may ssymptotically dominate (gy) with (g < o, sea Efron
{1982, p. 350, Remark D). On the basia of Fuller's investigations, we ocannot
make some comparative statoments between the usual 25LS and his modified
LIMI{12) estimators by comparing the mean square error of the estimator
{11) with that of the estimator (12). It will come a8 no surprise to learn that
the ostimator (11) is inadmissible (Fuller, 1977, p. 050) becauso it is not
sualytic. (Brown, 1975 establishes that snalyticity is needed.) The usual
25LS estimntor nnd the estimator (8) are analytic.

We further remark that Lemmas | and 2 above oan nlso bo proved by
establishing the conditions of Lamma B in Fuller (1077, p. 944) for tho
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estimator (8). While we accept Lemmas A and B in Fuller (1877; P 044),
wo find it convenient to use the standard inequalities and the .conditions
of Chung'a (1974, p. 95) Theorem 4.5.2.

Part of the appeal of the modified fixed k-class estimator (8) in obvious
from Theorem 1. It possesses moments of all orders for every & < 1, evory
> 0, snd all T > K and converges in the r-th mean to normal even when
tho value (f,+,) added to the disgonal elements of ZyI—kA)Z; in (8) ix
.minuscule. For this reason, we consider the modifications in (8) as minjmal.
In contrast, the r-th moments of Fuller’s madified estimators (11) and (12)
are finite for all T greater thon some T'(r), the modifications in (11) and (12)
can be subatantial and it is not known whether the estimators (11) and (12)
canverge in the r-th mean to normal.

Feller (1066, p. 506) points out that the central limit theorem for densities
-oan be strengthened considerably when some higher order moments exist.
We camnot take ndvantage of this faot if some higher order moments do not
oxiat, as is true of Fuller's modified estimators in small samples. Our pre-
forence for the modified fixed k-class estimators (8) with k& & 1 is consistent
with Zollner's (1978) remarkable finding that the MELO estimator of § is
the ssme as the estimator (8) with fixed k£ < 1, g, =0, and Pr(ft, = 0) =1
and Nagar's (1959) finding that the optimal value of k.in the usual fixed k-class
estimutor is less than 1. Since the orders of matrices are not-chunged by the
modifications in (8), we may employ the optimal values of & indicated by
Zellner's (1978) und Nagar's (1950) results, While the modified LIML
estimator, (dy)ye, 5, may not dominate the modified fixed -k-olass estimator (8)

with £=%< 1, denoted by (dy);,,. oven ssymptotically, the estimator

di = (i, o+8(dy), where Y(dy) s T(8)) = E{{ds);, ,—(dihe,,] evaluated
8t 8 = (di)ye,o, may ssymptotically dominate (dy)z, s Ghosh, Sinhs
and Wicund's (1980) study of o simplor situation suggests. Here wo arc
using (di)ye,,, to correot itself hy cstimating g(8;), see Efron (1982, p. 350,
Remark D).

Tt is important to r ber that our di jion thus far is limited to
tho cuse where 7> K. In the undorsized somple oasc where 7§ K, the
modified fixed k-olass estimator (8) cun be generslized straightforwardly us
in Swamy (1980) snd Swamy ond Mehta (1982). The condition 7' » rank(X)
+G+1, whioh |8 required for the existense ofithe (modified) LIML cstimator,
may not be satiafied when T & K or the seqples ore undersized.
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4. Oororustons

In this paper we urgue that the LIML estimutor is certainly preferablo
to tlie 28LS in terms of the speed with which the distribution uppreaches
normality as the sample sizo tends to infinity, #8 shown by Anderson. and
Sawa (1979). But the size of the currently available sample may not be
lurge enough to-guaranteo our relianco on the asymptotic normality of LIML.
Although both the fixed k-olass (of which the 2S5LS is o member) and the
LIML estimators can be modified to ensure finite ts, the modificati
of the former converge in the r-th mean for every & € 1 and not the modifien-
tions of the lattor. A modified fixed k-class estimator with k<1 is pre-
ferable to the modified LIML estimator in terms of convergence in the r-th
mean to normal, which is a-stronger property than convergence in probability
or in law to normal. The central limit theorem for the density of this modified
fixed k-olnss estimator can be strengthemed comsiderably, since its higher
order moments exist in small samples.
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