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Ahstruct An witempt s made in this note 1o investigate the effect on cdge extraction when the theory of HVS (human visual

syatem) based thresholding {1 is made to operate on the intensity domain of a grey tone image. A fanuly of S and § ' functions
»conndered 1o ke care of the grey level 1o ntensity transformanion. The performance of the system is also quantitatively ana-

lysed using the measure ‘entropy’ of a fuzzy set.

Aev wordy HVS thresholding, edge extraction, grey level-intensity transformation.

Iniroduction

\n glgorithm for thresholding based on the facts
wman psychovisual phenomena or the response
“w human visual system (HVS) was reported in

We call this method HVS based thresholding
“wghout this text. This made it possible to select
somancally (without human intervention) the
“oholds for detecting the significant edges as per-
tied by human beings. The threshold value
apts the buckground intensity according to the
tnon governed by a characteristic of one of the
% Vnes Rose. Weber and saturation regions.
[ew regions are characterised in the intensity do-
.n by

4B, « B (1a)
1By s B. and (1b)
ABy i« B2, (1c)

envely. 4B, and B denote the incremental
wwhold and background intensity. Equation (1)
spresents HIVS characteristies. The algorithms
e found for o wide range of images to provide
ainfactory improvement in the performance in
'reonventional edge detection process.

It is to be noted that while implementing the
above mentioned algorithms for a digital grey tone
image. it was implicitly assumed that there exists a
lincar relation between the discrete intensity and
grey level so that the intensity values can well be
substituted by its corresponding trunsformed grey
level values without allecting the above characteris-
tic equations (t) of the HVS.

In practice. when scanning an image. there is a
non-trivial transformation function which links in-
tensities going in and grey scales coming out. The
question may thercfore arise (in fact. raised by
many readers) how the results [1] will be affected if
one considers the exact transformation used during
the digitisation process.

A typical form of the response C = /I B) between
the digitised grey value (€) and the intensity value
(B) (sensor input luminance value) 1s shown in
Figures | [2]. The compensation methads to have
a distortion frec grey image are discussed in the lit-
crature [2].

An attempt is made in this letter to investipate the
effect on the HVS based cdge thresholding when a
grey tone image undergoes an inverse transforma-
tion B =/ ") before taken as input. Dulecent
versions of S function (3] which closely rescible the
response in Figure 1 have been considered. The
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Figure | A typical intensity  grey level transformation {2].

concept of ‘entropy of fuzzy subsets’ [3.4] is used as
a 100l for providing quantitative analysis of the re-
sults obtained.

2. HVS based cdge extraction (1]

If we assumec that the composite visual response
curve representing De Vries Rose. Weber and satu-
ration regions could be represented by piccewise li-
near segments. then the characteristic equations for
the different regions could be expressed as [1]:

log 4B, = log B + log k,. (2a)

log 4By =} log B + log k. (2b)

log 4By = 2 log B + log k, (2¢)
where

AB
k) = i(lfol‘(’B‘ )m.

ky = kB,

where B, and B, are thc upper- and lower-cnd
background intensity values for the Weber region.
and f} is the constant representing characteristics of
the Weber region.

The minimum amount of brightness (4B7) by
which the intensity of an object must be greater or
less than its background intensity B in order to
make the object appear brighter or darker is given
by the following sct of relations:
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B (4B
4By = %IJ(;)M“,/BW )

B,,2B> B,..
B,, = absolute minimum visual thresho..!
B 48
= Wﬂ(_B')m_,‘ B, >B>8,, (3h)
_ B? " 4B |
= noo/(s>m.. B, PB

So if the intensity differcnce between the poiit
under consideration and its background (4B;) c\
ceeds the minimum as expressed by the above equ.
tions undcr different background intensity cond.-
tions. then the point will be considered .¢
dctectable (valid) edge point.

3. Sand S~ functions

In order (o generate a reasonably approximated
version of the response curve in Figure 1, let us cor-
sider first of all the S-type lunction [3).

Cc=sBy=|1+ BB\ '
o[ (5]

which is widely used in the image processing prob-
lems. Here F, and F, are the positive constants
which control the slope and spread of the enhance-
ment function. Varying these parameters one can!
achieve any desired amount of enhancement. These
are also termed as fuzzifiers when C = f{B) repre-
sents an S-typc membership function of a fuzzy s
{3]. In that case they control the amount of fuzzines
in the set. From cquation (4) we see that € lies in
the interval («, |] where

o)

o denotes the intercept on the C-axis. From eq. &'
we can generate another function (modified). su't
that

d

C=/(B)=|1+ Bree = B)™ e
== ()]

whose response is shown in Figure 2 for differeni
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Figure 2. S-type functions.

Jues of £y with £, = 8.

Thus Figure 2 has a close resemblance to Figure 1.
in1obe noted that C ineq. (6) lies in [0,2']. & < I,
:vang the value of C for which B = B,,,,. There-
i:zthe inverse transformation

O]

B=/yHO)

l\~—1-7 i [ 1 1 L
1 [3 B 12 16 20 24 28 32
Groy lovel ——=
F, = 22:(a)
d =21 (b)
= 20 {c)
3 19 1 (d)
= 18: {e)

Figure 3. 8 7 *-type functions.

can be used to recover the discrete intensity value
from its corresponding grey level value. A plot of
eq. (7) is shown in Figure 3.

Now. the nonlincar form (Figure 2) for intensity-
grey level transformation can also be viewed as a
contrast enhancement [unction [3]. In other words,
the digitisation procedure inhercntly introduces
somc enhancement in the image while transforming
the intensity values to grey level. Therefore. the grey
level-discrete intensity transformation (Figure 1)
can be viewed as an operation which leads to reduc-
tion in dynamic range by compressing the levels in
the middle region. Because of the compression in
dynamic range. the entropy of the resulting image
which denotes in a plobal sense. the average
amount of difficulty (ambiguity) in deciding
whether a pixel would be considered a member of
the “bright'/*dark’ image will increase. Eatropy of
an image is defined in the following section.

4. Entropy of an image

Entropy of an M x N L-level image in the light
of fuzzy set theory is defined as [3):

1
HX) = oo ;Z":Sn(#x(x,.,.)) (8)

with
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SalHx(Xma)) = ~ Hx(Xmn) IN fy(X,n5)
— (1 = X)) In(t = px(xp))  (9)
m=1.2.... M. n=1.2..., N.

Hx(Nma) (1 2 jiy(X,,) = 0) denotes the grade of pos-
sessing some brightness property (defined by equa-
tion (12)) by the (2. n)th pixel intensity x,,,.

H(.Y) has the following properties:

H(X) = 0 (minimum)
for jy(Xm,) = 0 or | V(m.n). (10a)

H(\) = 1 (maximum)
for py(x,,) = 0.5 Y(m.n). (10b)

H(M) = H(D. X = complement of X, (10c)
H(Y) > H(X®) (10d)

where X is the sharpened (intensified) version of X
such that

— e e
\ MAXIMUM FREQ.=231
\\ LINCOLN
\

\\/\A \\

b

T ABAJLTEL I B St B S B B S S o g 2 o o o g

Figurc 4. (a) Lincoln image. (b) Histogram.
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Hx(Xpma) 2 px(Xpma) i py(x,,) > 0.5 (i
< px(Xpma) 0 py(x,,) < 0.5, (1)

It is thus seen from property (10d) that the entropv
of an image X increases/decreases with decrease in-
crease in contrast on X*. Details with various appli~
cations are available in (3,5].

5. Results

To study the cffect of the transformation (from
discrete grey value to corresponding intensity val-
ue) on the HVS bused thresholding. the S ' func-
tion (¢q.(7)) was applied on difTcrent images such s
Lincoln, Boy. Chromosome and Biplane which
have multimodal., unimodal and bimodal histo-
grams. It is assumed that the nature of transforma<
tion between discrele intensity and the correspond{
ing grey value is very similar 10 that of Figurc 2.
The original input images and corresponding histo-
grams arc shown in Figures 4 -7. The various trans-
formed versions of the input images together with

MAXIMUM FREQ.=342
BOY
.,

LI b e B o o S S B0 2 B 00 S0 S i 2o mn S i B B0 NS S

Figure 5. (1) Boy image. (b) Histogram.
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Figure 6. (a) Chromosome image. (b) Histogram.
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Figure 7. (a) Biplanc image. (b) Histogrum.
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their histograms for different valucs of F, (as an il-
lustration, results corresponding to F, = 18, 20 and
22 are considered) of eq. (7) are shown in Figures
8-11.

The program was simulated on a PDP-11/24 mi-
nicomputer system. The dot matrix printer was
used to produce hard copy image output which rep-
resents various grey levels of the image with differ-
ent graphic patterns. The ‘Fuzzy Entropy’ H(x) of
both original and transformed images were com-
puted using eq. (8) and corresponding values are
shown in Table I.

Here the membership function, denoting bright
image. is computed by Zadeh's S-function which is
defined as

Hx(Xmp) = 0, X S @,

a< Xp, S b,

where

a+c
a=lpin €=lnpe b= )

Inin and [, denote minimum and maximum level
respectively of the image.

From Table 1 it is seen that the H(X) values of
the transformed images are always greater than that
of the original form. This implics that the § 7! func-
tion (eq.(7)) results in loss of overall contrast of the
input images. The increase in H(X) (or loss in con-
trast) is seen to be minimum for F,; = 22. This has
(as mentioned in Section 3) also been reflected in
the transformed histograms which are seen to have
decrease in dynamic range with decrease in Fy val-
ue. As a result, the different regions of an input im-
age tend to be closer, thus making some of the inter-
mediate clusters finally shifted and merged.
Furthermore, because of the rclatively sharp varia-
tion at the ends of the transformation function
(especially for Fy = 18 in Figure 3), some of the lev-
els in the transformed histograms are found to be
missing at either end.

The effect of grey level to intensity domain trans-

261



Volume 8, Number 4 PATTERN RECOGNITION LETTERS November 19x5

wn
8 ~
LA~
g s
5
w o
o
52
s 3
>
e
=
~.
o
]
[}
[N
)
P
)
n
w
)
~ . o6
© 5 1
.S -
[= oy
w T )
'Io -
« -
31 E
gE s
s - g
s 3
< -
_2 =
\I\ 2
5
N o
~ &
> £
S E
L g
~ £
-]
£
Ne]
8
3
o
7o) 3
5] 2
S [
" <-v
. F @
i) [ =
o — 'L}
w [ S
=3 ro=
28 [ w
:
(/"’J
=

T T T T T T T T T




November 1988

\dume 8. Number 4 PATTERN RECOGNITION LETTERS
S R
a—e e |

PVe———————Tx
===kl
MAXIMUM FREQ. =961 /

BOY (18)

T
'J.‘ﬁﬂl?{'il‘m it

MAXIMUM FREQ. = 96)
80Y (20) ’l

ﬁbf/\/

Figurc 9. S - ! transformed Boy image and its histogram. (a) F, = 8. (b) F; = 20. (c) F, = 22.

== S R
MAXIMUM FREQ. = 961
BOY (22)
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Figure 10. §~! tranaformed Chromogome image and ita histogram. (a) F, = 18, (b) F, = 20, (c) F, = 22.
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MAXIMUM FREQ. =934
PLANE {18)
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TMaXIMUM FREQ.=1318

lvums (20)

MAXIMUM FREQ.=1025
PLANE (22)

Figure 11. S~ ! transformed Biplane image and its histogram. (a) £, = 18, (b) Fy = 20. (c) Fy = 22.
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Table 1
Entropy of images
Entropy

Image Original Transformed

F, =18 Fy=19 Fa=2 Fo=21 Fa=22
Lincoln 0.4816 0.8195 0.7804 0.7337 0.6903 0.6474
Coded Boy 0.1108 0.6492 0.6085 0.5574 0.5145 0.4818
Chromosome 0.2255 0.6563 0.6504 0.6034 0.5994 0.5871
Biplunc 0.3047 0.8202 0.8071 0.7654 0.7388 0.7088

c R (Tr) d ITR (FD/22)Tr

Figurc 12. (a) Robert gradient edges of Figure 4(a). (b) HVS thresholded edges of Figure 4(n). (c) Robert grudicnt edyges of Figure 3ol
(d) HVS thresholded edges of Figure 8(c).
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Fruie 13, (a) Robert gradient edges of Figure 5(a). (b) HVS thresholded edges of Figure 5(a). (c} Robert gradient edges of Figure $(c).
(d) HVS thresholded edges of Figure 9(c).

wmation on the HVS based edge detection is dem-
mtrated through Figures 12-15 when both origi-
+!images and their transformed versions are
wwidered separately as input. As an illustration,
“:effect only on the transformed imapes cor-
»ponding to Fy = 22 is shown here. The figures
wtresponding 1o part (a) represent Robert gradient
zsge of the original images and those of part (b)
v their significant edges extracted by HVS
sresholding (cq. (3)). Parts (c) and (d) on the other
und correspond to transformed images (intensity
smain) for F, = 22. The parameters considered for
WS thresholding are the same as in [1].

tor Lincoln and Boy images, it is seen that the
weer of Figures 12(d) and 13(d) (for transformed
rapes) are more thinned as compared to those of
Figures 12(b) and 13(b) and have lost some of the
afsrmation. This is because of the fact that, the
vinformed images have less dynamic range and
anequently the weak edges due to the weak level

differences in the original images are no more pre-
sent here. In case of the Biplane and Chromosome
images. the picture is to some extent different. Here
the transformed images possessed some additional
overlapping regions because of splitting and merg-
ing of clusters in the original image. These additio-
nal regions generated some undesirable ecdges (Fig-
ures 14(d) and 16(d)) in addition to losing some
significant edges.

6. Conclusion

The effect of grey level-intensity transformation
on HVS based edge detection is investigated. A typ-
ical form of such transformation as mentioned by
Pratt (2] is simulated herc by a family of S '-type
functions with varying slopes. The cffect is investi-
gated on a set of images having unimodal, bimodal
and multimodal histograms.

267



Volumc 8. Number 4 PATTERN RECOGNITION LETTERS Novembcs 1ugg

a ROB b ITA (22)
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C ROB {Tr) d ITR {22) Tr

Figure 14 (a) Robert grudient edges of Figure 6(a). (b) HVS threshalded edges of Figure 6{a). (€) Robert gradient cdges of Figuce [ny)
(d) HVS thresholded edges of Figure 10(c)

Y-y

a ROB b

(R

[ ROB (Tr) d ITR(22) Tr
Figure 15. (a) Robert gradient edges of Figure 7(a) (b) HVS thresholded edges of Figure 7(u). (c) Robert gradient edges of Figure 1
(d) HVS thresholded edges of Figure 11(c).
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The transformed intensity domain is found to
tic reduction in dynamic range, some unoccupied
gunsity levels and some undesirable regions be-
ause of splitting and merging of clusters of the
onginal image. This is what is reflected in their en-
tpy measures which arc found to be greater than
it of the original image. The final edge detected
wiputs thus do not seem (especially for Chromo-
rme and Biplanc images) to be encouraging.

This is probably because of the fact that the map-
p¢ functions used during transformation from
Ducrete intensity levels to discrete grey levels were
p:tkedly different from the widely used S-type
mnsformation [2) function for quality enhance-
wil. So when §~! type transformation (which is
w: appropniate here) was used to recover the dis-
we intensity levels, it gave rise to undesirable ef-
kois. Because it tends to split the levels around the
Beher and lower ends of the dynamic range and at
the same time merges the levels at the middle range.
A 2 result, spurious undesirable edges appear
tunng Lhe edge extraction procedure. Furthermore,
the error due to digitization, round-off and inherent
walinearity of the device makes it difficult to get
back the original luminance values [2].
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