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NONPARAMETRIC SELECTION PROCEDURES
FOR SYMMETRIC LOCATION
PARAMETER POPULATIONS

By MaLAY GHOSH
Indian Statistical Institute, Calcutta

Various sclection problems based on sample means have been con-
sidered by Bechhofer (Ann. Math. Statist. (1954), 16-39). Parallel selection
proced based on ple Hodges-Leh estimators (Ann. Math.
Staiist. (1963), 598-611) are proposed in this paper. These procedures
possess more desicable finite sample properties and equivalent asymptotic
propertics as compared to rival procedures considered by Lehmaan (Marh.
Ann. (1963), 268-275) and Puri and Puri (Ann. Marh. Statist. (1969), 619-632).

1. Introduction and summary. Let X, (j=1,---,mi=1, ... k) be io-
dependent observations from k populations with distribution functions (df’s)
Fx~6).i=12 ...,k Letd £6,< ... <08,denote the ordered §,,'s.
The following problems are considered:

(I) Select a “'good™ population, the ith population being regarded as good if
64> 8, — A, for some preassigned A > 0 (i = 1,2, -+, k);

(II) select the best 7 populations, i.¢., the populations with location parameters
B, ys1 0s_ginr +  + O, without regard to order;

(IIT) select the best ¢ populations wirk regard to order.

The above problems were considered by Bechhofer (1954) under the normality
assumption on the Xj;).’s. His approach, now known as the “indifference zone™
approach selects the “‘besr™ populations with a guaranteed minimum probability
P* (preassigned) of correct selection when (6,, - - -, 8,) lies in a subset, say S of
the parameter space (here R*, the k-dimensional Euclidean space). S is called
the preference zone and R* — Sthe indifference zone. Robust procedures analogous
1o Bechhofer's but based on the joint ranks of the nkX),);'s, were considered by
Lehmann (1963), Bartlett and Govindarajulu (1968) and Puri and Puri (1969).
All these procedures used the c-sample rank-order statistics for selection pur-
poses. However, the slippage configuration of parameters used in these papers
was not “least favourable™ (to be explained later) for selecting the desired popu-
lations (see Rizvi and Woodworth (1970) for counterexamples). The slippage
configuration as pointed out by Puri and Puri (1969) was least favourable only
when the parameters satisfied the relation 6,y — 8, = O(n~Y) forall 1 i = j g k.

In this note, we propose aiternate procedures, based on one-sample Hodges-
Lehmann (H-L) estimators (see [10]) of 6;;,'s under the additional assumption

Received December 1971 revised July 1972.

AMS 1971 subject classificarion. 6231, 6270.

Key words and phrases. Nonparametric sclection procedures, least favorable configurations,
indiffercnce zone spproach, subset selection approach, Pitman efficiency.

m




174 MALAY OROSH

that F is symmetric about the origin. Our procedures give in all these cases least
favourable configurations for finite samples without needing any restriction on
the parameters. The procedures are given in Section 2, and it is proved that
they are least favourable under the slippage configurations used by Bechhofer
(1954) and others. The asymptotic relative efficiencies (ARE's) of our pro-
cedures with respect to the Bechhofer procedures are studied in Section 3. Inall
the three cases, these Lurn out to be the same as the ARE of a Chernoff-Savage
test with respect to Student’s s-test; the ARE results agree with those of Lehmann
(1963), Puri and Puri (1969) and Randles (1970). The last author considers for
problem (I) a procedure similar to ours based on ) two-sample H-L estimators
(taking all possible pairs from the k-populations). A comparison between ours
and Randles’ procedure is made in Section 3.

One may remark in passing that there is another approach formulated by
Gupta (1956, 1963) which does not require (4,, - - -, 6,) to lie in some subset
S of R*. However, a subset of the given & populations is selected which is
guaranteed to contain the best populations with probability not less than some
preassigned P*. Robust procedures based on this approach, known as “subser
selection’ procedures, are due to Gupta and McDonald (1970) (see also McDonald
(1972)). These procedures are also based on the vector rankings of the nk X;,,’s.
For a different kind of approach, one may also refer to Dudewicz (1971).

2. The sclection procedures and least favourable configurations. Let R,=4+
e bl Xl = XD j = 102, oo i = 12, ook, where uft) = 1, §, or
0as 1>, =,or <0 Thus R is the rank of |X,, | among (X!, - -, |X,.l
(I Sigk !l gjsn). Let X = (X -5 Xgo)- Consider the one-sample
signed rank-statistics

2.1) A(X10) = Zes SED (Xiap)EJ(Usp, ) o i=12--k

wheresgn s = 1,0,0r — 1 accordingast >, =,or < 0; U,, < U,,£--- U,
are the n ordered random variables forming a rectangular (0, t) distribution. and,
J(u) = ¥-Y(1 + u)j2), ¥(x) being the df of a random variable satisfying ¥(x) +
F(—~x) = | for all real x.

The one-sample H-L estimators are given by

GaXia) + G Xia)
=
@2 Oru(Xyy) = LSS SRS,

i=1,2, ..., k, where §,,(X.) = sup {a: KX, — al,) > 0}, G,,(X;;) = inf {a:
Xy —al) < 0}, 1, = (I, ---, 1) is an n-tuple with all elements |. We may
note that all these statistics and estimalors depend on n. The following property
of location invariance (for proof see [10)) is satisfied by these estimators.

2.3) GiofXpo + €1,) = Giy(Xy) + €. i=1,2, .0k,

¢ some constant. In the particular case, when J(u) = w or x,7'(u) (the inverse of
a chi-distribution with one degree of freedom) the staltistics become the Wilcoxon



NONPARAMETRIC SELECTION PROCEDURES 775
signed-rank or normal.score statistics. In the former case,
bro(Xq) = med,g; gz, Xs + Xy _‘; Xaw | i=1,2,.0 k.

Letd, g8, 5 - < b, denote the ordered estimators. The selection pro-
cedures for problems (I)—(111) are now proposed as follows:

(I) Select the population corresponding to 4,,,.
(1) Select the 1 populations associated with (f,_,,,.. - -, 8,4,)-
(I11) Select the ¢ populations in problem (II) by classifying the population
associated with 4,,, the “best”, the one associated with 4,,_, the “next best” and
so on.

To study now the least favourable configuration of parameters, let 8 =
{8, ---.6,) and CS a subset of R* where correct selection is made. A particular
configuration of 8's is said to be least favourable if infimum (wrté ¢ S) of
P8 € CS) is atlained under that configuration (§ = @.(X). . é.(x.))). From
|10] the df of each &, is absolutely continuous wrt Lebesgue measure. Note also
that the df of each 5‘.(3(‘.) is stochastically non-decreasing in 4,. i.e., for 8, < 6,
L€i<k).

(2.4) PO(X) < x|6) 2 PI.X) < x|6.), l<igk.
This is because the Ihs of (2.4) 2 P{6(X,) + (8, — 8,) < x|8,)

P(X; + (8. — 6)1,) < x|6,) (using (2.3))
rhs of (2.4) .

Using a theorem of Barr and Rizvi (1966) it follows now that for problem (II)

25)  PléeCS|8) = P(max,g g, 0,X;) < min,_ ..z, 0,(X,)8)

is a non-increasing function of 8,, ---,8,_, and a non-decreasing function of
0o -+ 0,. Thus if @S C R, P[feCS|f} attains its infimum (wrt 8)
when 6. ..., 6,_, attain their maximum possible values, while 8,_,,,, .-, 8,

attain their minimum possible values subject to 6 € S. Taking § = {# € R*:
8;_res — 0, = A} as in Bechhofer (1954), we are led to the following result for

problem (I1):
{2.6) inf, s P(BeCS|0)
=POcCS|8,=-- =8, =0, ,,,—A=...=6,—A}.
For problem (1), take § = R*; again a use of the Barr-Rizvi theorem gives
inf, i P(8 € CS|6)
[e)] = inf, p P(select the population with parameter 8, | 8)
inf,, R P[maxls;‘sl-l é,‘(x;‘) < ﬁk(xk) | 0}
Plmax,g, g, 0,(X;) < 6,(X,)16, = --- = 8,, = 6, — 4).
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Finally for problem (III)
(2.8) P@eCSs|6)
= P(max,g;50_ 0,(X;) < Ohopii(Ximisr) < -+ < 8y(X,)16).
Here § is taken to be (see Bechhofer (1954))
2.9) S=(0eR:0,, -0, zAi=k—1t - k—1}.

Let )
a,=8,— 8, ,,+4A, =12 ik~

a‘-=0’—0,_,,,—(j—(/(——l+|))A. G=k—1+1 k.
Define Y; = X, — a;1,(j = I, ---. k). Then, using(2.3),8(Y,) = 6,(X,) — o,

(j=1,-.-,k). Further,for8eS, 0,5 .- 24, ,$0=a, ., S 1S S04,
Using these, one gets
Pld e CS|0)
= P(maxlsisl—l él(xj) < 5u-|ol(xl—ln) <-- <L é.(x.)|0]
(2.10) = Plmax,g; s, (050Y;) + a;) < bician(Yacrn)

+a <0 < 0,(Y,) + a,16)
2 P[max g ge, é,’(y;') <Ois(Yimn) < - <L 9.(Y.)|01-
This leads to the result
inf, s P(8 € CS[8) = Pmax, g5, 0,(X)) < Bu_oi(Kacrar) <o
(2.11) <BX)O = =0, =0 — b
=...0, — 1A},
as the rhs of (2.11) = the rhs of (2.10).

As anticipated, the least favourable configurations are the same as those of
Bechhofer (1954) who uses the estimators X, = (1/n) B8, X, (i=1.---.k
instead of 0,(X,) (1 < i < k). In the following section, we compare the asymp-
totic performances of the two procedures.

3. ARE. Following Lehmann (1963), we define the ARE of our selection
procedures wrt other procedures as the limiting ratio of the reciprocals of the

corresponding sample sizes required to achieve the same minimum probability of
correct selection. Consider the sequence of parameter points for which

3. A =A™ =nIC + o(n}), where C is some constant.
If we now set for all these problems
(3.2) lim,_, inf, s P e CS|8) =1,

we find for the two sets of procedures the limiting sample sizes subject to (3.1)
and (3.2). A general way of achieving this would be as follows.

It is known (see, e.g., [10] or [14]) that if 8,’s are true values of the parameters,
under some regularity assumptions, n(G,(X,) — 6,)B(F)/A is asymptotically (as
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M= 00) N0, 1), i = 1,2, .-+, k, where
A = §§I(u)du, B(F) = S;‘%I(ZF(X) — 1) dF(x).
These statistics are also mutually independent. Now, for all the problems (see
{2.5), (2.7) and (2.8)) CS satisfies
63 O ) €CS=(b(y + @), -+, by, + @))€ CS

where a and 6 (> 0) are constants (CS being different under different situations).
Using (3.3). one obtains

(3.9) P(6 e CS|8) = P(n@B(F)/Ac CS|8) = P(U, e CS|8),

where U, = (U, -+ U,), Uy = A7'nd(G; — 8)B(F) — A™'ab(8, — 8)B(F),
(i=1,2, -, k). Under the least favourable configurations of the parameters
6., for all the problems, by virtue of (3.1), A~'n}(6, — 8,)B(F) — (3, — 8,)B(F)[A
(i=1.2,.-., k) as n — oo, where §,'s are some constants. Invoking now the
asymptotic normality of §,'s, one gets

(3.5) lim,_,, inf, s P(6 € CS|8) = P(Z € CS)

where Z = (Z,. - -, Z,). Z;'s being independent N((3, — &,)B(F)/A, 1) variables,
1Sigk.

We know also that if the X,;'s are homoscedastic with nonzero and finite
variance ¢*, and m = m(n) is the sample size used (m — co as n — oo and
lim,_. mfn = e exists), then m¥(X; — 0,) are independent asymptotically N(0, o?)
variables. Again, if (4.1) holds, m}(8, — 6,)jo — (8, — 8,)e}fo as n — o0, (1 £

i<k). Also, if X = (%, . -, %),
(3.6) lim,_, inf,, s P(X € CS|6) = P(Y € CS),

where Y = (Y,, .- -, ¥,), Y,’s independent N((3, — 4,)e}/s, 1) variables. Then if
(4.2)holds, the ths of (3.5) = the [hsof (3.6) =y, i.e., (Z e CS)= P(Ye CS)=.
Then we must have B(F)/4 = e'/a, i.e., the efficiency of our procedures wrt
Bechhofer procedures in all the three cases = e = a’B%(F)/ A*, the Pitman efficiency
of Chernoff-Savage test wrt Student’s r-test.

Suppose F is absolutely continuous wrt Lebesgue measure with a density f.
If now J(u) = u (Wilcoxon case), then e = 1207[{ f(x) dx]*. In this case, it is
proved by Hodges and Lehmann (8] that e > .864 for all F, the lower bound
being attained for some distribution with parabolic density. Also, e = 3/r =~ .955,
when F(x) = ®(x/o), D(r) standard normal; the efficiency exceeds 1 for double
exponential, Cauchy and logistic df. If J(u) = y,7'(¢) (normal score case), then

_ [ _fidx
""[s¢(®-'(F(x» ’

where ®(1) = @(#). 1t is known (see, e.g., Puri and Sen (1971, pages 117-118))
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that in this case e 2 1 for all F, equality holding if and only if F(x) = @(x/o).
For details, one may refer to [8] and [9).

Finally, one may remark that the ARE expressions obtained by Randtes (1970)
are the same as ours. Besides, he does not need the symmetry of F. However
Randles’ procedure seems to be computationally more difficult than ours even
for moderately large k and n. This is because Randles needs to compute (})
two-sample H-L estimators each based on the ranks of 2n observations, whereas
we need to compute & one-sample H-L estimators, each based on the ranks of n
observations. One may also add thal the symmetry assumption is valid for many
well-known distributions like Normal, logistic, Cauchy or double-exponential.
In the case ¢ 2 1 (normal scores case), our procedure is usually asymptotically
more efficient than the Bechhofer-Sobel procedure for which the ARE's (wrt
means procedure) as computed by Dudewicz (1971) are < 1.

4, Acknowledgment. Thanks are due to a referee for his constructive criticisms
which ted to significant improvement on the original version of the manuscript.

REFERENCES

(1] BAgR, Capt. D. R. and Rizvi, M. H. (1966). An introduction 1o ranking and sclection
procedures. J. Amer. Statist. Assoc. 61 640-646.

(2} Bartrerr, N. 8. and GovinbaRAIULY, Z. (1968). Some distribution free statistics and
their application to the selection problem. Ann. Insi. Sratist. Math. 20 79-97.

(3] BecHHOFER, R. E. (1954). A single sample multiple decision procedure for ranking means
of normal populations with known variances. Ann. Math. Statist. 25 16-39.

(4} Dubewicz, E. J. (1971). A p ic selection p dure’s efficiency: largest location
parameter case. J. Amer. Statist. Assoc. 66 152-161.

(5) GueTa, S. S. (1956). On adecision rule for a problem in ranking means. Institute of Sta-
tistics Mimeo Series No. 150, Univ. of North Carolina, Chapel Hill.

(6} GupTa, S. S. (1965). On some multiple decision rules. Technometrics 7 225-245.

(7) GueTa, S. S. and McDonaALD, G. C. (1970). On some classes of selection procedures based
on ranks. Nonp Techni; in istical Infe . (M. L. Puri, ed.) Cam-
bridge Univ. Press.

[8] Hobces, J. L., Jn. and LeHMANN, E. L. (1956). The efficiency of some
competitors of the r-test. Ann. Math. Starist. 27 324-335.

{9] Hopoass, J. L., Jr. and Leumann, E. L. (1961). Comparison of the normal scores and
Wilcoxon tests. Proc. Fourth Berkeley Symp. Math. Siatiss. Prob. 1 307-317. Univ.
of California Press.

{10] Hopaes, I. L., JR. and Lenmann, E. L. (1963). Estimates of location based on rank tests.
Ann. Math. Statist. 34 598-611.

{11} Lenmann, E. L. (1963). A class of selection procedures based on ranks. Math. Ann. 190
268-275.

[12) McDownatp, G. C. (1972) Some multiple comparison selection procedures based on ranks.
Sankhya Ser. A 34 53-64.

{t3) Pusi, M. L. and Purt, P. S. (1969). Multiple decision procedures based on ranks for cer
tain problems in analysis of variance. Amn. Math. Statisi. 40 619-632.

{14] Puri, M. L. and Sen, P. K. (1971). ic Methods in Multivariate Analysts. Wiley,
New York.

(15) Ranores, R. H. (1970). Somo robust selection procedures. Ann. Math. Stapist. 41 1640-

645,




NONPARAMETRIC SBLECTION PROCEDURES 779

16] Rizvt, M. H. and WoooworTH, G. G. (1970). On selection procedures based on ranks:
counterexamples concerning least favorabic configutations. Ann. Math. Statist. 41
1942-1951.

RESEARCH AND TRAINING SCHOOL
INDIAN STATISTICAL INSTITUTE
203 BARRACKPORE TRUNK ROAD
CaLcUTTA 35, InDIA



	773
	774
	775
	776
	777
	778
	779

