Indian Piychological Review
9957, Vol. 4, No. 1, 1—17.

The Application of Statistical Sampling Theory

to Educational Evaluation.
Rhea S. Das
Indian Statistical Institute, Calcuita.

Populations of studeats and unl of have been id aud together
lo terms of statistical sampling theory and applicati ducational eval Samplioga popul (o of
students permits 2 rapid, ical ion of p a3 ia requited to set up lucal or
national norms and to carry out detailed studies of i pei Samoli L of ‘qu-stions
permis objective and rapid sctting of inati and a | basis for a siogle student’s

¥ can
which is b

S dividual

rue knowlcd}:. Being based on nmrllng lheury,‘coniidgm intervals caa be obtained and
Issaifi isi be esti fora xlingluludcm. In this way, sampling theory provides information al
? By 0 |

the probability of

illustrated by oriyinal cmplrical studies.

ic theory, These theoretical results are

Py

Simultancous sampling of the student population and questiou universe ‘calls for conceptualization of
population and sample matrices. The general element of the population matrix is a random varlable; sample estim-
atesof the random varixble can beused 1o compare diffe

t student uestion ual:

Not only can cduullo?’hl
Istical

the appli of
evaluation can be advanced,

serve asindices of changes occurring with increasing academic level and

evaluation be made more objcetive, more
theory, but also the thesry and practice of

pulations or g and can,
intellectual development,
mg:ld and mors accurate through
psychometric and educational

Introduction

As an introduction to the application
of statistical sampling theory to educational
evaluation, some essential concepts will be
bricfly considered. Initially three concepts
will be mentioned: wunit, population,
and sample. The term unit refers to an element
which can be observed and is regarded as
individual and indivisible for the purpose of
observation. The aggregate of units, that is,
the finite or infinite collection of all units,com-
prises the population. A part of the population,
ora fraction of the units which comprise
the population, deliberately selected accord-
ing to a specified procedure, forms the sample.
When the sample has been selected by a pro-
cedure based on the theory of probabitity, it
is known asa probability sample, and the

selection procedure is referred to ag probability
sampling. Statistical sampling theory deals

with probability sampling and inferences about
the characteristics of populations from

observations of probability samples, and pro-

vides a measure of the precision of the

estimates made for the population.

The objective of educational evaluation
may be expressed as the accurate asse:sment
of students® academic proficiency. Bdicational
evaluation is generally carried out by requiring
students to answer questions and then asse-
ssing or marking their answers. The questions
may be university or school examination papers
or they may be objective achievement or
attainment tests. The answers, corresponding-
ly, may be essay--or-limited answer type.
Assessment ol answers to-any given question
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may be quantitative (e, g, “marks” ) or qua-
litative (e. g, “right” or “wrong” ). How can
statistical sampling theory be applied to edu-
cational ¢valuation? Two applications, which
can be distinguished in terms of the unit obser-
ved, will be coasidered in the following discu-
ssion, The units are student and question,
and the populations to be sampled are respe-
ctively thase of students and questions. The
terminclogy and Gefinitions for some common
concepts will be presented for the two applica-
tions, after which the procedures and pote-
ntial utility of the applications will be discu-
ssed.

Terminology

In this section concepts used in sampl-
ing and estimation will te introduced and
sampling terminology will be presented for
siinple random sampling without replacement.
Estimation terminology will be given sepa-

rately for the two populations in subsequene
sections.

The concepts of unit, population and
sample have already been introduced. The
two populations to be cansidered in educati-
onal evaluation are distinguished in terms of
unit in column (2)of Table 1. The descrip-
tive names for populations and samples are
shown in columns (3)and (7) of Tablel.
The appropriate notation for the unit in the
population and the sample is given in Table |
under the headings: general clement, number,
and subscript. It is necessary to denote the
general element, or any unit, of the population
(column (4))and of the sample ( column

(8) ). The number of such elements or units
in the population ( colurmn (5)) and in the

sample ( column ( 9 ) ) must also be indicated.
Then, tie subscript of the general element
( columns ( 6 ) and ( 10 ) ) specifies which ele-
ment or unit is being considered. Single sub-
scripts are introduced in Table J.

Table 1
Sampling Notation for Students and Questions
Population
%‘&. Descﬁlnpittlon of Name glil:::\lt Number Subscript
0 (2) (3) 14) (5) 16}
1 AStudent FoPUtionof g N h=1,2,.. N
. Uviverse of O
2 A Question Questions Ui M j=12..M
Sample
Name l(::,li“r:;:lt Number Subscript
1) B 9) (10)
sample of g e
students eh n h=1,2,..,n
sample of u, m j=1,2,..,m

questions i
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Reference will be made to two sampling
P 1 in the subsequent di ion, sim-
ple random sampling without replacement
a1d stratified random sa nipling without repla-
cement. Simple random sampling without
replacement refers to a probability scheme in
which the units are selecte] with equal proba-
bility but, as the selected units are not repla-
ced, it is not possible for the same unit to be
selected more than once. With the help of two
concepts, sampling frame and stratum, simple
random sampling and stratifie sampling can
be distinguished. Thelist of all units belonging
of to the population, suitably identified,
comorises the sampling frame. Sampling
the population involves sclection of units as
listed in the sampling frame according to
the probability scheme upon which the samp-
ling procedure is based. The sampling frame
may be a unitary or undivided listing of
units, allowing simple random sampling. [f
the units in the population are placed in
catezories, and listed by categories in the
sampling frame, then stratified smapling is
possible. The categories of the sampling frame
are strata, each stratum defining a homoge-
neous group of units. Stratified sampling

pling Theory

estimator, and sample cstimate are basic to
estimation procedures. A parameter is a func-
tion of the population, and the mathematical
expression of the function is its definition. The
corresponding function of the sample is a stati-
s1i:, An estimator is a rule or method, expre-
ssed in mathematical terms, for estimating
the value of a parameter [rom sample observa-
tions. The sample estimate is the value which
the estimator takes for a given sample, Param-
e‘ers which will be discussed in the context
of the population being sampled include the
total, mean, and variance of the population
{ Murthy, 1961 ).

The next two sections will deal with the
student and question populations. The discu-
ssion of each population will cover (i) the
nature of the unit, population, and sample;
(ii) parameters and estimators; and (iii)
implications and rel for psychological
measurement and educational evaluation.

Sampling Populations of Stud

A sampling procedure can be adopted
when it is necessary to make inferences about
all students belonging to a defined population
but it is not possible to observe all of them.
The popul will be defined according to

consists of allocating units of the population
into strata and sclecting samples independently
and at random from each stratum. It might
be said that whereas all units are sampled in
one operation in simple random sampling,
they are sampled in several operations, one
for each stratum, in stratified sampling. Alter-
natively, it might be stated that stratified
sampling consists of a series of simle random
samplings, one for each siratum. Simple rand-
om sampling and stratified sampling can be
carried out with or without replacement
( Murthy, 1961).

The concepts of population parameter,

the purpose of the investigation, Thus, if the
purpose is to investigate the mathematics pro-
ficiency of all school final students ( e. g., Ga-
yen at al, 1961 ) on a national or state scale,
the population will be defined as all students
completing the final year of schooling in the
country or state. The unit is then a student
completing the final year of school, and the
sample will consist of final year students selec-
ted by a particular probability scheme.

A hypothetical example will be used in
explaining the estimation procedures. In this
example, the sample is to be selected by simple
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random sampling without replacement, and
the characteristic of each unit, which isa

the expected score for any student in the popu-
lation sclected at random. The modified

student, is a h ics achi score
denoted by Xb (h=1,2,..,,N}. Three para-
meters will be considered for this example:
total, mean, and modified variance. The total
is the aggregate of values obtained by summi-
ng the scores over all swudents. The mean is

T the variability of the scores
for the population of students, and its square
root is the standard deviation. The definitions
and estimators for these parameters are given
in Table 2,

Table 2
Estimation Notation for Simple Random Samling, without Replacement
of a Population of Students

St Population Sample
No. Parameter  Symbol Dehnition Statistic Symbol Estimator
n @ 3 (b (5) (6) N
N n
1 Tolal X TXnp Total x N
h=1 + b
n h=1
N
2 Al % lix 1 = L s
Mean X N Xk Mean X E.th
h=1 h=1
N ( . *
. 1 xp-X) . | °
3 Modifed 2 - ) Modifed 1= (xh—%)
variance § (N=1; 2 h=1 variance s? (n—1) h=

A number of situations in psychological
measurement and educational evaluation call
for a statement of pupulation pecformance.
In psychological measurement, norms for ap-

titude and achievement tesis are statements
of the expected distribution of scores in the
population. Yet it is hardly feasible to adm-
inister all such tests to all students in the
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population, usually defined as cither a national
.y P
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or state pop! P

suggest that a probability sample of the popu-
lation could be tested and the expected
distribution of scores estimated from the

pling Theory 5
tical sampling procedure is, h  fe
in terms of cost and time, and in addition,
the accuracy ol'thc estimates can be deter
mined. The work of Gayen ¢ al (1961, 1963)
illustraces the application of sampling theory

he

sample distribution. That this approach has
not been seriously adopted has been pointed
out by Lord (1962), who mentions that norms
are frequently based on the performance of
students from schools willing to cooperate with
the particular test publisher. Comparative
studies of any psychological measure, egl.Q, in
different populations assume that the observed
values represent the whole population, yet the
data are necessarily limited to samples only.
Here again the application of statistical
sampling theory would allow inferences about
the population to be made from sample data.
Studies of the item paramecters, reliability,

and validity of specific aptiude and
achievement tests would have greater
generalizability i they  were based

on probability samples of the desired popu-
lations. In short, whenever an inference is to
be made about the test performance of a popu-
lation, but the entire population cannot be
tested,  statistical sampling theory can be
usefully applied.

Rducational evaluation by public exami-
nation is analogous 1o a census in that it
requires observation of all units in the popu-
lation. Thus, for every student appearing in
a public examination, a mark sheet must be
prepared. Detailed studies concerning edu-
cational standards, prediction of future
sucoess, and examination reform, to name a

to probl of ed

In the investigation on achi in
English (Gayen ef al 1963), the population was
defined as all candidates for the School Final
Examination in West Bengal In 1957, and the
examination centres were treated as the strata
inte whick the did were all
Then, using stratified sampling with propor-
tional allocation among the different strata,
a ten percent sample of candidates was drawn.
For this sample, the mark sheets in the
compulsory English paper were analyzed.
The scope of the investigation may be indi-
cated by the analyses which were carried out
for each question : ber of pts, per-
centage of failures and passes, highest score-
and its frequency, mean score, standard devi-
ation and coefficient of variation, discrimi-
nating power, difficulty values, reliability and
validity. This type of information is of value
for an appraisal of educational standards as
well as the effectiveness of the different types
of questions. While it would not be conceivable
to carry out this type of analysis on the entire
population of students, it would be feasible
and worthwhile to carry it out on a sample of
students from the population. Gayen’s studies
ill the application of istical samp-
ling theory to educational evaluation,

3

few topics, would usually be very exp

and time consuming if they were carried out

on the entire population. Errors would be
ble and d. The collection

of data and estimation therefrom by a statis-

of Quentl

The setting of examination papers or cons-
truction of achi or i tests
N ) N licitly the p i of

P 7
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the vniverse or entire ficld of knowledge sub-
sumed by the particular subject and the choice
of specific topics to be covered within that
universe or field of knowledge. In a sense, the
specific topics chosen from a sample of the
potentially available topics, and in the termi-
nology of statistical sampling theory, the
school or university syllabus can be viewed as
asampling frame. The process of choice is
ordinarily governed by subjective prefeiences,
biases and previous habits of the paperetters,
rather than by an objective scheme based on
the laws of probability. The resulting question
paper or atminment test lacks the advantages
which would accrue to questions randomly

lected from the un of q among
which may be mentioned (reedom from ex-
aminer’s bias and a measurc of the accuracy
in estimating the performance of individual
stidents.

the term

In sampli of q
it is used to refer to an examination questi~n
or & multiple-choice attainment question. As
indicated in Table 1, the unit is designated
by U;. The snicerse of questions ( Mahalanobis,
1960 ) is conceived of as the population of
units, thatis, the aggregate of examination
questions or multiple-choice attainment que-
stions. For each academic subject there can
be. a corresponding i of questi
listed with proper identification in the sampl-
ing frame, The sct of questions which. forms
the paper or test is
a smple of questions which has been selected
from the universe of questions, as listed in
the sampling fratne aecerding to the: laws of

the univérse, thoy can be used to stratify the
universe of questions, and stratified sampling®
is the more appropriate procedure.

The parameters and estimators of the
universe of ques ions dcal with the answens of
any student to those questions(Das,1965a,1965b).
For any d E,, the ch istic of the
sampling unit, U, is his answer The char-
acteristic’s value is denoted by Y ; the value
may be quantitative (e. g, marks or points

correct ) or qualitative ( correct or wrong ).
When ified pling is cmployed, the
value is denoted by Yi in which i indicates
stratum and j indicates unit within the stratum,
The parameters of the universe of questions
arc regarded as the attributes of a student’s
answers to those questions. Restricting the
present discussion to qualitative evaluation
( Yy is 1 if correct or 0 if wrong ), the fotal is
the ber of correct btained by
the student. The mean isa proportion which
may be interpreted as the probability that
any question in the universe would be corr-

ectly answered by the student. If the mean
is multiplicd by 100, it becumes the familiar
percentage correct. The modified variance
indicates the variability of the student’s an-
swers. In stratified sampling, the sampling
variance of the mean is based on the variance
within strata. The sampling variance indicates
the precision of the mean estimator. Table
3 presents the and esti

appropriate for a student’s answers to » sample
ofrquestions sclected by stratified sampling
without replacement. In  Table 3, tre

probability. If the is regarded as
homog , simple rand pling of
the questions is possible. But, as is more
likely, if there are homogoneous topics within

of q is divided nto K strata
@=1,2,... K) and the number of questions
in the i* stratum.js denoted by M, in the
universeand m; inthesample fori=1,2, K.
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Having estimated the population mean
from the sample mean and its sampling va-
riance from a single sample of questions, the
possibilities arising from multiple samples
of questions will be idered. If the popul-

ation mean Y is expressed as a percentage

P=100 v m
and the sample mean J is similarly ex-
pressed

p=100 y, 2)

p serves to estimate the true percentage,
P, of correct answers to the universe of qu-
estions. If the number of multiple samples is
denoted byr, and the wh sample estimate
of P is given by pu (u=l, 2,......, 1), the com-
bined estimate of P is

(3

and the estimator of its sampling va-
riance is

3 ®e—h?

— 4]

V®) =)

(Murthy, 1961, Page 227).

It is possible to obtain the confidence in-
terval for P assuming that pis normally
distributed with mean P and variance V(P)
It follows that the statistic

\/v(? )

is distributed as Student’s t with (r-1)
degrees of freedom. Then, the 100 (1-cc)y confi-
dence limits are given by

P = tecye-1 /%), pttec, -1V, [5)

the length of the confidence interval is given by

0 [

oc, r-1 ';“;"
s

and the confidence interval is then

Pt ‘u:, r-1 \/v p) [7]
For 95% confidedence, ¢ is taken at. 05, and
for 99% confidence cc is taken at 01.The value
of teg,r-1 is read frem the tables at the desired
level of (1-acj2) and required degrees of freedm
(Rao, Mitra, and Matthai,1966). The student’s
true knowledge, i. e, true percentage correct
answers 10 the universe of questions, is ex.
pected to lie, with 100 (1—c)% confidence
(usually 95% or 99%), within these limits. The
longer the interval length (see [6]) the less
accurate the estimate, and the shorter the
interval length, the more accurate the esti-
mate. The length of the confidence interval
provides a measure of the accuracy cf the
estimate which is individually determined.
This approach may be contrastcd with the
standard error of measurement commonly em-
ployed in mental test theory, which imposes
an estimate of the group’s error on the indi-
vidual student (e. g., Gulliksen, 1950). To
illustrate this approach, Table 4 gives con-
fidence intervals along with T, the estimate
of P, for five students, three degrees of freedom
for cach student.
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Table 4
Confidence Limits and Probabilities for Individual Students
' Function R Equation Student
Ne- Name Symbol Number 1 2 3 4 5
n O ® ) B ® O ® ®
Estimate of P, P 2 53.33 23.33 6000 56.67 30.00
! sample |
Estimate of P, Pg [} 56.67 23.33 36.67 5667 4333
2 sample 2
5 Estimate of P, Py 2 63.33 3333 5667 66.67 46.67
sample 3
4 [Estimate of P, Py 2] £0.00 4333 6333 6333 46.67
sample 4
5 Mean of ample ; I3 5583 3083 54.17 GO.M4  41.67
estimates
t of hrrxa
S el Ve “ 266 479 599 25y 397
sampling variance
of p
1 ength of 959 -
7 confidece l/;terwl 2[3.13\/‘7 ) © IR12 3046 3x10 1550 2524
of P
= - 6420 4606 7322 6R79 54.29
93t con'icenee  PL3IA/ ) 1 4677 1560 3.2 5259 29.05
Len-th of 99%
9 conidence interval 2580y/37F ] 161 33.28 5504 69.96 20.20 46.36
ol P
. _ 7247 580 W15 75.44 646
10 9% confidence =504 /) 1 3300 "ok 1919 4924 1849
n Fpmabiliey fise -y | 08 42 0046 2172 673 0103
12 Probability, second 22 {14 265 0151 6069 3191 .1050
Probability, thi
13 Provabiliny, third g [5] 0312 See¢ 1627 0065 .36}
14 Probability, fai 3
robability, failure €, 161 0001 3919 0132 .0001 0266
15 Sum of probabilities é é
+
e+ ety i 1o 1o 10w Low 1o
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It is also possible to cstimate the probabi-
lity with which a student is placed in the
“first class”, “second class’ or “third class”,
or classified as ‘fail’. In terms of three con-
stants, called d}, d2, and 43 four individual
probabilities are defined ;

€ ; = prob. (5 = d1 ), first class; W
€2 = prob. (d1 > p 2 d2 ), second class; {9}
€3 = prob. (d2 > 2 d3),third class; and 1 ]
€4 =prob. (0 £p < ds), failure (1))

Assuming that p is normally distributed
with mean P and variance V(g), these indivi-
dual probabilities can be estimated by

A d] P
€, =T (22, [12}
)
A d-F
EQ=T|-_|(2 ). Tel(1-) [13]
VPl wph
A d-F —B
Ey=T,_ (3 ) Teal2 ) [
V\Al(l;)s wp)
and
d-3
A (3 [15)
E4 =1- Tr—]\/v‘:\l‘)
It can be seen that
A A A A
91"'32"‘33*' E‘=l. {16}

According to [12] to [15] the difference
betweren any constant d§ and p, divided by
\/%-p), is interpreted as t with (r—1) degrees
of freedom and accordingly Tr.1 is the asso-
ciated area under the t curve to the right of
that value. It may be obtained by reference

INDIAN PSYCHOLOGICAL REVIEW

to tables of the probability integral of the
t-distribution, subfracting: the tabled value
from unity (Pearson _and Hartley, 1956). For
a standard university examination curve with
u==45 and o=15, ( University Grants Commi-
ssion 1962, page 103), the constants have the
following values : d1=51.5,d2=:7. 5, and d3=
29. 5, Using these values, the probabilities of
being placed in each of the possible classes
have been computed for the students whose
confidence intervals are given in Table 4.
The probabilities are shown in rows sl. no.
11 to 14 of the same table. The confidence
intervals and probabilities for lwo students
with nearly the same value 0! g but different
values of /'y 5 are shown by Figure 1. (Note:
for negative values of t, use the talled value
corresponding to & positive t butdo not sul-
tract the tabled value from unity.

Both from a theoretical and practical
point of view, construction of tests and setting
of examination papers by sampling unierses
of questions would have interesting inplic-
ations. In considering the theoretical impli-
cations, it should be recalled that classical
psychometric theory is not based on theory
of probal ility, but rather upon the concepts
of correlation and true score. As a result,
there is no basis for gencralizing from the
the actual questions studied to the potential
set of all questions. The objective, hawever, of
psychometric measuremeats is to make gener-
alizations about the attributes of the potential
set of all questions. Sampling theory can.
provide a statistical foundarion for psychclo-
gical measurment which wiil allow inferences
to be made about the potential set of all qu-
estir.ns, that is, the universe of questions. While
Lord (1955, 1951,), Cronbach and Azuma
(1962), Cronbach, Raiaratnam, and Gleser
(1963), Cronbach, Schcnemann, and Mckie
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Figure 1
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Figure 1, ‘Student’s U curves for two students:
A, P = 5583,V V(p)=2. 85, solid line; B, P=
5117, \/gf;:s. 99, dashes.

The abscissa represents percentage right score.
The ordinate gives the valne of the frequency
function, divided by \/Q\l;) for ‘Student's
at 3 degrees of frecdom. Vertical lines are
erecied at ¥ for A (solid line ) and B (dashes),

40 50

d 70 80
and at dl =59.5. The area under each curve
is unity and the area to the right of dy repre
sents the probability of being placed in the
first class. The arcas to the right of dy are
stippled for A and hatched for B. The two
students were studying in the M. Sc. Class in
Zoology, and their knowledge was assessed by
four samples (rom the universe of “Questions
on Biology” (Appraisal Division, Indiaa
Statistical Institute),
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(1965) and Rajaratnam, Cronbach, and Gleser
(1965), have considered reliability of tests in
the context of sampling theory, they have not
dealt with esti:nation of individual performa-
nce, nor have they constructed and sampled a
question universe. Lord (1964) has discussed
the concept of true score in terms of sampling
theary, while the discussion in the preceding
two paragraphs has been concerned with the
estimate of the true score of an individual
student and its confidence interval, utilizing
sampling theory (Das,19652;1965b). The work
described in this paper is possibly the first a't-
empt to actually sample an actual universe of
questions, to administer the samples, and
carry out the described estimation procedures.

From a practical pcint of view, sampling
theory provides for rapid sclection of questions
g to req ( Mahalanobis,

'

12

sampling approach can be applied at al) ex-
amination levels, e. g, school final, degrec,
postgradualc and in large-scale high-level
sclection, e. g., for the administrative services.
The scrious development of universes of qu-
estions in different languages and indifferent
subjects has been taken up, for the first time
in India or abr oad, in the Indian Statistical
Institute{Mahalnobis, 1960; Das, 1965a, 1965b)

Discussion

Briefly stated, sampling deals with selec-
tion of units from an aggregate, and estim-
ation is concerned with the values of the
aggregate, For the population of students,
the unit is a student, and the value bas been
taken as that student’s total score or marks
For the population of questions, the unit is

a and the value has been taken as

1960). Given the desired of
stratified in terms of topic and difficulty,

q

it is possible 10 select samples of questions acco-
rding to specificativn of difficulty and subject
coverage. If equivalent scts of questiuns are

qid,

a single student's scored answer. It is possible
to place the sampling and estimation for these
two populations in a combined statistical
framework. If the two populations are consid-
ered simull ly, they may be represeated

required, so as to obviate coping among

tes in an examinaticn hall, they can be readily

by a matrix, in which the columns represent
q and the rows represent students

obtained by li

P

g the
Sampling thecry provides a method whercby

of q

standards over space ( geographical and
linguistic regions) and time ( year to year)
can be maintained. Being abjective and qu-
antititalive in nature, sampling of questicns
can be carricd out by electronic computers,
and hence enjoys the speed and accuracy of

m~dern  data procesing equipment. The

( Lord, 1935, 1959; Wilks, 1962). Table
5 presents the studeat-question matrix for the
population ( columns (2) tu (5))and for the
sample ( columns (9) to (12) ) for the simplest
case in which the two populations are unst-
ratified. These matrices can be viewed in at
least five different ways, peseribed by the

the following situations.
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Takle 5

Tcpalation and Sample of Matrices Representing the Values of Students’ Answers to Questions
16p--fwion Sample
Students Owes ivns Row Stucents Questions Row
1 Z . M Toral Mean 1 2 i m Total Means
a1 22 3 4 +5) (6) (71 (81 19 (10 () a2 13) (14
LYy Yo Yy Yim Yy =X ¢, Doy g % im0 T
2 Yy Yy Yoy Yom Yo =%5 ¢, 2 ¥y Yoo Yo Yom Yo. T2 Y2
b Yy Yo Yy Yom Y -Xh Tp h o Yp Yh2 Ynj Yhm Yh. =%k Yh,
N ¥Yni YNo <Z.m YNM Yn. XN Mﬂz. B Y51 Yn2 v,_...m. Yom Ya, T Y-
N ug
Column < column y Yo V. ¥ ¥ o=X 2 *h
Toul Y1 Y2 Y3 ¥y Y. =X 32V, g 'd4 727§ "m h=1
h=1

Column 3, % kv Y Y. <& _ coluomn- - — = T
mean X1 Yo Yj Yy <==X ¢ mean Y1 Y2 Yy Ym a 7% Y-
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Sitcation (i): The notation for dealing
with sampling of students has been given
in Table 1; the unmits of the student
population are also denoted in column
(1)of Table 5. Estimation notation for
the student p-pulation has been presented in
in Table 2; the score Xb is also shown in col-
umn (6) of Tahle 5. In ather words, the popu-
Iation af students is symbolically represented
in column (1) of Table 5, and the score Xh for
the hth student is obtained by swnming over
ealumns (2) 1o (3), i. €., questions | to M, The
latier procedure implies that each student has
answered the universe of questions; it is more
likely, in fact, that the score is based on a sa-
mple of questions, hence xh as denoted in col-
umn (14) of Table 5. It should be emphasized
that Xh as used in Table 2 is not based on a
random sample of questions while Table 5 sho-
ws that it can be so obtained. This difference
has the further implication that generalizati-
n from xh to Xb is not possible unless them
ques'ions are a random sample from the univ-
erse of questinns,

Situation ( ii ). The notation for sampling
the universe of questions is summarized in
Table 1. The units of the universe and sample
of questions are also shown by columns (2)
to (5) and (9) te (12) respectively of Table 5.
As dealt with in Table 3, estimation for the
universe of questions has been restricted to
thie evaluation of the perfomance of individal
students, taken singly. Thus, the population
values for the student’s knowledge are repres-
ented by row h, columns (2) to (5), in Table
5. The sample values for the same student
are pr d in rowh, cnl {9) to(12).
Table V also gives the population total Y,
in column {G), the popwlation mean ¥ in
column (7), the sample total yy, in column
13, and the sample mean y,. in column 14.

The parameters and statistce of Table 8
apply to row h of Table 5,

Situation (iii). Table 5 also permits a
psychometric analysis of the questions. The
column means of Table 5 give the difficulty
values, as proportion of the population (colu-
mns (2) to (3) ) or sample (columns (9) to (12) )
correctly answering the questions. The true
difficulty values are those of the population,
while the estimates are those of the sample.
It may be noted that the columns of Table 5
arc considered separately in this psychometric
analysis, in contradistinction to situation {ii)
in which'the rows are considered separately.
Statistical generalization is irom the sample
to the population of students. While random
sampling from the population of students is
obviously desirable in psychometric analyses,
it is unfortunately rather infrequent.

Situatijon (iv). Column (4) provides the
array of true scores to question vj and from
it, not only the difficulty ( the column mean )
but also discrimination and other psycheme-
tric item parameters can be obtained ( Das,
1964 ). The corresponding sample statistics
can be obtained from column (1) for question
v As in situation (iii ), the questions are
considered separately.

Siruation (v). Thus far, four situations or
types of data have been derived from the
matrices of Table 5;

(i) row mean, as a scalar which is a stu~
dent index;

(ii}any row as a vector, which is an
array of a student’s scored answers;

(iii) column mean, as a scalar whichis a
question index; and

(iv) any column, a vector, which isan
array of scored answers to a question.

Simultancous consideration of the two
populations permits definition of a randem
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variable which represents question perfor.nas
neeas a function of the population tested.
Denoted Yy (h=1, 2, ccversy N jo=1, 2erirnsy M)
n the population (columu (4), row h of Table
(5) and yt in the sample (column ( 11), row h
of Table 5 ) in the present notation, it is desi-
gnated x (u, v) by Wilks (1962). For wny ques-
tiorr chosen at random {rom the designated
universe of questions, and for any student che-
sen at random {rom the specified population
of students, Y, is a random variable which
takes the value of 0 or 1. The sample statisti
may be interpreted as the estimated proba-
bility that the question will be answeied
correctly, i. e., Yhi=1. Cbtaining the value Y}
weuld be paiticularly appropriate for cr.mpa-
ring matrics. Holding the universe of questi-
ons constant, the value of yh for samples from
different populations of students conld be co-
mpared. Conversely, keeping the student popu-
lation constant, yi for samples of questions
from different universes could be ccmpared.
Finally, a set of question universes and a set
of student populations could be chosen which
would represeat successive Levels of education
and achievement standard; yhj could serve as
an index of the changes in educational attain-
ment which occur with maturation and devo-
lopment.

The matrix of students and questions has
been discussed in terms of the psychometric
applications described in situations (iii) and
(iv) above by Lord (1933, 1957, 1964). The ma-
tiix has also béen conceptualized, taough not

gY, by
Brunswik (1956), Gatia nn (1930),2ad Thoms- on

d in formal | terminal

(1936). Conceiving of a universe of social
objects or social stimuli, Brunswik (1956) clea-
rly indicated the difference in generalization
from sampling—nf—objccts and sampliag—
of—subjects. His sampling—of—objects corre.
ponds to the sampling of questions, and his
sampling—of—subiects to te sampling of s1.
udents. Brunswik applied these concepts th so-
cial psychology and the psychelogy of precep-
tion. Guitamn (195") pri:pnsed the concept of
an attitude universe or universe of attributes,
for which the attitude scale or questionnaire
served as a sample. He introduced the ideas
of scalability and reproducibility to evaluate
the adequacy of the sample, and also clearly
distinguished between the samplirgol attiudes
and the sawmpling of individuals. Tho nson
(1956) suggested that tests sample the menrat
bonds existing in the brain, and recogniz-d
the diferences arising from samplingo: quest-
ions and sampling of individuals. The tacore.
tical formulations of Brunswik, Guitamn, and
Thomson share certain features; among these
are the conceptualization of a univers: of obj-
ects to be sampled, the distinction bitween
generalization from subject populations and
from object populations, and the absence of
sampling and estimation theory. The sampling
theury appropriate for the universe of questi-
ons which has been preposed in this paper
could readily be extended to cover the Inrmu-
lations of Brunswik, Gutiamn, and in sodoing
criticisms of their work raised by Campbell
and Kerckhofi (1957) and Locvinger (19€3)
would be met,
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