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Abstract. A context-sensitive change-detection technique base@mi-supervised learning with
multilayer perceptron is proposed here. In order to takéecdnal information into account, input
patterns are generated considering each pixel of the difterimage along with its neighboring pix-
els. A heuristic technique is suggested to identify a fetidhiabeled patterns without using ground
truth information. The network is initially trained usinigeise labeled data. The unlabeled patterns
are iteratively processed by the already trained perceptr@btain a soft class label. Experimen-
tal results, carried out on two multispectral and multitemg remote sensing images, confirm the
effectiveness of the proposed approach.

Keywords: Semi-supervised learning, remote-sensing, changeidaetemultitemporal images,
neural network
1. Introduction

In remote sensing applications, change-detection is theegs of identifying differences in the state
of an object or phenomenon by analyzing a pair of images esdjuin the same geographical area at

*Address for correspondence: Machine Intelligence Undtidn Statistical Institute, 203 B. T. Road, Kolkata 700 108ja
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different times [26]. Such a problem plays an important ialenany different domains like studies

on land-use/land-cover dynamics [7], monitoring shiftmgtivations [5], burned area assessment [3],
analysis of deforestation processes [14], identificatibmegetation changes [6], monitoring of urban
growth [19] etc Since all these applications usually require analysisaajd areas, development of
automatic change-detection techniques became of higharade in order to reduce the effort required
by manual image analysis.

In the literature [1, 2, 5, 10, 12, 16, 22], several suped/eed unsupervised techniques for detecting
changes in remote-sensing images have been proposed. fJémwisad methods require the availabil-
ity of a “ground truth” from which a training set, containimgformation about the spectral signatures
of the changes that occurred in the considered area betweenwb dates, is generated. The unsu-
pervised approaches perform change-detection withoagumsiy additional information, besides the
raw images considered. Therefore, from an operationalt mdimiew, use of unsupervised techniques
becomes mandatory in many remote-sensing applicationsyitable ground truth information is not
always available. Besides these two discrete methods ofiteg one using a training set (if labeled
patterns are available) and the other one without usingit@uiset (if labeled patterns are not available),
another situation may arise where only a few training past@re available. The semi-supervised learn-
ing comes into play in such a situation. For a problem likengigadetection this approach appears to be
more promising as we do not have sufficient number of progdabgled patterns but we may be able to
identify some labeled patterns which definitely belong thexichanged and/or unchanged regions [3, 4].

The change-detection techniques follow three sequemtips$26]: i) pre-processing, ii) image com-
parison, and iii) image analysis. During pre-processieg $ivo raw images are taken as input and are
made compatible using operations like co-registratiodioraetric and geometric corrections, and noise
reduction [24, 26]. In the next step, two pre-processed eénage compared pixel by pixel to gener-
ate a third image, called the difference image, where diffees between the two acquisitions (images)
are highlighted. Once image comparison is performed, ttag@ranalysis (change-detection) process
can be carried out adopting either context-insensitiveootext-sensitive procedures. The most widely
used context-insensitive analysis techniques are basdnstwgram thresholding [3, 18, 23]. Thresh-
olding procedures do not take into account the spatial &tiva between neighboring pixels in the
decision process. To overcome this limitation, differeomtext-sensitive change-detection procedures
are in use [11].

In this article we propose a context-sensitive semi-stipetvchange-detection technique based on
multilayer perceptron (MLP) that automatically discriraias the changed and unchanged pixels of the
difference image without using ground truth information. drder to take care of the contextual infor-
mation, the input patterns are generated considering eaehqd the difference image along with its
neighboring pixels. The number of neurons in the input lagezqual to the dimension of the input
pattern. As the network discriminates the changed and wmggthpixels of the difference image, the
number of neurons in the output layer is two, one for the chdrajass and the other for the unchanged
class. Initially the network is trained using a small setatifdled data. We suggest a technique to identify
some labeled patterns automatically with the assumptiahatlpixel of the difference image belongs to
the changed area if the grey values of that pixel and its heighpixels are very high and belongs to the
unchanged area if their grey values are very low. The urdabghtterns are iteratively processed by the
perceptron to obtain the soft class label.

In order to assess the effectiveness of the proposed teshnige considered two multitemporal data
sets corresponding to the geographical areas on the Memittha Island of Sardinia, Italy, respectively
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and compared the results provided by the proposed technijla®ther context-insensitive and context-
sensitive techniques.

The article is organized into six sections. Section 2 prewid brief description of the MLP based
semi-supervised technigue. Section 3 gives a detailediigéen of our proposed technique to solve
change-detection problems. The data sets used in the mqres are described in Section 4. Experi-
mental results are discussed in Section 5. Finally, in 8e&j conclusions are drawn.

2. Semi-supervised Learning

The task of supervised learning of a classification problequires correctly labeled training data. How-
ever, there are many practical domains in which unlabeléa @@ abundant but labeled data are expen-
sive, difficult, or computationally hard to generate. Thificlilty in obtaining class labels may arise due
to incomplete knowledge or limited resources. The use di ladieled and unlabeled data for learning
in classification problems [13, 20, 21, 25, 28] has recentigrbrecognized. Semi-supervised learning
technique addresses this problem by using a large amountaifeled data together with a small number
of labeled data to design classifiers. Since semi-supehésening requires less human effort and gives
higher accuracy, it is of great interest both in theory anpractice.

Train the MLF using Obtain soft class label of
available labeled p»{ each unlabeled pattern by
patterns passing it through the MLP

Again obtain soft class label of each
previously softly label patterns by
passing it through the MLP

3
Reassign label to these softly labeled
patterns considering the labels of its
neighboring patterns

3

Retrain the MLF using
both labeled and softly
labeled patterns

T no

Is stopping
criterion
satisfied ?

The softly labeled patterns are
assigned to different classes

Figure 1. MLP based semi-supervised learning.

As mentioned earlier, in the present article we have usecthasgpervised technique based on MLP
for automatic change detection using a large amount of efddbpatterns and a few labeled patterns.
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The labeled patterns may be available or can be generatexplpiting the intrinsic characteristics of
the difference image. The semi-supervised technique usedif inspired by the principle used in [27]
and is presented in Figure 1.

3. Proposed Change Detection Technique

In this section we propose a context-sensitive changesti@tetechnique that automatically discrim-
inates the changed and unchanged pixels of the differenagem Although we have used a semi-
supervised technique, there is no need of human intervetdimlentify the labeled patterns. The labeled
patterns are identified by applying a heuristic techniqurethe following subsections we describe the
steps involved in the proposed change-detection technique

3.1. Generation of Input Patterns

To generate the input patterns, we first produce the “diffeeeimage” by considering the multitem-
poral images in which difference between the two considaglisitions are highlighted. Different
mathematical operations can be used to perform image cisoparThe most widely used operator is
difference. The difference can be applied to i) a single spkband (Univariate Image Differencing)
[26], ii) multiple spectral bands (Change Vector Analydi3) 26], iii) vegetation indices (Vegetation
Index Differencing) [26] or to other linear (e.g., Tassdllgap Transformation [9]) or non-linear combi-
nations of spectral bands. Each choice gives rise to a difteéechnique. Among these, the most popular
Change Vector Analysis (CVA) technique is used here to gdadhe difference image. For each pair of
corresponding pixels, spectral change vector is compugdtieadifference in the feature vectors at the
two (acquisition) times. Then the pixel values in the difece image are associated with the magnitudes
of the spectral change vectors. In some cases, dependimg epecific type of changes to be identified,
the comparison is made on a subset of the spectral channels.

Let us consider two co-registered and radiometrically extady-spectral band image¥; and X,
of sizep x ¢, acquired over the same area at different tidleaand 75, and letD = {i,,,,,1 < m <
p,1 < n < ¢} be the difference image obtained by applying the CVA teamitp X; and X». Then

lnn = (Znt)\l Z (lgrm(Xl) - l%n(XQ))Q

a=1

Herel®, (X1) andi2,, (X5) are the gray values of the pixels at the spatial positionn) in o band of
imagesX; and X5, respectively.

After producing the difference image, the input pattermsgemerated corresponding to each pixel in
the difference imag®, considering its spatial neighborhood system of ortldn the present cast
order neighborhoodd = 2) is considered, and the input vectors contain nine compsremtsidering
the gray value of the pixel and the gray values of its eighgimedring pixels. So the pattern dét=
{@(1),4(2),...,4(N)} containsN (N = p x q) pattern vectors in nine-dimension feature space. The
patterns generated by the above technique have two maimtades: (i) each pixel of the difference
image is represented in high dimensional feature space fjagtern) that may reduce the overlapping
between changed and unchanged pixel®imand (ii) each pattern takes some contextual information
which helps to reduce the effect of noisy pixels in the decigirocess.
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3.2. Description of the MLP

The multilayer perceptron [15] has one input, one output@relor more hidden layers. Neurons/nodes
in one layer of the network are connected to all the neuromext layer. The system has no feedback
connection. The network receives a vector input and pradaceector output. Le$ be the number of
layers in the network angl;?(n) denote the output signal of thé" neuron in the* layer for an input
patternd(n), wheren = 1,2,...,N andw{j be the connection strength between tffeneuron in the
(r—1)* layer andj** neuron in the*" layer. For an input pattern vectd(n), the output value of neuron

j in the input layer is defined @§(n) = u;(n), which is sent to the first hidden layer as an input signal.
A neuronj in ther™ (r > 1) layer takes input signaf;(n) = >, y{‘l(n).w;“j + wy;,» Wherewy; is the
connection strength between a fixed unit bias to neyramd produces an outpyt(n) = f(v}(n)).
The activation functionf(.) is defined asf(v}(n)) = Wﬂ’?(”)) which scales the activation sig-

moidally betweerD to 1. The network is trained using backpropagation algorithfi [hat iteratively
adjusts coupling strengths (weights) in the network to miné the error between the desired pattern

2
and the predicted pattern i.e., minimizing the sum-squame §:nN:1 ch:l (yjsfl(n) - tj(n)) , where

yf‘l(n) andt;(n) are the predicted and desired value of the output layer nguiar input patterri(n),
respectively. In the present paper we try to discriminanged and unchanged pixels of the difference
image using MLP. For this purpose, the input patterns arergéed corresponding to each pixels of the
difference imageD considering spatial contextual information as descrilmethé previous section. As
the generated patterns have nine features and belong ¢o efthnged class or unchanged class, the ar-
chitecture of the MLP used here has nine input neurons imiet layer and two neurons in the output
layer (one for changed class and another for unchanged.cl&sconsidered only single hidden layer
and the corresponding network architecture is depictedgarE 2.

Ug(n)

Input Layer Hidden Layer Ouiput Layer

Figure 2. Architecture of the MLP used to solve change-digteroblem.
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3.3. Labded Pattern Generation

MLP needs labeled patterns for learning. In this sectionwggyest a technigue to automatically identify
some patterns which either belong to changed or unchangssl without using ground truth information
of the difference image.

As described in Section 3.1 each pixel in the difference enggfound out using the magnitude
of the difference between the corresponding feature veabthe original images. If we consider the
properties of the difference image, a reasonable assum@biold be as follows: a pixel with small gray
value exhibits a high probability of being in unchanged slaghereas a pixel with large gray value has a
high probability of being in changed class. As componeniesbf the generated pattern vectors contain
gray values of pixels in the difference image, the patterheseg component values are very low belong
to unchanged class and the patterns whose component vatuesra high belong to changed class. To
identify these patterns automatically, K-means (K=2)tdting algorithm [8] is applied. Lét anduc be
the two centroids obtained by K-means algorithm in nineatisional feature space. We also considered
two other pointdb (0, ..., 0), the possible minimum component values of the patternshwiSioiear to
lc andub (255, ..., 255), the possible maximum component values of the patternshaginear touc in
the same feature space (see Figure 3, patterns are presetteddimensional feature space). A pattern
can be assigned to the unchanged class if it is inside the¢pipere whose center isl/atand radius is
the distance betwedh andlc or it can be assigned to changed class if it is inside the lspbere whose
center is at:b and radius is the distance betwaé@nanduc else it is considered as unlabeled.

changed class

. “unlabeled 11:1-tt91"1is: " i

b

L]
unchanged class

Figure 3. Labeled and unlabeled patterns presented in itnertsional feature space.

The pattern st/ is represented d$ = {(i(n),#(n)), n = 1,2,..., N}, whereii(n) is then'" input
pattern vector and(n) is the target vector of the corresponding input pattern. fEinget vector{(n)
wheret(n) = {[t1(n),ta(n)] | t:i(n) € (0,1), ¥n} represents the changed class (when) = [1,0]),
unchanged class (whetn) = [0, 1]) and unlabeled pattern (wheéfm) = [0, 0]).
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3.4. Assignment of Label Valueto Unlabeled Patterns

Let us first train the network using the labeled patterns #natautomatically identified by a method
described in Section 3.3. The decision classes are coedidarfuzzy sets [17] and we assume that the
network’s output values provide degree of membership tdubey sets. Let us suppose th& input
pattern is presented to the network. The membership vaJ(&(n)) of the n'* input patternii(n) to
the j™ fuzzy set is then given by the outpyi(i(n)) of the ;™ (j = 1,2) output node of the network.
The contrast within the set of membership valpe&i(n)) is then increased [27] by using the following
formula.

(i(n))]? (id(n _
py () :{%( ()P, 0 < py(ii(m) < 0.5 o

1 —2[1 — p;(@(n)))%, 0.5 < pj(d(n)) < 1.0.

Now we find out thek,,,, nearest neighbors for each unlabeled pattern. Findingheut,t, nearest
neighbors considering all patterns is a time consuming t&ekreduce the time complexity, instead of
considering all the patterns we find dyf, nearest neighbors for an unlabeled pattern corresponding t
a pixel of the difference image by considering only the pattejenerated by its surrounding pixels. Let
M™ be the set of indices of the,,, nearest neighbors of the unlabeled pattéfn). Then the target
vectort(n) for the unlabeled patterii(n) is computed by

Dienn H1(U(0) e pgn p2((i))

e @

For labeled patterng (n) = 0 or 1, for j = 1,2.

3.5. Learning Algorithm

The regions of lower pattern density usually separate thgsek. Therefore, decision boundary between
the classes should be located in such lower pattern dersgjiyns. Initially, the network is trained using
labeled patterns only. The output value to each unlabeldédrpds then obtained by passing it through
the network. Then the target values (soft class label) daghgatterns are estimated using equations
(1) and (2) consecutively. Next, the network is retraineshgidoth the labeled and the softly labeled
patterns and again the target values of the softly label#drpa are re-estimated using equations (1) and
(2) consecutively. To observe the stabilization of netwoukput, after completion of each epoch, we
calculate the sum of square error by using the following fdem

(y2(n) — t;(n))". @3)

2
=1

N
n=1j

The re-estimation and re-training steps are iterated timtilsum of square error obtained using
equation (3) does not change much in consecutive epoch rite=cstable) or the number of epochs
exceeds some given number. The corresponding learningtalyas given in Table 1.
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Table 1. Learning algorithm of the network

Step 1: Train the network using labeled patterns only.

Step 2: Assign soft class labels to each unlabeled pattgrosibg equations (1) and (2) consecu;
tively.

Step 3: Train the network using both the labeled and theysiaftleled patterns.

Step 4: Re-estimate the target values of the softly labeddtims by using equations (1) and (2)
consecutively.

Step 5: If the sum of square error obtained from equation€8pimnes stable or the number of epochs
exceeds some given number then goto Step 6; else goto Step 3.

Step 6: Stop.

4. Description of Data Sets

In order to carry out an experimental analysis aimed at asgpthe effectiveness of the proposed ap-
proach, we considered two multitemporal data sets correpg to geographical areas of Mexico and
Island of Sardinia, Italy. A detailed description of eacledset is given below.

4.1. Data Set of Mexico Area

The first data set used for the experiment is made up of twaspalttral images acquired by the Landsat
Enhanced Thematic Mapper Plus (ETM+) sensor of the Landsattellite over an area of Mexico on
18th April 2000 and 20th May 2002. From the entire availabdémdsat scene, a section of 54212
pixels has been selected as test site. Between the two afotiemed acquisition dates a fire destroyed a
large portion of the vegetation in the considered regiogufés 4(a) and 4(b) show channel 4 of the 2000
and 2002 images, respectively. In order to be able to makeaatitative evaluation of the effectiveness
of the proposed approach, a reference map was manually désiee Figure 4(d)) according to a detailed
visual analysis of both the available multitemporal imaged the difference image (see Figure 4(c)).
Different color composites of the above mentioned image®wsed to highlight all the portions of the
changed area in the best possible way. Experiments weliectaut to produce, in an automatic way,
a change-detection map as similar as possible to refereapdhmat represents the best result obtainable
with a time consuming procedure.

Analysis of the behavior of the histograms of multitempanaages did not reveal any significant
difference due to light and atmospheric conditions at thguesition dates. Therefore, no radiometric
correction algorithm was applied. The 2002 image was regidt with the 2000 one using 12 ground
control points. The procedure led to a residual averageegisration error on ground control points of
about 0.3 pixels.

4.2. Data Set of Sardinia ldand, Italy

The second data set used in the experiment is composed twispaatral images acquired by the Landsat
Thematic Mapper (TM) sensor of the Landsat-5 satellite pt&aber 1995 and July 1996. The test site is
a section of 412 300 pixels of a scene including lake Mulargia on the Islan8adinia (Italy). Between
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(©) (d)

Figure 4. Image of Mexico area. (a) Band 4 of the Landsat ETiMage acquired in April 2000, (b) band 4 of
the Landsat ETM+ image acquired in May 2002, (c) correspumdifference image generated by CVA technique,
and (d) reference map of the changed area.

the two aforementioned acquisition dates the water leviilériake increased (see the lower central part
of the image). Figures 5(a) and 5(b) show channel 4 of the H9@51996 images. As done for the
Mexico data set, in this case also a reference map was mumigdihed (see Figure 5(d)) according to a
detailed visual analysis of both the available multitenabonages and the difference image (see Figure
5(c)). Like the earlier image, in this case also the histograid not show any significant difference and
therefore, no radiometric correction algorithms were mobbn the multitemporal images. The images
were co-registered with 12 ground control points resuliingn average residual misregistration error of
about 0.2 pixels.

5. Description of the Experiments

In order to establish the effectiveness of the proposechtquh, the present experiment compares the
change-detection result provided by the proposed methdd avcontext-insensitive Manual Trial and
Error Thresholding (MTET) technique [2], the K-means daustg [8] technique and a context-sensitive
techniques presented in [3] based on the combined use oMredorithm and Markov Random Fields
(MRF) (we refer to it as EM+MRF technique). The MTET techréggenerates a minimum error change-
detection map under the hypothesis of spatial independamoeng pixels by finding a minimum error
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(b)

(d)

Figure 5. Image of Sardinia Island, Italy. (a) Band 4 of thadisat TM image acquired in September 1995, (b)
band 4 of the Landsat TM image acquired in July 1996, (c) difiee image generated by CVA technique using
bands 1, 2, 4, & 5; and (d) reference map of the changed area.

decision threshold for the difference image. The minimuroredecision threshold is obtained by com-
puting change-detection errors (with the help of the refeeemap) for all values of the decision thresh-
old. K-means clustering algorithm is applied on the gemer@iatterns withi'’ = 2. Comparisons were
carried out in terms of both overall change-detection earat number of false alarms (i.e., unchanged
pixels identified as changed ones) and missed alarms (hanged pixels categorized as unchanged
ones).

In the present experiment the architecture of MLP i3 : 2 i.e., the network has 9 input neurons, 8
hidden neurons in a single hidden layer and 2 output neufanfnd outk,,,, nearest neighbors for each
input pattern we have takei® x 50 window and the value of,,,, is taken as 8. The network is assumed
to converge when the sum-square error becomes constannaig@sing number of epochs.

5.1. Result Analysis. Mexico Data Set

First of all we performed some trials in order to determineriost effective spectral bands for detecting
the burned area in the considered data set. On the basis &fshiés of these trials, we found that band
4 is more effective to locate the burned area. Hence we usedifference image generated by spectral
band 4 only.

Table 2 shows that the overall error obtained by the proptselthiques based on MLP is much
smaller than that incurred by the context-insensitive MTt&dhnique. Concerning the error typology,
the proposed technique resulted 3305 pixels as overall @802 missed alarms and 703 false alarms),
whereas the MTET procedure involved 4591 pixels as overadl 2404 missed alarms and 2187 false
alarms). Figure 6 depicts the change-detection maps. AalMamparison points out that the proposed
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Table 2. Overall error, missed alarms and false alarmstieglly MTET, K-means, EM+MRF, and proposed
techniques (Band 4, Mexico data set).

Techniques Missed False Overall
alarms | alarms error
MTET 2404 2187 4591
K-mean 3108 665 3773
EM+MRF (8 = 1.5) 946 2257 3203
Proposed 2602 703 3305

approach generates a more smooth change-detection mapmahip the MTET procedure. From Table

2 one can also see that the proposed MLP based techniqueaggnbetter change-detection results
(overall error 3305 pixels) than the result (overall err@i73 pixels) produced by K-means technique.
The best result (overall error 3202 pixels) obtained bytedsEM+MRF technique when the parameter
£ of MRF [3] was set to 1.5 (this value was defined manually arrdesponds to the minimum possible

error) is also close to the result obtained by the proposgthtque.

,"'w%‘

et
N,

,“’

K.

(b)

Figure 6. Change-detection maps obtained for the datala&tddo the Mexico area using (a) MTET technique,
and (b) proposed technique.

5.2. Result Analysis. Sardinialsland Data Set

We applied the CVA technique on spectral bands 1, 2, 4, andtheofwo multispectral images, as
preliminary experiments show that the above channels tonsaful information on the changes of water
body. Note that for this image the water level in the lakedasied during the two dates of acquisition.
The change-detection results obtained using differefiinigoes are shown in Table 3. The results
obtained by the proposed context-sensitive techniquetisrbihan the results produced by the MTET
procedure. In greater detail, the overall error producethbyproposed technique is 1597 pixels whereas
the overall error produced by the MTET technique is 1890Ipixeor visual comparison Figure 7 shows
the change-detection maps produced by the two techniguesn the table we see that the proposed
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Table 3. Overall error, missed alarms and false alarmstieguly MTET, K-means, EM+MRF, and proposed
techniques (Sardinia Island data set).

Techniques Missed False Overall
alarms | alarms error

MTET 1015 875 1890
K-mean 637 1881 2518
EM+MRF (8 = 2.2) 592 1108 1700
Proposed 1294 303 1597

technique produced much better result than the K-meansiteah Using the same input domain, the
proposed technique generates overall error of 1597 pite84 missed alarms and 303 false alarms)
whereas the K-means technique produced overall error & gbels (637 missed alarms and 1881 false
alarms). It is also seen that the proposed context-semd$ivP based technique provides better accu-

racy than the best result (overall error 1700 pixels) yieldg the existing context-sensitive EM+MRF
technique withs = 2.2.

PR
Kii ‘l;f N
'

[

() (b)

Figure 7. Change-detection maps obtained for the data ks¢edeto the Island of Sardinia, Italy by using (a)
MTET technique, and (b) proposed technique.

6. Discussion and Conclusions

In this paper, a semi-supervised and automatic contexitsentechnique for change-detection in mul-
titemporal images is proposed. The technique discrimintite changed and unchanged pixels in the
difference image by using a multilayer perceptron. The nemd neurons in the input layer is equal
to the dimension of the input patterns and the number of msuirothe output layer is two. The input
patterns are generated considering each pixel in the eliféerimage along with its neighboring pixels, in
order to take into account the spatial contextual inforaratiOn the basis of the characteristics of these
input patterns, a heuristic technique is suggested to aitoatly identify a few input patterns that have
very high probability to belong either to changed or to umgwal class. Depending on these labeled
patterns and assuming that the lower pattern density regfioract as separator between the classes, a
semi-supervised learning algorithm based on MLP is usesddiga the soft class label for each unlabeled
pattern.
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The presented technique shows the following advantagasis(distribution free, i.e., like EM+MRF
model presented in [3] it does not require any explicit agsion on the statistical model of the distri-
butions of classes of changed and unchanged pixels, (iDgsdot require human efforts to identify
the labeled patterns, i.e., the labeled patterns are faEhtieuristically without using any ground truth
information. Like other semi-supervised cases, the timgeirement of this technique is little more. Itis
worth noting that for the considered kind of applicationsitniot fundamental to produce results in real
time.

Experimental results obtained on different real multitenab data sets confirm the effectiveness of
the proposed approach. The presented technique signlficartperforms the standard optimal-manual
MTET technigue and K-means technique. The proposed tegbradgo provides comparable overall
change-detection error to the one achieved with the cosensitive EM+MRF technique.
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