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Abstract. A context-sensitive change-detection technique based on semi-supervised learning with
multilayer perceptron is proposed here. In order to take contextual information into account, input
patterns are generated considering each pixel of the difference image along with its neighboring pix-
els. A heuristic technique is suggested to identify a few initial labeled patterns without using ground
truth information. The network is initially trained using these labeled data. The unlabeled patterns
are iteratively processed by the already trained perceptron to obtain a soft class label. Experimen-
tal results, carried out on two multispectral and multitemporal remote sensing images, confirm the
effectiveness of the proposed approach.
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1. Introduction

In remote sensing applications, change-detection is the process of identifying differences in the state
of an object or phenomenon by analyzing a pair of images acquired on the same geographical area at
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different times [26]. Such a problem plays an important rolein many different domains like studies
on land-use/land-cover dynamics [7], monitoring shiftingcultivations [5], burned area assessment [3],
analysis of deforestation processes [14], identification of vegetation changes [6], monitoring of urban
growth [19] etc. Since all these applications usually require analysis of large areas, development of
automatic change-detection techniques became of high relevance in order to reduce the effort required
by manual image analysis.

In the literature [1, 2, 5, 10, 12, 16, 22], several supervised and unsupervised techniques for detecting
changes in remote-sensing images have been proposed. The supervised methods require the availabil-
ity of a “ground truth” from which a training set, containinginformation about the spectral signatures
of the changes that occurred in the considered area between the two dates, is generated. The unsu-
pervised approaches perform change-detection without using any additional information, besides the
raw images considered. Therefore, from an operational point of view, use of unsupervised techniques
becomes mandatory in many remote-sensing applications, assuitable ground truth information is not
always available. Besides these two discrete methods of learning, one using a training set (if labeled
patterns are available) and the other one without using training set (if labeled patterns are not available),
another situation may arise where only a few training patterns are available. The semi-supervised learn-
ing comes into play in such a situation. For a problem like change-detection this approach appears to be
more promising as we do not have sufficient number of properlylabeled patterns but we may be able to
identify some labeled patterns which definitely belong to either changed and/or unchanged regions [3, 4].

The change-detection techniques follow three sequential steps [26]: i) pre-processing, ii) image com-
parison, and iii) image analysis. During pre-processing step two raw images are taken as input and are
made compatible using operations like co-registration, radiometric and geometric corrections, and noise
reduction [24, 26]. In the next step, two pre-processed images are compared pixel by pixel to gener-
ate a third image, called the difference image, where differences between the two acquisitions (images)
are highlighted. Once image comparison is performed, the image analysis (change-detection) process
can be carried out adopting either context-insensitive or context-sensitive procedures. The most widely
used context-insensitive analysis techniques are based onhistogram thresholding [3, 18, 23]. Thresh-
olding procedures do not take into account the spatial correlation between neighboring pixels in the
decision process. To overcome this limitation, different context-sensitive change-detection procedures
are in use [11].

In this article we propose a context-sensitive semi-supervised change-detection technique based on
multilayer perceptron (MLP) that automatically discriminates the changed and unchanged pixels of the
difference image without using ground truth information. In order to take care of the contextual infor-
mation, the input patterns are generated considering each pixel of the difference image along with its
neighboring pixels. The number of neurons in the input layeris equal to the dimension of the input
pattern. As the network discriminates the changed and unchanged pixels of the difference image, the
number of neurons in the output layer is two, one for the changed class and the other for the unchanged
class. Initially the network is trained using a small set of labeled data. We suggest a technique to identify
some labeled patterns automatically with the assumption that a pixel of the difference image belongs to
the changed area if the grey values of that pixel and its neighbors pixels are very high and belongs to the
unchanged area if their grey values are very low. The unlabeled patterns are iteratively processed by the
perceptron to obtain the soft class label.

In order to assess the effectiveness of the proposed technique, we considered two multitemporal data
sets corresponding to the geographical areas on the Mexico and the Island of Sardinia, Italy, respectively
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and compared the results provided by the proposed techniquewith other context-insensitive and context-
sensitive techniques.

The article is organized into six sections. Section 2 provides a brief description of the MLP based
semi-supervised technique. Section 3 gives a detailed description of our proposed technique to solve
change-detection problems. The data sets used in the experiments are described in Section 4. Experi-
mental results are discussed in Section 5. Finally, in Section 6, conclusions are drawn.

2. Semi-supervised Learning

The task of supervised learning of a classification problem requires correctly labeled training data. How-
ever, there are many practical domains in which unlabeled data are abundant but labeled data are expen-
sive, difficult, or computationally hard to generate. The difficulty in obtaining class labels may arise due
to incomplete knowledge or limited resources. The use of both labeled and unlabeled data for learning
in classification problems [13, 20, 21, 25, 28] has recently been recognized. Semi-supervised learning
technique addresses this problem by using a large amount of unlabeled data together with a small number
of labeled data to design classifiers. Since semi-supervised learning requires less human effort and gives
higher accuracy, it is of great interest both in theory and inpractice.

Figure 1. MLP based semi-supervised learning.

As mentioned earlier, in the present article we have used a semi-supervised technique based on MLP
for automatic change detection using a large amount of unlabeled patterns and a few labeled patterns.
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The labeled patterns may be available or can be generated by exploiting the intrinsic characteristics of
the difference image. The semi-supervised technique used here is inspired by the principle used in [27]
and is presented in Figure 1.

3. Proposed Change Detection Technique

In this section we propose a context-sensitive change-detection technique that automatically discrim-
inates the changed and unchanged pixels of the difference image. Although we have used a semi-
supervised technique, there is no need of human intervention to identify the labeled patterns. The labeled
patterns are identified by applying a heuristic technique. In the following subsections we describe the
steps involved in the proposed change-detection technique.

3.1. Generation of Input Patterns

To generate the input patterns, we first produce the “difference image” by considering the multitem-
poral images in which difference between the two consideredacquisitions are highlighted. Different
mathematical operations can be used to perform image comparison. The most widely used operator is
difference. The difference can be applied to i) a single spectral band (Univariate Image Differencing)
[26], ii) multiple spectral bands (Change Vector Analysis)[3, 26], iii) vegetation indices (Vegetation
Index Differencing) [26] or to other linear (e.g., Tasselled Cap Transformation [9]) or non-linear combi-
nations of spectral bands. Each choice gives rise to a different technique. Among these, the most popular
Change Vector Analysis (CVA) technique is used here to generate the difference image. For each pair of
corresponding pixels, spectral change vector is computed as the difference in the feature vectors at the
two (acquisition) times. Then the pixel values in the difference image are associated with the magnitudes
of the spectral change vectors. In some cases, depending on the specific type of changes to be identified,
the comparison is made on a subset of the spectral channels.

Let us consider two co-registered and radiometrically correctedγ-spectral band imagesX1 andX2,
of sizep × q, acquired over the same area at different timesT1 andT2, and letD = {lmn, 1 ≤ m ≤
p, 1 ≤ n ≤ q} be the difference image obtained by applying the CVA technique toX1 andX2. Then

lmn = (int)

√

√

√

√

γ
∑

α=1

(lαmn(X1) − lαmn(X2))
2.

Herelαmn(X1) andlαmn(X2) are the gray values of the pixels at the spatial position(m,n) in αth band of
imagesX1 andX2, respectively.

After producing the difference image, the input patterns are generated corresponding to each pixel in
the difference imageD, considering its spatial neighborhood system of orderd. In the present case2nd

order neighborhood(d = 2) is considered, and the input vectors contain nine components considering
the gray value of the pixel and the gray values of its eight neighboring pixels. So the pattern setU =
{~u(1), ~u(2), ..., ~u(N)} containsN (N = p × q) pattern vectors in nine-dimension feature space. The
patterns generated by the above technique have two main advantages: (i) each pixel of the difference
image is represented in high dimensional feature space (as apattern) that may reduce the overlapping
between changed and unchanged pixels inD and (ii) each pattern takes some contextual information
which helps to reduce the effect of noisy pixels in the decision process.
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3.2. Description of the MLP

The multilayer perceptron [15] has one input, one output andone or more hidden layers. Neurons/nodes
in one layer of the network are connected to all the neurons innext layer. The system has no feedback
connection. The network receives a vector input and produces a vector output. LetS be the number of
layers in the network andyr

j (n) denote the output signal of thejth neuron in therth layer for an input
pattern~u(n), wheren = 1, 2, ..., N andwr

ij be the connection strength between theith neuron in the
(r−1)th layer andjth neuron in therth layer. For an input pattern vector~u(n), the output value of neuron
j in the input layer is defined asy0

j (n) = uj(n), which is sent to the first hidden layer as an input signal.

A neuronj in therth (r ≥ 1) layer takes input signalvr
j (n) =

∑

i y
r−1
i (n).wr

ij + wr
0j, wherewr

0j is the
connection strength between a fixed unit bias to neuronj, and produces an outputyr

j (n) = f(vr
j (n)).

The activation functionf(.) is defined asf(vr
j (n)) = 1

1+exp(−vr
j
(n)) which scales the activation sig-

moidally between0 to 1. The network is trained using backpropagation algorithm [15] that iteratively
adjusts coupling strengths (weights) in the network to minimize the error between the desired pattern

and the predicted pattern i.e., minimizing the sum-square error
∑N

n=1

∑C
j=1

(

yS−1
j (n) − tj(n)

)2
, where

yS−1
j (n) andtj(n) are the predicted and desired value of the output layer neuron j for input pattern~u(n),

respectively. In the present paper we try to discriminate changed and unchanged pixels of the difference
image using MLP. For this purpose, the input patterns are generated corresponding to each pixels of the
difference imageD considering spatial contextual information as described in the previous section. As
the generated patterns have nine features and belong to either changed class or unchanged class, the ar-
chitecture of the MLP used here has nine input neurons in the input layer and two neurons in the output
layer (one for changed class and another for unchanged class). We considered only single hidden layer
and the corresponding network architecture is depicted in Figure 2.

Figure 2. Architecture of the MLP used to solve change-detection problem.
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3.3. Labeled Pattern Generation

MLP needs labeled patterns for learning. In this section we suggest a technique to automatically identify
some patterns which either belong to changed or unchanged class without using ground truth information
of the difference image.

As described in Section 3.1 each pixel in the difference image is found out using the magnitude
of the difference between the corresponding feature vectors of the original images. If we consider the
properties of the difference image, a reasonable assumption could be as follows: a pixel with small gray
value exhibits a high probability of being in unchanged class, whereas a pixel with large gray value has a
high probability of being in changed class. As component values of the generated pattern vectors contain
gray values of pixels in the difference image, the patterns whose component values are very low belong
to unchanged class and the patterns whose component values are very high belong to changed class. To
identify these patterns automatically, K-means (K=2) clustering algorithm [8] is applied. Letlc anduc be
the two centroids obtained by K-means algorithm in nine-dimensional feature space. We also considered
two other pointslb (0, ..., 0), the possible minimum component values of the patterns which is near to
lc andub (255, ..., 255), the possible maximum component values of the patterns which is near touc in
the same feature space (see Figure 3, patterns are presentedin two-dimensional feature space). A pattern
can be assigned to the unchanged class if it is inside the hypersphere whose center is atlb and radius is
the distance betweenlb andlc or it can be assigned to changed class if it is inside the hypersphere whose
center is atub and radius is the distance betweenub anduc else it is considered as unlabeled.

Figure 3. Labeled and unlabeled patterns presented in two-dimensional feature space.

The pattern setU is represented asU = {(~u(n),~t(n)), n = 1, 2, ..., N}, where~u(n) is thenth input
pattern vector and~t(n) is the target vector of the corresponding input pattern. Thetarget vector~t(n)
where~t(n) = {[t1(n), t2(n)] | ti(n) ∈ (0, 1), ∀n} represents the changed class (when~t(n) = [1, 0]),
unchanged class (when~t(n) = [0, 1]) and unlabeled pattern (when~t(n) = [0, 0]).
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3.4. Assignment of Label Value to Unlabeled Patterns

Let us first train the network using the labeled patterns thatare automatically identified by a method
described in Section 3.3. The decision classes are considered as fuzzy sets [17] and we assume that the
network’s output values provide degree of membership to thefuzzy sets. Let us suppose thenth input
pattern is presented to the network. The membership valueµj(~u(n)) of the nth input pattern~u(n) to
thejth fuzzy set is then given by the outputy2

j (~u(n)) of thejth (j = 1, 2) output node of the network.
The contrast within the set of membership valuesµj(~u(n)) is then increased [27] by using the following
formula.

µj(~u(n)) =

{

2[µj(~u(n))]2, 0 ≤ µj(~u(n)) ≤ 0.5

1 − 2[1 − µj(~u(n))]2, 0.5 < µj(~u(n)) ≤ 1.0.
(1)

Now we find out theknn nearest neighbors for each unlabeled pattern. Finding out theknn nearest
neighbors considering all patterns is a time consuming task. To reduce the time complexity, instead of
considering all the patterns we find outknn nearest neighbors for an unlabeled pattern corresponding to
a pixel of the difference image by considering only the patterns generated by its surrounding pixels. Let
Mn be the set of indices of theknn nearest neighbors of the unlabeled pattern~u(n). Then the target
vector~t(n) for the unlabeled pattern~u(n) is computed by

~t(n) =

[
∑

i∈Mn µ1(~u(i))

knn
,

∑

i∈Mn µ2(~u(i))

knn

]

. (2)

For labeled patterns~tj(n) = 0 or 1, for j = 1, 2.

3.5. Learning Algorithm

The regions of lower pattern density usually separate the classes. Therefore, decision boundary between
the classes should be located in such lower pattern density regions. Initially, the network is trained using
labeled patterns only. The output value to each unlabeled pattern is then obtained by passing it through
the network. Then the target values (soft class label) of these patterns are estimated using equations
(1) and (2) consecutively. Next, the network is retrained using both the labeled and the softly labeled
patterns and again the target values of the softly labeled patterns are re-estimated using equations (1) and
(2) consecutively. To observe the stabilization of networkoutput, after completion of each epoch, we
calculate the sum of square error by using the following formula

N
∑

n=1

2
∑

j=1

(y2
j (n) − tj(n))

2
. (3)

The re-estimation and re-training steps are iterated untilthe sum of square error obtained using
equation (3) does not change much in consecutive epoch (becomes stable) or the number of epochs
exceeds some given number. The corresponding learning algorithm is given in Table 1.
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Table 1. Learning algorithm of the network

Step 1: Train the network using labeled patterns only.
Step 2: Assign soft class labels to each unlabeled patterns by using equations (1) and (2) consecu-

tively.
Step 3: Train the network using both the labeled and the softly labeled patterns.
Step 4: Re-estimate the target values of the softly labeled patterns by using equations (1) and (2)

consecutively.
Step 5: If the sum of square error obtained from equation (3) becomes stable or the number of epochs

exceeds some given number then goto Step 6; else goto Step 3.
Step 6: Stop.

4. Description of Data Sets

In order to carry out an experimental analysis aimed at assessing the effectiveness of the proposed ap-
proach, we considered two multitemporal data sets corresponding to geographical areas of Mexico and
Island of Sardinia, Italy. A detailed description of each data set is given below.

4.1. Data Set of Mexico Area

The first data set used for the experiment is made up of two multispectral images acquired by the Landsat
Enhanced Thematic Mapper Plus (ETM+) sensor of the Landsat-7 satellite over an area of Mexico on
18th April 2000 and 20th May 2002. From the entire available Landsat scene, a section of 512×512
pixels has been selected as test site. Between the two aforementioned acquisition dates a fire destroyed a
large portion of the vegetation in the considered region. Figures 4(a) and 4(b) show channel 4 of the 2000
and 2002 images, respectively. In order to be able to make a quantitative evaluation of the effectiveness
of the proposed approach, a reference map was manually defined (see Figure 4(d)) according to a detailed
visual analysis of both the available multitemporal imagesand the difference image (see Figure 4(c)).
Different color composites of the above mentioned images were used to highlight all the portions of the
changed area in the best possible way. Experiments were carried out to produce, in an automatic way,
a change-detection map as similar as possible to reference map that represents the best result obtainable
with a time consuming procedure.

Analysis of the behavior of the histograms of multitemporalimages did not reveal any significant
difference due to light and atmospheric conditions at the acquisition dates. Therefore, no radiometric
correction algorithm was applied. The 2002 image was registered with the 2000 one using 12 ground
control points. The procedure led to a residual average misregistration error on ground control points of
about 0.3 pixels.

4.2. Data Set of Sardinia Island, Italy

The second data set used in the experiment is composed two multispectral images acquired by the Landsat
Thematic Mapper (TM) sensor of the Landsat-5 satellite in September 1995 and July 1996. The test site is
a section of 412×300 pixels of a scene including lake Mulargia on the Island ofSardinia (Italy). Between
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(a) (b)

(c) (d)

Figure 4. Image of Mexico area. (a) Band 4 of the Landsat ETM+ image acquired in April 2000, (b) band 4 of
the Landsat ETM+ image acquired in May 2002, (c) corresponding difference image generated by CVA technique,
and (d) reference map of the changed area.

the two aforementioned acquisition dates the water level inthe lake increased (see the lower central part
of the image). Figures 5(a) and 5(b) show channel 4 of the 1995and 1996 images. As done for the
Mexico data set, in this case also a reference map was manually defined (see Figure 5(d)) according to a
detailed visual analysis of both the available multitemporal images and the difference image (see Figure
5(c)). Like the earlier image, in this case also the histograms did not show any significant difference and
therefore, no radiometric correction algorithms were applied on the multitemporal images. The images
were co-registered with 12 ground control points resultingin an average residual misregistration error of
about 0.2 pixels.

5. Description of the Experiments

In order to establish the effectiveness of the proposed technique, the present experiment compares the
change-detection result provided by the proposed method with a context-insensitive Manual Trial and
Error Thresholding (MTET) technique [2], the K-means clustering [8] technique and a context-sensitive
techniques presented in [3] based on the combined use of the EM algorithm and Markov Random Fields
(MRF) (we refer to it as EM+MRF technique). The MTET technique generates a minimum error change-
detection map under the hypothesis of spatial independenceamong pixels by finding a minimum error
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(a) (b)

(c) (d)

Figure 5. Image of Sardinia Island, Italy. (a) Band 4 of the Landsat TM image acquired in September 1995, (b)
band 4 of the Landsat TM image acquired in July 1996, (c) difference image generated by CVA technique using
bands 1, 2, 4, & 5; and (d) reference map of the changed area.

decision threshold for the difference image. The minimum error decision threshold is obtained by com-
puting change-detection errors (with the help of the reference map) for all values of the decision thresh-
old. K-means clustering algorithm is applied on the generated patterns withK = 2. Comparisons were
carried out in terms of both overall change-detection errorand number of false alarms (i.e., unchanged
pixels identified as changed ones) and missed alarms (i.e., changed pixels categorized as unchanged
ones).

In the present experiment the architecture of MLP is9 : 8 : 2 i.e., the network has 9 input neurons, 8
hidden neurons in a single hidden layer and 2 output neurons.To find outknn nearest neighbors for each
input pattern we have taken50× 50 window and the value ofknn is taken as 8. The network is assumed
to converge when the sum-square error becomes constant withincreasing number of epochs.

5.1. Result Analysis: Mexico Data Set

First of all we performed some trials in order to determine the most effective spectral bands for detecting
the burned area in the considered data set. On the basis of theresults of these trials, we found that band
4 is more effective to locate the burned area. Hence we used the difference image generated by spectral
band 4 only.

Table 2 shows that the overall error obtained by the proposedtechniques based on MLP is much
smaller than that incurred by the context-insensitive MTETtechnique. Concerning the error typology,
the proposed technique resulted 3305 pixels as overall error (2602 missed alarms and 703 false alarms),
whereas the MTET procedure involved 4591 pixels as overall error (2404 missed alarms and 2187 false
alarms). Figure 6 depicts the change-detection maps. A visual comparison points out that the proposed
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Table 2. Overall error, missed alarms and false alarms resulting by MTET, K-means, EM+MRF, and proposed
techniques (Band 4, Mexico data set).

Techniques Missed False Overall

alarms alarms error

MTET 2404 2187 4591

K-mean 3108 665 3773

EM+MRF (β = 1.5) 946 2257 3203

Proposed 2602 703 3305

approach generates a more smooth change-detection map compared to the MTET procedure. From Table
2 one can also see that the proposed MLP based technique generates better change-detection results
(overall error 3305 pixels) than the result (overall error 3773 pixels) produced by K-means technique.
The best result (overall error 3202 pixels) obtained by existing EM+MRF technique when the parameter
β of MRF [3] was set to 1.5 (this value was defined manually and corresponds to the minimum possible
error) is also close to the result obtained by the proposed technique.

(a) (b)

Figure 6. Change-detection maps obtained for the data set related to the Mexico area using (a) MTET technique,
and (b) proposed technique.

5.2. Result Analysis: Sardinia Island Data Set

We applied the CVA technique on spectral bands 1, 2, 4, and 5 ofthe two multispectral images, as
preliminary experiments show that the above channels contain useful information on the changes of water
body. Note that for this image the water level in the lake increased during the two dates of acquisition.

The change-detection results obtained using different techniques are shown in Table 3. The results
obtained by the proposed context-sensitive technique is better than the results produced by the MTET
procedure. In greater detail, the overall error produced bythe proposed technique is 1597 pixels whereas
the overall error produced by the MTET technique is 1890 pixels. For visual comparison Figure 7 shows
the change-detection maps produced by the two techniques. From the table we see that the proposed
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Table 3. Overall error, missed alarms and false alarms resulting by MTET, K-means, EM+MRF, and proposed
techniques (Sardinia Island data set).

Techniques Missed False Overall

alarms alarms error

MTET 1015 875 1890

K-mean 637 1881 2518

EM+MRF (β = 2.2) 592 1108 1700

Proposed 1294 303 1597

technique produced much better result than the K-means technique. Using the same input domain, the
proposed technique generates overall error of 1597 pixels (1294 missed alarms and 303 false alarms)
whereas the K-means technique produced overall error of 2518 pixels (637 missed alarms and 1881 false
alarms). It is also seen that the proposed context-sensitive MLP based technique provides better accu-
racy than the best result (overall error 1700 pixels) yielded by the existing context-sensitive EM+MRF
technique withβ = 2.2.

(a) (b)

Figure 7. Change-detection maps obtained for the data set related to the Island of Sardinia, Italy by using (a)
MTET technique, and (b) proposed technique.

6. Discussion and Conclusions

In this paper, a semi-supervised and automatic context-sensitive technique for change-detection in mul-
titemporal images is proposed. The technique discriminates the changed and unchanged pixels in the
difference image by using a multilayer perceptron. The number of neurons in the input layer is equal
to the dimension of the input patterns and the number of neurons in the output layer is two. The input
patterns are generated considering each pixel in the difference image along with its neighboring pixels, in
order to take into account the spatial contextual information. On the basis of the characteristics of these
input patterns, a heuristic technique is suggested to automatically identify a few input patterns that have
very high probability to belong either to changed or to unchanged class. Depending on these labeled
patterns and assuming that the lower pattern density regioncan act as separator between the classes, a
semi-supervised learning algorithm based on MLP is used to assign the soft class label for each unlabeled
pattern.
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The presented technique shows the following advantages: (i) it is distribution free, i.e., like EM+MRF
model presented in [3] it does not require any explicit assumption on the statistical model of the distri-
butions of classes of changed and unchanged pixels, (ii) it does not require human efforts to identify
the labeled patterns, i.e., the labeled patterns are identified heuristically without using any ground truth
information. Like other semi-supervised cases, the time requirement of this technique is little more. It is
worth noting that for the considered kind of application it is not fundamental to produce results in real
time.

Experimental results obtained on different real multitemporal data sets confirm the effectiveness of
the proposed approach. The presented technique significantly outperforms the standard optimal-manual
MTET technique and K-means technique. The proposed technique also provides comparable overall
change-detection error to the one achieved with the context-sensitive EM+MRF technique.
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