Int J Adv Manuf Technol (2008) 36:1191-1201
D00 D0 DO T /500 ] 7 0-006-092 54

Improved recognition of control chart patterns using

artificial neural networks

Susanta Kumar Gauri » Shankar Chakraborty

Abstraet Recognition of abnormal patterns in control
charts provides clues to reveal potential quality problems
in the manufactunng processes. One potentially popular
approach for recognizing different conwrol chant pattems
(CCPs) 15 o develop heuristics based on vanous shape
features of the pattems. The advantage of this approach is
that the users can easily understand how a particular pattern
is identified. However, consistency in the recognition
performance 5 found to be considerably poor in the
heuristics approach. Since shape feawres represent the
main charactenstics of the patterns in a condensed fomm,
artificial neural network (ANN) with featres extracted
from the process data as mput vector representation can
facilitate efficient pattem recognition with a smaller
network size. In this paper, a set of seven shape features
is selected, whose magnitudes are independent of the
process mean and standard deviation under a special
representation of the sampling mterval in the control chart
plot. Based on these features, the CCPs are recognized
using a multilayered perceptron neural network rained by
back-propaganon algorithm. The recognizer can recognize
all the eight commonly observed CCPs. Extensive perfor-
mance evaluation of this recognizer is camied out using
simulated pattern data. Numerncal results indicate that the
developed ANN recognizer can perform well in real time
process control applications with respeet to both recogni-
tion accuracy and consistency.
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1 Introduction

Control charts, predominantly in the form of X chan, are
important tools i statstical process control (SPC). They
are useful in determining whether a process is behaving as
intended or there are some unnatural causes of vanation. A
process is out of control if a point falls outside the control
limits or a series of points exhibit an unnatural pattern. One
of the eight types of patterns, e.g., normal (NOR),
stratification (8TA), systematic (8YS), cyclic (CYC),
upward shift (US), downward shifi (DS), increasing trend
{UT) and decreasing trend (DT) [1] are usually observed in
control charts. Only the nonnmal pattem is indicative of the
process continuing to operate under the chance causes, all
other pattems are unnatural. Recognition of the abnonmal
pattems s an important aspect of SPC. Identification of the
unnatural pattems can greatly narrow down the set of
possible causes that must be investigated and thus the
diagnostic search process can be effectively reduced in
length.

Owver the years, numerous supplementary rules known as
zone tests or run tests [2] have been proposed to analyze
control charts. Interpretation of the process data still
remams difficult becawse it mvolves pattern recognition
tasks. 1t ofien relies on the skill and experence of the
quality control personnel o identify the existence of an
unnatural pattem in the process. An efficient automated
control chart pattern (CCP) recognition system can com-
pensate this gap and ensure consistent and unbiased
interpretation of CCPs leading o lesser number of false
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alanms and better implementation of control charts. Alming
this, some researchers [ 3-3] have developed expert systems
for CCP recognition. Several techniques have been
deployed in the knowledge base design of the expert
systems, such as template matching, statistical testing, run
rules and heunstic algorthms/ules. Although the results
are promising, a common problem as reported in the
previous studies is that of false recognition.

Development i the computing technology has motivat-
ed many rescarchers [6—11] to explore the use of arificial
neural networks (ANNs) for control chart pattern recogni-
tion. The use of neural network techniques has overcome
some of the drawbacks encountered in the conventional
expert system approaches. Most of the existing ANN-based
control chart pattem recognition schemes as reported in the
literature, have used nomalized or scaled raw data as input
vectors to the recognizer. These data representations
nomally produce large ANN structures and are not very
effective and efficient for complicated recognition prob-
lems. A smaller ANN size can lead o faster raining with
better recognition performance. The limitations of using
pre-processed mw data as mput vectors can be overcome
with the use of extracted feawres from control charts for
representing the data [10, 12]. Whereas Pham and Wani
[12] have used nine shape features, Hassan et al. [10] have
used s statistical features for recognition of six principal
control chart patterns, ie, NOR, CYC, UT, US, DT and
DS, Since extracted features represent the main character-
istics of the original data in a condensed formm, the feature-
based neural network approaches can facilitate accurate and
efficient pattern recognition.

One limitation in exiraction of statistical features 15 that
it requires considerably large number of observations.
Moreover, the statistical features lose information on the
order of the data. On the other hand, each type of control
chart pattem has its own geometric shape and various
features can represent this shape. The advantage of shape
features s that those can be extracted from lesser number of
observations withowt losing order of the data. However,
extraction of some of the shape features considered by
Pham and Wani [12] requires user’s mputs and consequent-
ly, their CCP recognition system is not wuly automated.

Gaurt and Chakraborty [13] have studied the usefulness
of 32 possible shape features and presented a set of
heuristics based on an optimal set of 13 features using
classification and regression tree (CART) algorithm [14]
Their heuristics can recognize all the eight types of CCPs.
The main advantage of their proposed approach is that
extraction of the shape features does not require user’s
inputs in any form and so the CCP recognizer developed
using those features 15 truly automated. However, 8 rgorous
study on the recognition perdformance of the heurstic-based
recognizer on multiple sets of simulated test samples

reveals that its performances vary widely. In other words,
the generalization of the heunstic-based recognizer is found
to be quite poor. This is because that in the process of
automatic selection of feawres under CART algorithm, a
few correlated features have been selected in the optimal set
and as pointed out by Montgomery and Peck [15],
prediction based on correlated variables can lead to
prediction instability. The number of pattems in different
pattem classes are widely different (e.g, number of upward
shift pattems are nine times more than nommal patterns) in
the learning samples used by Gaun and Chakraborty [13]
for selection of the optimal set of feawres and the related
heuristics. This may be the possible reason why such
correlated features have been selected automatically.

On the other hand, although the magnitudes of all the
feamres in the optimal set [13] are independent of the
process mean, magnitudes of some features m the optimal
set (e.g., AASBP ASL, SRANGE, BRANGE, DABL,
DBRANGE, ALSPI, ABDPE, SASDPE and SASPE) arce
dependent on the process standard deviation. Consequently,
the heuwristics based on these features will only be
applicable to a specific process from where the leaming
samples are collected/simulated. From a prelimmary study,
it is observed that the magnitudes of all these features
become mdependent of the process standard deviation if the
mathematical expressions for two features 4A458P and
ALSPI are slightly modified and each sampling interval is
represented by a constant linear distance, o= 1o, where @ is
the standard deviation of the undedying process. Conse-
quently, the CCP recognizers developed using the shape
feamres extracted under this representation of sampling
interval will be applicable o any general process.

In this paper, a set of seven shape features is considered
and extracted under the above-said representation of
sampling interval. Based on these features, CCPs are
recognized using ANN techniques and the performance of
this recognizer is extensively studied using synthetic pattern
data.

2 Sample patterns

Ideally, sample pattems for developing/validating a CCP
recognizer should be collected from a real process. Smee, a
large number of patiems are required for developing/
validating a CCP recognizer and as those are not econom-
ically available, simulated data are often wsed. This 15 a
common approach adopted by other researchers also.
Varous control chart patterns are generated considenng
different pattem parameters as shown in Table 1. The
window sze (V) 15 taken o be 32, 1e., cach observation
window consists of 32 data points. The values of different
pattem parameters are vaned randomly in a unifonm
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Table 1 Parameterss for simulating control chart pattems

Contml chan patterns Pattern pammeters

Parameter values Pattern equations

Mormal Mean ()

Standand deviation {7}
Stratification Random noise (')
Svstematic Svstematic departune (o)
Cyelic Amplitude (a)

Period (T)
Increasing trend Cradient (g}
Decreasing trend Gradient (g}

Upward shift Shift magnitude (5}
Shift position (#)
Shift magnitude (5)

Shift position ()
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-2.5¢ w —-1.50 ¥ =} +ro - ks,

9 17,25 k=1ifi > P ekek=10

manner between the limits shown. For the generation of
training and test pattems, 300 and 250 tme series of
standard normmal data are used respectively. Since there are
eight pattern classes considered in this sudy, a total of 2400
(300=8) and 2000 {250=8) sample patterns are simulated
for training and validation/verification phases respectively.
It may be noted that the training set contains equal number
of samples for each pattern class. This is so done because if
a particular pattem type is trained more number of tmes,
the network will become biased wwards that pattern.

3 Shape features

The pair-wise correlation coefficients among the thirteen
shape features in the optimal set of features as derived by
Gaun and Chakraborty [13] are estmated from the leaming
samples. It is noted that some pair-wise correlation

Tahle 2 Pair-wise correlation coefficients between some selected
features

Featunzs ASL SEANGE ABDPE
AASBP 0.01 ~(L04 0.30
ASL 1.0 -0.2 .11
SEANGE ~0.20 1.0 L3R
EVE 0.01 0.10 0.0
REAE ~{.19 0.91 0.26
BRANGE -0.21 0.97 046
DABL 0.87 -0.33 0.30
DERANGE ~{15 0.89 0.36
ALSFI 0.03 -0.32 .46
ABDPE 0.11 038 1.00
SASDPE -0 11 41 0.97
SASPE 0.13 032 0.82
REPEPE -0.12 0.65 0.28

coefficient values are very high, as given in Table 2. This
implies that the optimal set of features includes some highly
correlated features. For example, A5L is highly correlated
with DABL SRANGE with BRANGE, REAE and
DBRANGE, and ABDPE with S4ASDPE and SASPE
Consequently, the stability (or consistency) of the recogni-
tion pedormance becomes considerably poor when the
CCPs are recognized using those features. In this sdy,
therefore, only those features, which are having fairly low
correlation among themselves, are chosen (see Table 3).
These features are listed below:

a) Ratio between the variance of the observations and
mean sum of squares of errors of the least square (LS)
line representing the overall pattem (B VE)

by  Average absolute slope of the swaight lines passing
through the consecutive points (A4ASBP)

¢) Area between the overall pattem and LS line per
interval in terms of SD° (ALSPI)

d)  Average of slopes of straight lines passing through six
pair-wise combinations of midpomts in four equal
segments (A5L)

¢) Range of slopes of straight lines passing through six
pair-wise combinations of midpoints in four equal
segments (SRANGE)

7 Ravo of mean sum of squares of errors of the LS line
representing the overall pattern and pooled mean sum
of squares of errors of the LS lines fitted o0 two
segments that minimize the pooled mean sum of
squares of crrors (REPEPE)

) Absolute slope difference between the LS line repre-
senting the overall pattern and line segments represent-
ing the patterns within the two segments that minimize
the pooled mean sum of squares of errors (4 B0DPE)

The mathematical expressions of the above-mentioned
seven Teatures are shown in Appendix. 1t may be noted that
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Table 3 Pair-wise correlation coefficients between considered features

Featunzs AASBP ASL SRANGE RVE ALSFI ABDPE REPEPE
AASBP 1.00 0.01 004 0.22 046 0.30 0.27
ASL 0.01 1.0 020 0.01 0.03 0.11 0.12
SEANGE RIS 0.20 .00 0.10 0.32 038 0.65
RVE 0.22 0.01 LALD 1.00 0.30 .04 0.15
ALSFI (.46 0.03 032 0.30 1.00 .46 0.12
ABDPE 0.30 0.11 038 0.09 .46 1.0 0.28
REPEPE 0.27 0.12 065 0.15 0.12 0.28 1.00

the expressions for the features AASBP and ALSPI are
marginally different from that used by Gauri and Chakraborty
[13]. This is so done to ensure that the magnitudes of these
two features become mdependent of the process standard
deviation. The remaining features are independent of the
process standard deviation due o the particular representation
of the sampling mterval in the form of e=1o.

4 Pattern recognizer design using artilicial neural
network

The structure of a neural network can be characterized by the
interconnection architecture among the processing elements,
the transfer function for conversion of inputs into outputs
and the learning algorithm. There exists a variety of different
structures and learnng algorithms useful for neural network
applicanons, eg., mulalayer perceptron (MLP), counter
propagation network, probabilistic neural network (PNN),

Fig. 1 MLP neural network
architectum

Input layer

Input vector

learning vector quantization (LVQ), modular neural network
{MNN) and others. Since a multilayer perceptron with back
propagaton leaming rule has been successfully used by
many researchers [6, 7,9, 10] to solve pattern classification
problems, this pattern recognizer is also developed based
on MLP architecture. This type of neural network is simple
and ideally suited for pattern recognition tasks. Its basic
structure comprises an mput layer, one or more hidden
layer(s) and an output layer. The input layer receives
numerical values from the outside world and the output
layer sends information o the users or external devices.
The processing elements in the hidden layer are used to
create mnternal representations. Each processing element in
a particular layer is fully connected to every processing
element in the succeeding layer There is no feed back to
any of the processing elements. Figure 1 shows an MLP
neural network architecture comprsing these layers and
their respective weight connections, w; and “IJ;"

Output layer

Hidden layer
F k
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Before this recognizer can be put into application, it
needs to be rained and tested. 1o the supervised training
approach, sets of training data comprising input and target
veetors are presented to the MLP. The learning process
takes place through calculating the error, propagating the
error back through the network, and modifying/adjusting
the weight connections between the input and hidden layers
{wr}l.} and between the hidden and output layers {\W_.;,.']' to
reduce the error. These weight connections are adjusted
according to the specified performance and learning
functions of the neural network.

4.1 MNeural network configuration

The general rle is that the network size should be as small
as possible to allow efficient computation. In the present
neural network application, the number of nodes in the
input layer is set according to the actual number of features
used, ie, seven. The number of output nodes is set
corresponding o the number of pattern classes, 1.e., ecight,
cach representing a particular pattern class. On the other
hand, the number of nodes in the hidden layer is selected
based on the results of many expenments conducted by
varying the number of nodes from 10 w 200 All those
experiments are coded in MATLAB® using its ANN
toolbox [16]. The neural network is trained using a
particular set of leaming samples, and then two different
sets of test samples are subjected to classificaton by the
trained network. The resulting average misclassification
percentage value is, then, estimated. The transfer functions,

data representation scheme and training algorithms men-
tioned in Section 4.2, 4.3 and 4.4, respectively, are used for
the network dunng those expenmentations. The average
recognition performances achieved under different number
of hidden nodes are shown in Fig. 2, which mdicates that
the recognition pedformance of the neural network for the
two sets of test samples 15 the maximum when the number
of nodes in the hidden layer is 16. The selected ANN
architecture is, therefore, 7= 168,

4.2 Transfer function

The transfer functions used are hyperbolic tangent (fansig)
for the hidden layer and sigmoid (fogsig) for the output
layer. The hyperbolic tangent function transforms the layer
inputs to output mnge from —1 to +1 and the sigmoid
function transforms the layer inputs o output range from 0
to 1 [17].

4.3 Data representation

Various shape features from different control chant patterns
are extracted. The feature values are then mapped o an
interval of (—1, 1) using a simple linear ransformation,
5= iz * l:_.fj __.fjlni:ujl."fl:._.f:;l.'ﬂx __.f:uf'li:u:I - ]-E ':,]-:I
where, f; and s, are the actual and scaled wvalues,
respectively, for the i feature (i=1,2,..,7).

Smee this stdy uses the supervised tmining approach,
cach pattem presentation is tagged with its respective label

Fig. 2 Effect of number of 97.0
nodes in the hidden laver on
average recognition percentage
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Table 4 Targel recognizer outpuls

Pattern class Diescription Recopniser oulpuls

Node

1 2 3 4 5 6 7 b
1 NOR 0.9 0.1 1 0l 0.1 0.1 0.1 0.1
2 STA 0.1 0.9 1 0l 0.1 0.1 0.1 0.1
3 SYS 0.1 0.1 05 0l 0.1 0.1 0.1 0.1
4 oy e 0.1 0.1 ol a9 0.1 0.1 0.1 0.1
% T 0.1 0.1 ol 0l 0.9 0.1 0.1 0.1
6 s 0.1 0.1 1 0l 0.1 0.9 0.1 0.1
7 oT 0.1 0.1 ol ol 0.1 0.1 0.9 0.1
8 Ds 0.1 0.1 ol 0l 0.1 0.1 0.1 0.9

These labels, shown in Table 4, are the target values for the
recognizers” output nodes. The maximum value in each row
(0.9} identifies the comesponding node expected W secure
the highest output for a patiern considered to be comrectly
classified. The output values are denoted as O, O, Oy In
Fig. 1.

4.4 Training algorithm

Preliminary investigations are conducted to choose a
suitable training algonthm. Three types of back propagation
training algorithms, e.g., gradient descent with momentum
and adaptive leaming rate (fraingdyx), BFGS quasi-Newton
(frainhfg), and Levenberg-Marquardt (frainfm) algorithms
are evaluated, based on some expenaments coded in
MATLAB® using its ANN toolbox [16]. Traingdx, trainhfe
and trainfm are various codes available in MATLAB® for
different rainmg algonthms. The fraingdx is adopted here
for traming of the network, since it provides reasonably
good performance and more consistent results. This result is
in conformity with that of Hassan et al. [10]. This training
algorithm 15 also more memory-cfficient compared with
trainfm. Trainlm gives the fastest convergence with the
least number of epochs, but it requires too much memory.
Trainbfz pives much faster convergence compared to
traingdy, but the resulis are relatively less consistent. The
network performance is measured vsing the mean squared
error (MSE) value.

4.5 Training and venfication

Recognition performance and generalization are the two
critical issues for acceptance of a pattem recognizer for real
tume applications. With the aim to obtain a rigorous
evaluaton of the developed ANN-based pattern recognizer,
three new sets of waining samples of size 2400 cach and

four new sets of verification samples of size 2000 each are
generated. Each set of the raining data comprising the
input and target vectors is presented w the MLP with the
following training parameters:

- Maximum number of epochs=2300
—  Learnmg rate=10.1

—  Ratio to increase learning rate=1.03
—  Ermor goal=0.01

—  Momentum constant=0.5

—  Ratio to decrease leaming rate=0.7

The training is stopped whenever either the eror goal
has been achieved or the maximum allowable number of
training epochs has been met. In this process, three different
ANN-based recognizers are developed. All these recog-
nizers have the same architecture and differ only in the
training data sets used.

A pood idea about the generalization capability of a
recognizer can be obtained by exposing it to multiple
sets of test samples for classification. The recognition
performance of all these three ANN-based recognizers
are, therefore, tested using different sets of test samples.
The procedures for training and verification are coded
in MATLAB® using its ANN toolbox [17]. The
recognition performance of the ANN-based pattern recog-
nizers at the tminmg and verification stages are provided
in Table 5.

4.6 lmplementation

The trained network stores the mplicit decision rules
through a set of connection weights wsed to recognize the
unnatural patterns. Given with an mput vector, the neural
network will always produce an output vector. In this
application, the value of each processing element in the
output layer is a real-valued variable (between 0 and 1)
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Table 5 Training and verification performance of the ANN recopnizers
Recognizer number Trmining phase Werification phase
Coarect classifcation (%) Correct classification (%a)

Mean Min. Max. Ranpe
Rl 95.63 95.69 Q546 96.01 0.55
R2 96.12 9576 9513 96.18 1.05
R3 95.8% 9581 Q534 96.29 0.95
Owerall mean 95 88 95,75 Owerall range .16

The recognizer selects the pattem comresponding to the
output node having the maximum value. The proposed
pattern recognizer nvolves the following sieps:

Step 0. Colleet the most recent 32 sample means from the
monitored process.

Extract the magnitudes of seven shape featres,
c.g, RVE, AASBP, ALSPI, ASL, SRANGE, REFEPE
and ABDPE. Scale these values to (=1, 1) interval.
Denote the coded values by v (i=1.2,..7). The
coded data form an input vector, ¥y, to the neural
network, where F=1{v;}.

Present the mput vector Fy to the trained neural
network and compute the output vector F,={o,
01, 03, 04, 05, Og, &7, Og).

Step 3. Let o =max [o0,, 02, 03, 04 Os, Og, O7, O]
comresponds o the ith node. Then the pattern
comresponding to the ith output node will be the
identfied pattem by the recognizer.

Go to step 0.

Step 1.

Step 2.

Swep 4.

5 Results and discussions

Table 5 shows the traming and venficanon performance of
the three ANN-based recognizers (coded as R1, R2 and
R3). It 15 noted that for all these three recognizers, the
recognition performance at the training and verfication

Table 6 Confusion matnx for the ANN-based recognizens

phases do not differ significantly. The overall mean
percentage values of correct recognition at the taming
and verification phases are 95 88% and 93.73% respective-
ly, and the overall range for percentage of comect
classification in the venfication phase 1s 1.16% only. This
implies that the proposed ANN-based pattem recognizer
can produce highly reliable and consistent recognition
performance.

5.1 Confusion matnx

The confusion matrix is a table summanzing the tendency
of the recognizer to classily a recognized pattern nto a
correct class or into any of the other seven possible (wrong)
classes. The confusion matrx, as given in Table 6, provides
the overall mean percentage of confusions among different
pattem classes for the recognizer. In other words, these are
the mean of scores from 12 such matrees (3 recognizers =
4 test sets).

Table 6 shows that there 18 confusion n the classifica-
tion process by the recognizer. There s a tendency for
cyelic pattems o be mostly confused with nommal pattems,
shift pattems with trend pattems, and trend pattems with
shift pattems. Cyclic patterns are the hardest to be classified
(93.67%), followed by downward shift (94.00%) and
downward wend (94 33%) pattems. This mdicates that the
performance of the recognizer can still be improved by the
identification of new features that will be more uselul in

True pattern class entified patern class

WOR S5TA 5YS CYC UT Us DT D&
MOR 94.78 0.0 0.00 in I.44 0.00 0.67 0.00
S5TA 011 949 89 0.00 0.00 0.00 0.0 0.00 0.00
5YS 0.00 0.0 94983 0.11 0.00 0.00 0.00 0.00
CYC 3.00 0.0 0.11 93.67 0.33 0.00 .11 1.78
UT 100 000 0.00 044 94 89 2.67 1.00 0.00
Us 044 004 0.00 .44 156 9456 .44 0.56
oT 1.56 0.0 0.00 .44 0.00 0.22 9433 344
D& 1.33 000 0.00 0.56 0.00 0.33 378 94041
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discnminating eyelic from normal patterns, and shifi from
trend patterns. On the other hand, the results for classifi-
cation of nommal patterns in Table 6 (94.78%) suggest that
the type | error performance of the recognizer does not
seem o be quite good. This is possibly due to the
unpredictable nature of the random data streams that make
them relatively more difficult to be recognized compared to
other unnatural pattems.

5.2 Relative importance of the selected featres

Use of too many features as input vector will lead to a more
complex neural network due to merease in the network size,
which 1s undesirable. Understanding the relative importance
of various featres on the recognition performance can be
helpful in identifying the unimportant feature, if any, in the
chosen set. This will be valuable because the network stee
can be reduced by eliminating the unimportant feare(s) or
the unimportant feature(s) can be replaced by more
powerlul new feature(s), if can be identified and thus, the
recognition performance can be improved restricting the
network size to the bare mimimum.

A possible approach for assessing the relative impor-
tance of various Teatures can be desenbed as follows:

a)  Seleet a particular set of verification samples.

b) From the selected set of venfication samples, prepare
seven artificial sets of test samples. In each anificial set
of test samples, replace all the individual values of a
feature comesponding to different pattemns by the mean
value of the feature, 1.e., make the values of one feature
invariant arificially keeping the values of all other
features as those are m the onginal set of venfication
samples.

¢) Recognize the control chart pattems from the aificial
sets of test samples using the proposed CCP recognizer.

d) Compute the amount of increase in misclassification
enor (MCE) due to making varous features invanant
in the artificial sets of test samples.

e) The feature whose mvartance leads w the maximum
mcrease in MCE may be considered as the most
important feature for correet recognition of CCPs, and
the feature whose nvanance does not affect MCE
significantly may be considered as an unimportant
{eature.

As noted from Table 5, the mange for percentage of
correct classification 15 the minmmum (0.55%) for the
recognize R1 and therefore, it is taken for the purpose of
assessing the relative mportance of variows feamres. This
CCP recognizer has resulted in an avemge 95.69% of
correct recognition, i.e., 431% of misclassification at the
verfication phase. Seven artificial sets of test samples are
prepared from a set of verification samples and then

Table 7 Effects on pattem misclassification (%) due w0 vanous
invariant features

Setoftest  Imadant  Observed Amount of increase in
patlems feature misclassification  misclassification

1 RVE 4891 Hab

2 REPEPE 4142 TN

3 AASBP 30.70 26.39

4 ABDPE 2R.17 2386

5 ALSPI 2445 004

[ ASL 2237 I15.06

7 SRANGE 9.67 536

subjected to classification using the recognizer R1. The
observed misclassification values in seven artificial seis of
test pattems, aranged in a descending order, are given in
Table 7. It can be observed from the table that all the
chosen features have some important contribution in
recognition of varnous CCPs. However, the most important
and the least important features in the chosen set are RVE
and SRANGE respectively. It can be noted from Table 3 that
the feature SRANGE is quite highly comrelated with feamre
REPEPE, which is the second most important featre. This
may be the possible reason for the least importance of the
feawre SRANGE. If a new feature, which will be more
powerful in pattern discriminaton and whose degree of
association with the chosen set of feawres will be faidy
low, can be identified, it should replace the feature
SRANGE 1o achieve better recognition performance.

& Conclusions

A set of seven shape featres is selected so that their
magnitudes will be independent of the process mean and
standard deviaton. Based on these features, all the eight
commonly observed CCPs are recognized using a multi-
layered perceptron artificial neural network rained by back-
propagation algorithm. The performance of the recognizer
is extensively smdied using synthetic pattern data. The
numerical results reveal that the developed ANN-based
recognizer can perform well in real time process control
applications in terms of reliability and consistency of
recognition performance. Analysis of the confusion matnx
indicates that the recognizer has a general tendency of
confusing cyclic pattems with nonmal, shift pattems with
trend, and trend patterns with shifi. This s mdicative of the
fact that the performance of the recognizer can be improved
further by identification of new feawres that will help in
diseriminating cyclic patterns from normal, and shifi
pattems from trend. The least contributing feature is
identified based on analysis of the relative importance of
various features. If a new feature, which will be more



Int J Adv Manuf Technol (2008) 36:1191-1201

1194

Fig. 3 Four equal segments in a a5
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powerful in pattern discrimination, can be identified, it
should be used in place of the least contributing feature to
achieve better pattem recognition performance without
increasing the neural network size.

RVE =

N N W 2 N
Z {JJJ' o j’jz/{‘ﬁ"r = ]'II‘| / [ Z {JJJ' o _.].J:IE = (Z J’J’{IJ' 35 F:I) /Z {I; v E:IE /{‘ﬂ'"r = 2:'
i=l1 =1 =1 i=l

Sampling interval

Appendix: Mathematical expressions for various shape
features

{a) Ratio between variance of the observations and mean
sun of squares of errors of the least square (LS) line
representing overall pattem (RVE):

where, f; = ic(i =1,2,..,N) is the distance of ith time
pomt of cbservation from the origin, v is the observed
value of a quality characteristic at ith tme point, and N is
the total number of observations m the window.

b) Average absolute slope of the straight lines passing
through the consecutive points (A4SBP):

N1

AASBP =Y " (i1 — y)/(tig1 — )] / (N=1)

i=]

(3)

¢) Area between the pattern and LS line per interval in
terms of SO° (ALSPI:

ALSPI = [ALS /(N = 1)] / S50F and D7 = Z(m‘_. 7 / (N =1)
d=]
(4]

where, ALS is the area between the pattern and the fitted LS
line. The value of ALS can be easily computed by summing
the areas of the tnangles and trapeziums that are formed by
the LS line and overall pattern.

d) Average slope of the stright lines passing through six
pair-wise combinations of midpoints in four equal segments
{ASL):

The total length of the data plot s divided into four equal
segments (see Figo 3) and the behavior of the process in a
quarter time period, Le., within a segment, is represented by
the midpomt of the segment, which can be estimated as

S/} 5/}

where ny=1, 9, 17 and 25 for the fist, second, third and
fourth segment, respectively. A combination of two mid-
points can be obtained in (3 = 6 ways implying that six
straight lines can be dawn passing through the midpoints
of these four segments. Thus,

ASL= 3" s [/ 6(/=1,2,3;k=2,3,4)
Jok
F=k

(5]

where s is the slope of the straight line passing through the
midpoints of jth and kth segments.
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¢) Range of slopes of straight lines passing through six
pair-wise combmations of midpoints {SRANGE):
SRANGE = maximum (s

— minimum (sg ); (f = 1,2, 31k =2,3,4;j < k)
(6]

In case of a shifi pattem, the total observations can be
divided imto two windows (before and after the ocewrrence
of a shifi) and two LS lines (each approximately honzontal

to the X-axis) can be fitted well in these windows.
However, the time point of occurrence of shifi cannot be
known exactly. Therefore, a criterion-based segmentation,
where the window sizes may vary in order to satisfy the
desired eriterion, 15 taken mto account. Two LS lines that
lead to the minimum pooled mean sum of squares of errors
(PMSE) are considered here as the two best fited lines
within the overall pattem. Let the limiting time point of
segmentation 15 m (8 <m=24). The PMSE value of the two
LS lmes 1s, then, given by the following expression:

a

no 3 e B = no .3 N .3 N ) B Es N .3
So-9'- (Exe-0) /E6-12|+| = 06i-9'-( T wtu-w) / T @w-2)
N —4

e N
i = Zr,- m, and & = Z i f (N —m).
i=1

i=m+ 1

Assuming that at least eight observations are required for
fitting a LS lne, we fit the LS lnes to all possible two
windows and compute the corresponding PMSE values.
Then the value of m that leads to the mmnimum PMSE is
considered as the limit point of the first window and (m+1)
becomes the starting point of the second window. Using
this segmentation, the following two features are extracted.

) Ratio of mean sum of squares of errors of the LS line
representing the overall pattern and pooled mean sum of
squares of errors of the LS lines fitted to the two segments
(REPEPEY):

REPEPE = MSE | PMSE (7)
where MSE is the mean sum of squares of errors of the LS

line fitted to overall pattem and is given by the following
equation:

N N 2 4N
S o9 - (w0 / Z':n-—'rf] Jo-
=1 =1 =1

g) Absolute slope difference between the LS line
representing the overall pattem and line segments repre-
senting the patterns within the two segments (ABDPE):

ABDPE = sf=1,2) (8]

- (30/)

where 8B; is the slope of the LS line fitted to jth window and
B is the slope of the LS line fitted to overall pattem, and
can be given by the expression:

N N
> wilt—1) / > (e -7y
=1
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