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Abstract

In some Thai documents, a single text fine of a document
page may contain both Thai and English scripts. For the
Optical Character Recognition (OCR ) of such a document
page it iv better to identifv, at first, Thai and English

seript portions and then to wse individual OCR system of

the respective scripts on these identified portions. In this
paper, a SVM based method is proposed for identification
of word-wise printed English and Thai scripts from a
single fine of a document page. Here, at first, the
document iv segmented into lines and then lines are
segmented into charvacter groups (words) In the proposed
scheme, we identify the script of the individual character
group combining different character feamres obtained
Sfrom structural shape, profile, component overlapping
information, topological  properties,  water reservoir
concept ete. Based on the experiment on 6110 data we
obtained 99.36% script identification accuracy from the
proposed scheme.

1. Introduction

There are many Thai documents where a single document
page contains both Thai and English wxis. An example of
such document is shown in Fig. 1. For OCR development
of such a document page, it is better to separate different
scripts before feeding them to the OCRs of individual
scripts [1]. In this paper, a SVM based technigue is
proposed for the identification of Thai and English scripts
from a single document.
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Fig.1 Example of a document containing both Thai
and English.

There are many pieces of work on script identification
[1-7]. Among them Spitz [2] developed a method for Han

based or Latin based script separation. He used optical
density  distribution  of  characters  and  frequently
occurring word shape characienstics for the purpose.
Ding et al. [3] proposed a method for European and
Oriental script identification. Using fractal-based texture
features, Tan [4] descnbed an automatie method for
identificaion of Chinese, English, Greek, Russian,
Malayalam and Persian text. Among Indian scripts, Pal
and  Chaudhuri  [5] proposed a  line-wise  script
identification scheme from Indian ti-lingual documents.
Later, Pal et. al [6] proposed a generalized scheme for
ling-wise script identification from a single document
containing twelve Indian scripts. Dhanya et al. [7] used
Linear Support Vector Machine (LSVM), K-NN and
Meural Network (NN) classifiers on Gabor-based and
zoning features o classify Tamil and English scripts.
Zhou et al. [12] proposed a Bangla/English script
identification  scheme using  connected  component
analysis. Recently, Jaeger et al. [10] used K-NN, SVM,
weighted Euclidean distance, and Gaussian  mixture
model to identify English from Arabic, Chinese, Korean
and Hindi scripts.

There are many pieces of work on script identification
[1] but there is no work o identify Thai and English
scripts present in a single line. In this paper, a scheme for
identification of different portions of Thai and English
scripts from a single text line is presented and 1o the best
of our knowledge this is the first work of its kind.
Different feawres obtained from structural shape, profile,
component  overlapping  information,  topological
properties, waler reservoir concepl ete. of the characters
of a word icharacter group) are computed and fed 1o a
SVM classifier for its identification.

2. Properties of Thai Script

Thai, a Tai-Kadai language is used by more than 25
million people in  Thailand, the Midway Islands,
Singapore, the UAE and the USA. Thai alphabet set
consists of 44 basic consonants, 17 vowels, 4 tones and 2



punctuation marks. For some  consonants  there are
multiple letters. Onginally they represented separale
sounds, but over the years the distinction between those
sounds was lost and the letters were used instead 1o
indicate tones. Thai character set is shown in Fig.2.

In Thai alphabet, consonants are divided into three
classes and this division helps o determine the tone of a
syllable. The sounds mepresented by some consonants
change when they are used at the end of a syllable. Some
consonants can only be used at the beginning of a syllable.
Thai is a tonal language with 4 tones. The tone of a
syllable is determined by a combination of the class of
consonant, the type of syllable {open or closed), the tone
marker and the length of the vowel.
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Fig.2. Examples of Thai (a) vowels (b) consonant.

There is while space between two consecutive words in
English text but there s not such while space between two
consecutive words in Thai, instead spaces in a Thai text
indicate the end of a clause or sentence. Thus word
separation is difficult in Thai script. But if a single line
contams both English and Tha text then generally there 1s
enough  space between English and Thai text. For
example, see the 2™ and 4% lines of Fig.1. We use this
space information for segmentation of text inlo character
eroups (words) and identify the script of these groups.

3. Preprocessing and features extraction

The digitized images are in gray tone and we have used a
histogram based thresholding to convert them into binary
images, The image is de-skewed if there is any skew. The
digitized image may conlain spurious noise pixels and
irregularities on the boundary of the characters, leading 1o
undesired effects on the system. For removing these noise
pixels we have used a simple and efficient method due 1o
[5]. The lines are segmented from the documents by
finding the valleys of the horizontal projection profile
computed by counting the number of black pixels in each
row. The trough between two conseculive peaks in this
profile denotes the boundary between two text lines. A
text line can be found between two consecutive boundary
lines. After a text line is segmented, it is scanned
vertically. If in one vertical scan two or less black pixels
are encountered then the scan is denoted by (. Else, the
scan is denoted 1. In this way a string of 0 and 1 is
construcled. Now, if in the string there exist a mun of (s

with minimum length 2%k, then the midpoint of that run is
considered as a boundary for segmentation of text into
groups (words). The value of &; s taken as statistical mode
of the white runs among the characters of a line oblaned
by its row-wise scanning. In other words k; is an
estimation  of  white gap belween wo  conseculive
characters of a line. For individual character extraction
from a word we manly use wvertical histogram.
Component labeling is also used in some cases when two
consecutive characters are kemed in nature and vertical
segmentation is nol possible (kemed characters are the
characters who overap with neighboring characters).

We will now discuss some of the features used in our
seript identfication scheme.

3.1 Loop feature

Loop is an important property of Thai seript. In general, the
width of a loop is very small with compare to the character
width in Thai script. Some English characters (for example,
A a b B, d D, e o, p,q. Q, R) have loop but the loops of
English characters have larger width, which is at least half of
the respective character width. Fig.3 illustrates the fact. We
use this loop information as a feature of our scheme.
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Fig.3. Character width and its loop width are shown in
(a) Thai (b) English character. Character width is shown
by thick line. Loops of the characters are marked in
gray shade and the loop width is shown by dotted line.

3.2 Water reservoir principle based features

The water reservoir principle is as follows. If water is
poured from a side of a component, the cavity regions of
the component where waler will be stored are considered
as reservolrs [8).

Top (bottom) reservoir: When water is poured from op
(bottom) side of the component, the cavity regions of the
component where water will be stored are considered as
top (boltom) reservoirs. (A bollom reservoir of a
component is visualized as top reservoir when water will
be poured from top afler rotating the component by 1807).

Left (Right) reservoir: Lefi (right) reservoirs are
obtained when water is poured from left (nght) side of a
component. For illustmbon see Fig.d. Here top, botom,
left and rght reservoirs of some English characters are
shown.

Water flow level: The level from which water overflows
from a reservoir is called as water flow level of the
reservoir (see Fig 3).



Reservoir base-line: A line passing through the deepest
point of a reservoir and parallel to water flow level of the
reservoir is called as reservoir base-line (see Fig. 5).
Height of a reservoir: By height of a reservoir we mean
the depth of water in the reservoir. In other words, height
of a reservoir is the distance between reservoir base-line
and water flow level of the reservoir (see Fig.5).
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Fig. 4. Top, Bottom, right and left reservoirs are shown.
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Fig.5. Base-line, water flow-level, height of a reservoir
are shown in top reservoir.
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Now we shall discuss some of the reservoir-based features
used i the scheme.

Top reservoir can be found in many Thai characters.
Also top reservoir can be obtained in some of the English
characters like H, k, K, L, M, N,u, U, v, ¥V, w, W, x, X, v,
Y etc. We consider those top reservoirs whose heights are
ereater than 40% of the character height. The difference in
the top reservoirs found in English and Thai characters are
as follows:

ia) The water flow level in English characters mainly
coincides with the character upper boundary, which is
not true in most of the Tha characters. Sometimes for
the English letters ‘k’ and *L°, water flow level of top
reservoir does nol coincide with upper boundary. In
case of ‘K’ the reservoir base-line is almost at the
middle of the character, and in case of ‘L’ height of
right half’ of the character is very small compare o ils
left half. These are the notable distinguishing feature
for their identification from Thai characters.

(b)y Thar and Enghsh characters having op reservor and
water flow level coincides with upper boundary can
mostly be distinguished by the following property.
Thai characters have a small loop at the lefi upper part
of the characters and this loop is absent in English
characters. Loops in some of such Thai chamctlers are
shown in Fig.6.

Botlom reservoirs also play an impodant role in our
identification  scheme. There is a distnet  difference
between the shapes of the boltom reservoirs in some of the
English and Thai characters. There is a definile sequence
of reservoir width at different rows as we move towards
the bottom of the reservoir starting from water flow level
iby meservoir width of a paticular row we mean the

distance between two border points of that reservoir in that
particular row). We use this width information for their
identification. For English character the reservoir width at
different rows will either remain similar or tends (o
decrease as we move upwards and this is not true in Thai.
For illustration see Fig.7. Here shapes of bollom reservoir
of one Thai and one English character are shown.
Reservoir width decreases from A o B and again
increases from B 1o C in the Thai character. For the
English chamcter reservoir width remains  similar or
decreases from A o C.
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Fig.6. Top Reservoirs shown in two Thai and English
Characters. Thai characters have loop and English
characters do not have loop.
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Fig. 7. Shapes of bottom reservoir are shown in (a)
Thai (b) English character. Reservoir width of different
rows is shown by horizontal lines.

3.3 Component overlapping feature

Component overdapping feature is another distinet feature
between English and Thai texts and it is used for their
identification. In English text, vertical overlapping of two
components is absent except the chameters 17 and ‘j° but
m Thar there are many such  sitwations  where one
component vertically overlaps with other component. For
illustration see Fig. 8. To compute this overlapping feature,
we draw the bounding box of each component and check
whether bounding boxes of two components vertically
overdap or nol. Two English characters 77 and )7 hawve
vertical overlapping but these two characters have distinet
behavior for their separation from Thai. For these English
characters a vertical line-like structure is present in the
position just bellow the upper component and ratio of the
length of the two overlapping components (main part of
‘47, and its dot) 1s more than four tmes the stroke width
(Ry) of the character. This property identifies 1" and °J
from the Thai characters. By is the statistical mode of the
black run lengths of the character. For a chamcier, R, is
calculated as follows. The character is, at first, scanned
row-wise (horizontally) and then column-wise {vertically).
If n different runs of lengths ry, ra....r, with frequencies [,
f5.....0,, respectively are oblained by the scanning from the
character, then value of Ry will be r;if [ = max(f), j= 1,
2,0,
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Fig.8. Bounding box of each component is shown in (a)
Thai (b) English text.

3.4 Rotated *J° feature

In Thai there 15 a frequent occurring character 1 (an
image of this character is shown in Fig9) which looks
similar 10 the English character J when it is flipped
vertically. Presence of this shape has been used as a
feature and we check the presence of this paricular
character shape as follows. Suppose each characler is
located within a rectangular boundary, a frame. We
compute the horzontal distance from left and right
boundary of the frame to the character edge for each row
within the frame, we call this distance as lefi distance and
right distance respectively (left and right distance is
shown in Fig.9). Iff we find that in a paricular row the lefi
diztance s at least 70% of the chameter width and in that
corresponding row the right distance is less than 30% of
the character width then we say that row as candidate row.
If for a component the number of such candidate rows is at
least 653% of the character height and situated at the lower
portion of the character, and upper part of the component
is wider than its lower part then we assume that this shape
is present. Different threshold values used to compute this
feature are obtained from the experiment.
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Fig.9. Detection of rotated Fig.10. lllustrations of
V' feature profile detection

1.5 Profile feature

We use presence of two or more vertical lines as a feature
and profile feature [6] helps us w0 detect whether vertical-
line like structure present in a character or not. In Thai there
are many characters with two vertical lines (For example see
the text shown in Fig.1). For detection of vertical-line like
feature we compute profile of a character and we observe the
behavior of the profiles. We compute the number of
transitions (changing from increasing mode o decreasing
mode or vice versa) in the profiles of the characters and use
this value for feature extraction. If left (or right) profile has
only zemw tansiion (either are all increasing or all are

decreasing mode) then we say that a vertical line exists in
that character. If both in keft and rght profiles there are zero
transitions then normally two verical lines exist. For
example see Fig.10, where left and right profiles of the
italics character P is shown. Here all the kefl profiles in the
character are in decreasing mode from top o bottom. Hence
wie assume that one vertical line exists in the character. Note
that even if a chamcter is italic this method can detect
vertical line-like structures.

Based on these features we obtained a feature vector of
dimension 7 from a word. The values of a feature vector
lics between 0 and 1. To get this normalized value
(between 0 and 1) for a particular feature (say, x) we
proceed as follows. Let a word consists of N characters. If
out these N characters, P ocharacters have the featre x,
then value of this featre x s PN, We feed this normalized
feature vector to our SVM classifier for identification.

4. SVM classifier for script identification

We use Support Vector Machine (SVM) classifier for
scrpl identification. The SVM is defined for two-class
problem and it looks for the optimal hyper-plane which
maximize the distance, the margin, between the nearest
examples of both classes, named support vectors (SVs).
Given a training database of M data: {x, | m=1,.. M}, the
linear SVM classifier is then defined as:

f(.t]:Z.{rj,rj -x+b

where [x} are the set of support vectors and the
parameters & and b has been determined by solving a
quadratic problem [9].

The linear S¥VM can be extended w a non-linear
classifier by replacing the inner product between the input
vector x and the SVs x;, w a kemel function k& defined as:
klx,yv)=¢(x)-@d(v). This should
satisfy the Mercer's Condition [11]. Some examples of
kernel functions are polynomial kernels (x- )" and
Gaussian kernels expi-lle-vIFf/c), here ¢ is a real number.
Details of SWM can be found elsewhere [11] so we are not
giving details of SVM here.

kemel function

5. Results and discussions

The data used for the experiment are taken from printed
document pages. These document pages are oblained from
Thai newspaper, books and some printout of Thai
literatures obtained from internet. We considered 6110
data  (words) for our scipt  identification  result
computation. The documents are scanned at 300 dpi.

We have used 5-fold cross wvalidation scheme for
recognition resull calculation. Here database is divided into
5 subsets and testing is done on each subsel using rest of
the subsets for learning. The recognition rates for all the
test subsets are averaged o get the accuracy. We lested our



results using Linear and Gaussian SVM provided in the
OpenCV (hitp-ifsourceforge nevprojecis/opencylibrary)
library. Detail results of Linear and Gaussian SVM using
different values for the Gaussian parameter ¢ (cf, Section
4) are given in Table 1. From linear SVM we obtained
96 .89% accuracy and from Gaussian SVM we got 99.36%
script identification accuracy. From the experimental
results we computed standard deviation of the recogmtion
accuracies oblained from 5 subsets. Standard deviation of
the recognition accuracikes obltained from lincar SVM is
(.42 and standard deviation of the recognilion accuracies
obtained from Gaussian SYM are 029, 029, 0.17, 0.17,
0.17 and 0.17 when we consider ¢ as 1.0, 2.0, 4.0, 8.0.16.0
and 320, respectively. From the Table 1 it can be seen that
the choice of the parameter ¢ does not significant influence
in the accuracy of the Gaussian SVM. For different values
of ¢ the accuracy moves into a range between 99265
(when c=1.0 and 2.0) and 99.36% (when c=16.0).

Table 1. Accuracy rates for Linear and Gaussian SVYM

on test data
Lincar SVM Gaussian SVM
c=1.0 c=210 c=4.0
0680+ 42% 90236+ 20% 9026+ 20% 9934 +17%
c =80 c=160 c=32.0

9035+ .17% 9936+ .17% 9930+ .17%

Table 2. Results obtained in varying the size of test data

SVM Number of samples
1500 3000 4500 6110
Linear 9T 8T% 97.77% | 96.07% 96.89%

97 67% 9RSTH 99.02% 9926%
O8.27% OB.B0% 00.18% 9935%
98.27% ORBO% 99.15% 99.30%

Gaussian, c=1.0
Gaussian, c=8.0
Gaussian, c=32.0

We also computed accuracy of our classifier using
different size of data and the resulis are given in Table 2.
From the table it can be seen that tendency of the accuracy
rates for Linear and Gaussian SVM (e=1.0, 8.0 and 32.0). We
can observe that for Gaussian SVM the accuracy rales is
increasing with the number of samples, whereas for Linear
SWVM it 1s not true.

Since this is the first work on Thai-English script
recognilion, we cannol compare our results with other work
on Thai-English script identification. However to gel an idea
about the recognition accuracy with other existing pieces of
work, some comparison results are given in Table 3. From
the table it can be seen that our proposed method gives betier
results than that of other published work.

Table 3. Comparison of results

Method e Classifier |Accuracy
proposed by RS T used obtained
D"“"l?’;'lﬂ Al il Rnglish SVM | 9603%

Arabic-English SVM 90.93%

Jaeger et al. | Chinese-English SVM 93.43%
(1] Korean-English K-MNMN 94.04%
Hindi-English K-MNN 97.51%

Proposed e — S¥M (Linear) | ©96.89%
method | ArENBlSh | oyniGangian] 99.36%

6. Conclusion

Script separation is very useful for mult-lingual and
multi-script OCR development. In this paper we proposed
a SVM based scheme for identification of word-wise
printed English and Thai scripts from a single document
page and in future we plan w explore other classifiers for
the purpose. We tested our scheme on 6110 data and
obtained 99 36% accuracy from the proposed scheme. To
the best of our knowledge this is the first work on Thai
and English seript identification. The proposed work will
not work properly on degraded and broken documents,
which is the main drawback of the work.
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