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Abstract

During MR imaging, the image of the object may get de-
Sformed due to the slope between the MR piobe and the ob-
Ject. It is in general undesivable, particularly for 3D imag-
ing. In this paper we propose a novel method to reconstruct
the undeformed image of the object by measuring the defor-
mation at the time of the MR scan. The image wgistration
technigue coupled with genetic algovithm is used to predict
the deformation of the object. The inverse of this defor-
mation ix then applied to the image, generating the image
that would have been seen had there been no slope with the
probe. The proposed algorithm has been tested on a set of
Brain MR images and shown to remove the deformation and
so give impoved 30D reconstructions.

1. Introduction

In medical imaging technology, a number of comple-
mentary diagnostic tools such as x-my compuler lomogr-
phy (CT), magnetic resonance imaging (MR1) and position
emission omography (PET) are avalable. Magnetic res-
onanee imaging (MRIL) 15 an important diagnosic imaging
technigue for the eardy detection of abnormal changes in tis-
sues and organs. 1s unigue advantage over other modalities
is that it can provide multispectral images of tissues with a
varety of contrasts based on the three MR parameters p, T1,
and T2, Therefore, majority of research in medical image
concerns MR images [5].

During ME imaging, the image of the object may get de-
formed due to inclination of the object. Itis undesirable par-
ticulady for 3D imaging. Even though the inclination angle
is small, it is sufficient to deform the object. 1t changes the
detailed geometry of the image and the charactenstic ap-
pearance of a lesion on which the diagnosis is based.

In this paper we propose a novel method which aims 1o
reconstruct the undeformed shape of the object; that is, the
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scan which would have been achieved if there had been no
mchination between object and probe. The basic postulates
of the proposed method is that in the undeformed shape of
the object the left- and right-hand sides of the object about
the axis of symmetry will be geometrically aligned. That
is, the mutual information between the lefi- and right-hand
sides of the object about the axis of symmelry 15 maxmmum.
The genetic algorithm has been used o predict the defor-
mation due to inclination of object considering mutual in-
formation as the fimess function. The inverse of this defor-
mation 15 then applied w the image, generating the unde-
formed image that would have been seen had there been no
mchination problem. The proposed method has been tested
on & set of brain MR images and shown o correct the de-
formation due to inclination problem and give improved 3D
reconsiruclions,

The rest of the paper is organized as follows. In Section
2 some basic concepts about mutual information is intro-
duced. The proposed algorithm is presented in Section 3.
Section 4 presents the estimation of deformation parameters
by using genetic algorithm. Experimental results are pre-
sented in Section 5. Finally, concluding remarks are given
in Section 6.

2. Mutual Information and Image Registration

In this section, the basic concepts of mutual information
and registration using mutual information are reported.

2.1. Mutual Information

Two discrete random vadables A and I3 with marginal
probability distributions pa(a) and pg(b) and joint prob-
ability distribution pag(a,b) are statistcally independent
if papla,b) = pala) - pe(b); while they are maximally
dependent if they are related by one-to-one mapping 7
pala) = pel(Ta)) = papla, T(a)). The mutual infor-
mation I{ A, B) of A and B measures the degree of depen-



dence of A and B as the distance between the joint distri-
bution p 4 gla, b) and the distribution associated to the case
of complete independence pala) - pgib), by means of the
Kullbac k-Leibler measure [6], that is,
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Mutual information is related to the information theoretic
notion of entropy by the following equations:

I(A,B) = H(A) + H(B)— H(A,B) 2)
= H(A) — H{A|B) (3)
— H(B) — H(B|A) )

with (A} and H () being the entropy of A and B re-
spectively. H{ A, B is their joint entropy, and H{ A B) and
H{ B|A) are the conditional entropy of A given I3 and of &
given A, respectively. H{A), H{A|D) and H(A, B are
defined as

H(A) = = pafa)logpa(a) (5)
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with p 4 g (a) the conditional probability of A given B =
b, The entropy H(A) is known to be a measure of the
amount of uncertainty about the random variable A, while
H{ Al B) is the amount of uncertainty left in A when know-
ing 2. Hence, from 3, I{ A, 1) is the reduction in the uncer-
tinty of the random variable A by the knowledge of another
random varable B, or, equivalently, the amount of informa-
tion that [? contains about A, If A and B are independent,
papla,b) = pala) - pe(b) and I{ A, B) = 0; while if A
and I are one-to-one related, 1{A, B) = H{A) = H{E).
Some properties of mutual information are reported next.

Independence :
Symmetry :

Self mformation :
Lower hound :
Upper bound :

A, B)=10

IlA, B)=1I({B.A)

I{A, A) = H{A)

A, B) =0

I{A, B) < min{H{A), H(B))
< (H{A)+ H(B)),/2

< max{H({A), H{D))

< H{A, B)

< H{A)+ H(B)

2.2, Mutual Information as Registration Criterion

If A and B are two images that are geometrcally re-
lated by the registration transformation T, with parameters

v such that pixel p in A with intensity o physically corre-
sponds o pixel T, in B with intensity b, the statistical de-
pendence between a and b or the information that one value
contains aboul the other is measured by the muwal infor-
mation [{A, ) of the variables A = {a} and B = {b}

a=_Alp)
b= B(T.(p))
I(A,B) = ¥, , panla, blog LAz le2l
with pagla,b), pala) and pg(b) the joint and marginal
distributions of the pair (o, b) and of o and b, respectively
[1, 3]. Estimates for these distributions can be obtained by
simple normalization of the joint and marginal histograms
of the overdapping parts of both images. The relationship
pagla, b) between a and b, and hence, their mutual infor-
mation (A, B depends on T}, that is, on the registration
of the images. The mutual information registration criterion
postulates that the images are geometrically aligned by the
transformmation T,,. for which I{ A, B is maximal [7]

a* = arg max, I{4, B) (8)
3. Proposed Algorithm

In this section, we propose & method o remove perspec-
tive abnormalities from an image using image registration
in a single image. The proposed method consists of three
phises:

1. Determination of axis of symmetry;
2. Rotation of image shout centroid; and
3. Image modification for improved definition.

Each of the three methods is elaborated next one by one.
3.1. Determination of Axis of Symmetry

Let F = [f(z,y)] be an image of size M x N where
flz,y) is the gray value at location (z,y) in F, = =
0.1,2,--- M—landy =10,1,2,-- -, N — 1. Considering
eray level as point mass, F is considered as composed of a
sel of point masses located at the points (z, ). Then, the
(7. jith moment of F with respect 1o origin is defined by

My = ZZJ:"gﬁf{J:.y:l ()
* Y

rign 18 the total mass of Foand mge and ey are the mo-
ments of neria of Faround = and y axis respectively. The
centroid of F is the point (7, i) defined by

pa il 1;=m (10
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Considering the origin at the centroid, moments computed
with respect o this origin are called central moments and
be denoted by 1z, ;. Thus,

Titgn = Mgn; gy = g = 0

The moment of inertia of F about the line {y—ypJeostl=(z—
ay Jsind, which is the line through (=g, yo) with slope # is

Z Zr{f — xp)sint — (y — ’i.fu:l{-‘ﬂﬁ'q!gf{-ﬁ- y)

The moment of inertia around the minimum-neria line
must be

>3l — &)sind — (y —f)eost]*f(z.y)

which is the moment of inertia about the line of slope §
through (7. 4. That is, the minimum-inertia line passes
through the centroid of F. This line is called the princi-
pal axis of F or the axis of symmetry of F'. The slope of the
principal axis of F'is given by [4]

1 1 2y

#=—-tan” —
2 Ttap — Tt

(11}

3.2. Rotation of Image about Centroid

Let F = if{jﬂj:lj be the rotated image afier rotation of
F about the centroid (#, ) with angle —f. The new coor-
dinates {(#, i) of E correspond to the old coordinates (x, i)
are as follows

x = (F — Fleosd + (3 — §)sinf + & (12)

y = —(F — x)sind + (3 — §lcost + ¢ 13y

A gray level is assigned 1o the new coordinates (7, 3) by
inerpolating between the gray levels of the original image
Fatthe points surround (2, ). Let ;= [2] and 3 = [y].
As per bilinear imterpolation, the gray level that s assigned
to (&, 3) is given by
fld, ) = (1 —u)(1 — wy ) fler, ) + (1 —wyhwy
e + 1)+ we(l —awy) fles + L) +
wetry flzr + 1,90 + 1)

where w, = r — r and wy, = y — y; respectively.
3.3, Image Modification for Improved Definition

Rotating the image F about the centroid (7, ) with an-
gle 8, the rotated image F is modified accordingly. Let
F = [f(z,y)] be the modified image after expansion of

image F' = [f(#, 7)]. Let the left and right hand portions of

the image F' is expanded by & and % about the axis of sym-
metry respectvely. For right hand portion, the new coordi-
nates (7, ) of F correspond to the old coordinates (. i) as
follows

d=a; =g+ 0 (14)

Similarly, for left hand portion, the new coordinates (7, i)
of F correspond to the old coordinates (£, i) as follows

&

t=1r y=§-—6y—u) (15)

A gray levelis assigned to the new coordinates (7, i) by in-
terpolating between gray levels of the image F at the points
surround (£, 37). Let 2 = |3, Forright hand portion, the
eray value that is assigned to (7, ) is given by

fE3) = (1—wy)f(#,3) +w, f(& 3 +1)  (16)

while for left hand portion, the gray value that is assigned
o (T, y) is given by

flz, g =(1- u:y:l_f{_r’:,yg:l +1f:5,_f{i'. ya—1)  (17)

where w, =3 — 1.
3.4. Image Registration

To evaluate the quality of modified image F, one portion
about the axis of symmetry of Fis registered in the other
portion of F. Let the left hand portion of F' is selected 1o
be the floating image F from which samples are taken and
registered into the right hand portion which is considered as
reference image R.

Let p and g denote the image intensities in the floating
image F and reference image R at position (x, ) from the
axis of symmetry respectively. The joinl image intensity
histogram hip, g) of both images is computed by binning
the image intensities pairs (p, q). The total number of bins in
the joint histogram is { 2w e — T+ 1) % Tonn e — Trine + 1)
where 7, and x,,;,, be the maximum and minimum gray
levels of the given image. Estimations for the marginal and
joint image intensity distrbutions P(p), Plg), and P{p, q)
are obtained by nomalization of iip, g)

_ _hpa)
Pip.q) = Y hp.a) &
W-EPe) 0
q
Piq) = Z Plg) w
I

The mutual information registration criterion ) is then
evaluated by

: FPip,
Ia) = Z Plp. qilog, 2 .49)

L (21)
= (p) - Plq)



and the optimal registration parameter o™ is found from

o = arg max, (o) (22
4. Genetic Algorithm Evolution

The basic structure of genetic algorithm (GA) [2] re-
volves around the concept of evolving successive solutions
according o their fitness. The fitness function is elaborated
next.

4.1. Fitness Function

The fitness of each solution is determined using the mu-
tual information registration criteron defined eadier.

For the purpose of evolution, each solution has to be en-
coded in bit string format { chromosome). Three major func-
tons - selection, crossover and mutation, as developed in
the current GA formulation, are discussed next.

4.2, Chromosome

In the proposed method, a chromosome s a binary string
of length 25 consisting of three parts:

1. change in centroid ( Az, Agy);
2. change in slope of principal axis { Af#); and
3. change in & (Ad).

The Lst, 5th, 9th, and 17th positons of the chromosome
represent the sign bits of Ax, Mgy, A#AS respectively. The
vitlues of Ax and Ay are represented by 3-bil binary strings
while Af and Ad are represented by 7-bit and 8-bit binary
stings respectively. The 3-bit binary strings comesponding
o Ar and Ay are converted into their decimal equivalents;
while the 7- and 8-bit binary strings corresponding o Ad
and Ad are first converted into their decimal equivalents and
then divided by 27 x 10° and 10° respectively. Hence,

0<Az<T; 0<AY<T (23)

0000007 << A8 < 0.001;  0.000 =< Ad < 0.255 (24)
4.3, Selection

Selection s done by the roulette wheel method. The
probabilities are caleulated on the basis of ranking of the
individuals in terms of the fitness function, instead of the fit-
ness function itself. Elitism is incorporated in the selection
process to prevent oscillation of the fimess function with
generation. The fitness of the best individual of a new gen-
eration is compared with that of the current generation. If
the later has a higher valoe the corresponding individual re-
places arandomly selected individual in new population.

4.4. Crossover Algorithm

The crossover algorithm implemented here 15 similar in
nature W the conventional one nommally used for GA frame-
work. It takes two chromosomes from the present popula-
tion { PP} and forms the resultant chromosome. Like a single
point crossover, i sets a crossover point and each half about
the crossover point is selected from the two respective chro-
mosomes Lo form the offsprings.

4.5. Mutation Algorithm

The mutation algorithm emulates the normal mutation
scheme. It makes some minimal change in the existing
chromosome of PP { present population) to form a new chro-
mosome for NP (next population). Similar to conventional
single point mutation, the chromosome 15 mutated at a sin-
gle point.

The experimental results reported next confirm that the
GA evolution provides the desired direcuon w arrive at the
best solution to correct the structural deformation of brain
MR images.

5. Implementations and Experimental Results

This section presents the application of the proposed
method 1o reconstruct the undeformed image of the object.
The major metric for evaluating the interpolation method
used in the proposed method 1s peak-signal-to-nose-ratio
(FSNR). The PSNR in decibels (dB) is computed by using

(Level — 1)

PSHNR = '_'.]{}ID_I'_:'_;HJW

(23)

where RMSE (root mean squared error) 15 the square rool
of MSE {mean squared error), which is given by

Yo Y (f(zy) — filzy)?

MSE = e

(26)

where F' = [f(z,y)] is the original image; and F; =
[fi(z,y)] is the reconstructed image obtamed from F =
[f(7,#)] using deformation parameters. We also report po-
sition of centroid (&, i), slope (#), and expansion coefficient
i#). The GA parameters used here are as follows:

Masdmum generation : | 100
Population size : 100
Chromosome length : 25

Probability of crossover : | 0.8
Probahility of mutation : | (.01

The pammeters are held constant across all runs. Unbiased
mitial population 15 genemted mndomly spreading over ¢n-
tire variable space in consideration. More than 100 brain



Table 1. Deformation Parameters and PSNR

No [ Slice | M =N | (zp ? & | PSNR
1 1 | 256256 | 129,131 | 491 | 1.12 | 496
1 2 | 256256 | 128.131 | 490 | 1.12 | 512
| 3 | 256256 | 130,129 | 478 | 1.12 | 471
3 1 | 512,360 | 254,177 | 501 | 1.11 | 463
2 2 | 512360 | 255,181 | 521 | 1.12 | 3500
2 3 | 512360 | 254,179 | 501 | 1.12 | 491
3 1 | 512512 | 255,249 | 411 | 1.13 | 442
3 2 | 512512 | 257,253 | 419 | 1.12 | 473
3 3 | 512512255251 | 404 | 1.12 | 48.]

Figure 1. Deformed and corrected images

MRI with different size and 16 bit gray levels are tested.
The proposed method 15 implemented in C language and
compiled i LINUX environment having machinge conligu-
ration Pentinm 1V, 3.2 GHz, 1 MB cache, and 1 GB EAM.

Fig.1-3 represent the mput defommed images and their
correspondimg corrected images obtained through the pro-
posed method. Table 1 mepresents the values of deforma-
ton parameters obtained vsing GA evolution and the PSNRE
value. While first to third columns represent the sequence
number, shice number, and shice size of the 3D image of
the object, fourth o six columns depict the values of cen-
troid, slope, and magnification coefficient derived through
OGA run. Seventh column shows the PSNE value. All the
results reported in Table | establish the facts that:

l. the expansion coefficient § is constant for all the slices
of all the sequences of a given 3D image;

2. the positon of centrond (2, ) and slope § remain samge
for all the shices of a particular sequence; and

3. the high PSNE values of different shices establish the
high gquality of the imerpolation method vsed o the
proposed scheme.

Figure 2. Deformed and corrected images

Figure 3. Deformed and corrected images

6. Conclusion

This paper presents a novel method o correct the defor-
mation of brain MR images due to inclination of the object.
The genetic algonthm coupled with mutual information 15
used o predict the deformation. Extensive experimental me-
sults on a set of brain MR images establish that the proposed
method has been shown o remove the deformation and give
mmproved 30 reconstruc ions.
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