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Ahbstract

This paper describes a color image compression technique based on block truncation coding using pattern fitting { BTC-PF). High degree of
correlation between the RGB planes of a color image is reduced by transforming them to € 050 planes. Each @ plane (1 <1 < 3) is then
encoded using BTC-PF method. Size of the pattern book and the block size are selected based on the information content of the corresponding
plane. The result of the proposed method is compared with that of several BTC based methods and the former is found superior. Though this
method is a spatial domain technique, it is also compared with JPEG compression method, which is one of most popular frequency domain
techniques. It is found that the performance of the proposed method is a little inferior to that of the JPEG in terms of quality of the reconstructed
image. Decoding time is another important criterion where the compressed image is decoded frequently for various purposes. As the proposed
method requires negligible decoding time compared to JPFG the former is preferred over the latter in those cases.

Keywards: Block truncation coding: Color image compression; Image fidelity index; Pattern fitting: Reversible color transformation

1. Introduction

The ohjective of an image compression technigue s o ep-
resent an image with smaller number of bis without introdue-
ing appreciable degradation of visual guality of decompressed
image. These two goals are mutoally conflict in nature. In true-
color digital image, each color component (R.G.B) is usually
guantized with 8-bits, soa color is specified by 24 bits per pixel.
To transmit or store a color image huge bandwidth or storage
space 1s required. To reduce storage space Or NS mission cost
image compression s the solution. In gray-scale image there
15 a high correlation between neighbor pixels. In color image,
in addition to this, there is also a high correlation between the
color components. The straightforward way 1o compress color
image is w0 compress each of the color components separately
using gray-scale compression technigue. However, this class of
method does not use the comrelation between the color planes.

Another altermative 15 w0 converl RGB 1o less comelated Y1,
YUV, YCpCy, cte. and then o apply gray-scale image com-
pression method on each of these components. In all these Y##
representation of a color image, Y stands for the intensity at a
pixel and other two components contain the color information.
As human visual system cannot distinguish all those 16 million
colors represented by 24 bits, to compress a color image the
color components are compressed more than the corresponding
luminance component.

In addition to high compression ratio and good quality of the
reconstructed image, it s desired that the compression tech-
nigue should satisfy four characteristics. First, since decoding
(or reconstruction) 1s done more (requently than the com-
pression (which 15 wsually done once), reconstruction method
should be computationally as less expensive as possible. Sec-
ond, image processing techniques may be applied directly on
the compressed mmage itself, and the image features may be
extracted directdy from it Third, progressive transmission of
compressed image must be allowed so that partally trans-
mitted image may be viewed and transmission of undesired
image may be terminated. And fourth, quality and compression
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ratio may be controlled. Though transform domain compres-
sion techniques (e.g. DCT, wavelet-based methods) are usually
supenor o the spatial domain echnigues in terms of compres-
sion ratio and quality, the latter tec hnigues are well ahead com-
pared to the former ones if these additional requirements are
considered. Block truncation coding and vector gquantization
are two widely used spatial domain compression technigues.
Block truncation coding (BTC) algorithm developed by Delp
and Mitchell [1] 15 a simple block-based spatial domain image
compression wechnigue for gray-scalke image. This is a lossy
method and this method preserves lower order moments of
gray level. The absolute moment BTC [2], upper and lower
mean BTC [3], adaptive BTC [4] are proposed o improve the
quality. There are several other modificatons of BTC method
o improve the gquality. A prediction-based BTC method which
mives a pood image quality at low bit rate with little extra com-
putational cost in encoding/decoding procedure is proposed in
Ref. [5]. A furnther reducton in bit rate 15 achieved by patiern
fittimg [6]. All the above-mentioned BTC methods consider
only two levels in bit pattem. Three level BTC algorithm [7.8]
are also used to improve the quality of reconstructed images.

These variations of BTC techniques can be applied sepa-
rately on each of the color planes of a color image. As there is
a high degree of comelation among the color planes, this can be
exploiled 0 reduce the bit rate further. A single-bit-map BTC
(SBBTC) method, developed by Wu and Coll [9], exploits the
mnter-color comelation by using a single bit map W quantize all
three color planes. Here two color vector O =(R |, G(. B))
and Oz = (R2. (G2, B2) and a bit pattern are needed to mecon-
struct the block. In SBETC method bt rate 15 4 bits/pixel if
block size 15 4 » 4, while the bit rate for color BTC (CBTC),
Le.. BTC method applied to cach color plane separately, s
& bits/pixel. Kunta and Otsu [10] suggested another SBBTC
method which generates the single bit-map by emploving an
adaptive one-bit vector guantization based on the pnnciple
score of each pixels in the block. The SBETC method proposed
by Tai etal. [11] uses Hoplield neural network (HNN) 1o gen-
erate the single-bit-map of a block. Yang et al. [12] suggests
another single bit map method, called CICMPBTC method,
based on moment preserving pnnciple. However, depending on
the uniformity of color components a block 1s defined as k-
spectral (with 0 £ k<3) 1 3-k of the three color components
(R.G.B) of the block are neardy uniform. If a component 1$ uni-
form then mean of that component i$ used in both C) and C;.
Using spectral index, number of components in Oz may vary
from 0 to 3, which improves the compression efficiency. Again
CICMPBTC method is modified to CICMPBTC* considenng:
(i) gquantization of each color component from 8 bit o 5 bil,
and (i1} by selecting one from a set of predefined 64 bit maps.
Similar wea of using predefined set of bit-maps 15 also used in
Ref. [13].

It is obvious that applying BTC 1w each color plane results in
high gquality reconstructed image, but the bit mite s also high. A
much lower hit rate with alittle sacrifice in visual quality can be
achieved by block truncation coding using pattemn fitting (BTC-
PF) [6]. The results of BTC-PF on “Lena”, a gray-scale image
of size 512 x 512, is PSNR = 31.59db with (.64 bpp. while

that of conventional BTC [1] method is 32.89db with 2 bpp.
Block truncation based algorithms are basically used for coding
the still images, but these methods can also be used as a part in
video compression and multimedia communication technigues
[14]. In this study, a color image compression method based on
BTC-FPF is proposed. In this method an image s transformed
from RGB o (207 system. Each @ (1<7<3) plane s
compressed using BTC-PF method with different parameter
values. Compression mbo 15 enhanced by considenng some
blocks as smooth (determined by the variance in intensity ) and
by gquincunx sampling method. Entropy coding lowers bil rate
further. The remainder of this paper 1s orgamzed as follows.
In Section 2, basic swrategy of BTC-PF method is described.
Proposed method for color image compression using BTC-PF
15 presented in Section 3. Expenmental results and comparative
study are shown in Section 4. Finally, concluding remarks are
given in Section 5.

2. BTC-PF method

In BTC method, an image W be compressed 1s divided into
non-overdapping blocks of size n % n. Usually n s taken to be
integer power of 2. Compression 1 achieved by representing
ecach block by @ different gray values cormesponding o 4
(J-level pattem of size n = n which 1s obtained by a partitioning
based on block statistics. In conventional BTC [1] the number
of kevel 15 2. Hence, in BTC method for each image block
one O-level pattem of size n xn and Q different gray valoes are
required o reconstruct the image block. In BTC-PF method,
instead of determining the O-level pattem based on the block
statistics, it 15 selected from a set of, say, M. predefined
(-level patterns. The pattern should satisfy some image qual-
ity m the best way with respect o the candidate block. Thus,
at the time of reconstruction of a block, the ndex of selected
pattern and € gray values are sufficient. As the method selects
a pattern from o small set of predefined patterns o represent
the block, the guality of the reconstructed image s, in gen-
eral, litle lower than that of the conventional BTC. However,
this little sacrifice in PSNR eams a huge gain in bit mie. In
BTC-PF method there are two basie steps: (1) selection of best
pattern and (1) determining O gray values. Thus, m essence,
BTC-PF method quantizes the intensity pattern of a block in
terms of a predefined pattern and @ gray values (Q <n®).

2.0 Selection of best fit pattern

The method of selection of best pattem for an image block B
15 a5 follows. For an image block B, letpixels arexy, x2, ..., 2 X2
and the comesponding pixel intensities fix; ). Available pattems
in the given pattern book are, say, P, P, ..., P of szenxn
and levels present in each of the patterns are represented by ¢
where =i @ — 1, 1e, any pattem Pj=ppUp;p U---U
Piig-n 4 €{L2,..., Mty such that pjs Mpjpr=@if s £
and pj, s the collection of pixel coordinates having level 1 in
P;. In other words, pj; = {x|FPjlx;) = t}. Here image block
B is fit to these pattemns Py, j=1,2,..., M, in keast-square-
error sense and the pattem, which fits best, s selected. If image
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block B s tried Lo fit with the pattemn Pj, then square-error due
to this is

o1

ei=Y e (1)
1=l

where

e =3 (Fen—pm)V, (2
LiED [
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where | pj| 15 the cardinality of the set pj,. 1.e., the number of
pixels having level ¢ in the jth pattern. Finally, index [
of the best fit pattern 1s the one for which square-cmor is
Minimum, Le.,

HE l_,F.“_‘z'..‘?...u*"J *} ' o
Now if max{p,} — min{p,} of the best fit pattem Fr s less
thun a predefined threshold, the corresponding image block 1s
treated as smooth block. A smooth block is represented by an
additional index not considered in the pattem set. To reconstruct
the smooth block, only over all block mean pis required, where
= Z&BI (i, * | pr))/n®. Otherwise, index [ of the selected
pattern and corresponding O means {p, o =001, .., g-1}
are necessary 1o reconstruct the block. Thus, compared to the
conventional BTC, BTC-PF method quantizes the bit patterns
by Fjsand the gruy valoes present in the block by gy s,

In this method to mepresent the @-level pattern only
logs M bits are required rather than [log, @n® bits, where
[x] represents smallest integer greater than x. Usoally,
log, M < [log, 1n® which leads to significant compression.
Here O-level patterns may be designed manually aceording 1o
expected nature of edges and lines in the image blocks or by
some suitable clustering technique that fits the present appli-
cation. In the present work we have adopted latter approach,
which is descnbed in the next section.

2.2, Design of pattern book

Designing the pattern book for BTC-PF system s the most
crucial task. In fact, quality of reconstructed image as well as the
compression ratio 1s highly dependent on the pattern book. To
generate the pattern book for encoding a particular color plane
a collection of large number of such planes 15 first extracted
from the color images. The selected plane of each image is
divided into non-overdapping n x n blocks. The intensity of each
block s transformed m such a way that average intensity of
the block becomes zerm and the vananee becomes unity. Such
transformation 15 needed to ensure that all the blocks having
similar intensity patterm must belong to same cluster

Then a clustenng algonthm is applied on all these blocks
for M number of classes. In this work we have used K-means
algovithm [15] for the purpose. It is well known that the final

clusters produced by K-means algonthm depend on the initial-
zaton of cluster centers. Here we have used M data points
selected by the maximin distance algovithm [15] as the initial
cluster centers o maximize inital inter-class distance.

Intensity fix;) (i=1,2,..., "2} of each of these M proto-
types comesponding to M cluster is then thresholded 1o obtain
a -level pattern. This requires (@ — 1) threshold values {1, -
l=r=( — 1} which are obtained through exhaustve search
minimizing the error

0-1
E=Y Y (fs)—-mu) (5)

1=l 1= Fx) = T
where
1

iTI = .-F{-rj} 'S'; Tr+l |

Myl =

¥ FED (6)

To < Flx )5 Ty

where tp =min{ f{x)} — 1 and 1o =max{ f{x;)}. It should
be noted that though integer numbers are used as levels in the
pattern, they are just labels and have no anthmete valoe.

3. Proposed method

In & color image high correlation exists among R, G and B
planes, so a high compression can be achieved by exploiting
the imter-plane as well as the spatial comrelations and the code
redundancies. In the proposed method the inter-plane redun-
dancy 15 reduced by converting RGB to a less comelated wmiplet
The spatial redundancy is reduced by block guantization using
BTC-PF method (as described in Section 2) and the code re-
dundancy by entropy coding using, say, Huffman code. Let us
call the proposed method as CBTC-PF method.

A1, Image encoding

The proposed color image compression method is composed
of the above-mentioned steps as detaiked below. To reduce
the inter-plane redundancy following color transformation s
applied.

211 RGE to 0 (2 0k conversion

There are standard color conversions like RGB 1o YIQ, YUY,
¥Cp Gy, ete. where YIQ, cie. have less inter-correlation among
the mipket than RGB. Among these triplets, YIQ is the most
popular in color image transmission and i1s used n color TV
broadeasting. However, since the data in RGB as well as trans-
formed domain is considered to be integer, the afore-mentoned
ransformations are, in a sense, lossy ransformations. S0 in
CBTC-PF method RGB o O 0505 ransformation [16,17] s
used which is known to be lossless, It s expenmentally found
that better compression (L.e., higher PSNR and lower bpp) can
be achieved vsing @) (203 compared to YIOQ) (see Secton 4).
RGB to €205 conversion 15 given by
LR + G+ B

+'[]'_":|J ; (7}
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Fig. 1. 3-Lewel patterns used to define the gmy-level pattern of image block
af € plane.

R—EB o
th = LT +'[}.:‘J . (81

h=8B-2G+ R 9y

and the corresponding inverse transfommation is

i = h <
B=0—0Oz+ |5 +05] - 3 +05]. [ 103)
0
(;:()|—L-;3+{}.SJ. (11)
L _ L B
R=0On4+ 024y — T+{}._“ = T+{}._“ ¥ (123

where | x| stands for largest integer not exceeding x. () stands
for intensity or luminance component, while 07 and O3 -
gether represent chrominance at each pixel. Among these @)
contains major information followed by 02 and 5. For exam-
ple, when “Lena”™ image 15 tansformed from RGB o Q) 204,
the entropy of ) plane is 505, and that of 05 and 05 planes
are 4.21 and 3.39, respectively. This suggests allotment of more
bits for ¢4 plane compared to > and 3. This requirement is
reflected in setting the parameters of patiem book. To define
pattern book for ¢ plane, parameters Q. n and M are set to
3, 4 and 64, mespectvely: whereas, for image planes (2 and
() parameters are set to 2, 4 and 16. Accordingly, the pattern
book used for @ 15 shown in Fig. 1 and another pattem book
for € and (3 planes 15 shown in Fig. 2

1.2, Block guantization: ) plane

To encode the O plane of a color image the plane s divided
into 4 % 4 (i.e., n =4) non-overdapping blocks. Being the inten-
sity of the pixels () values are spatially comelated. To exploit

| ||

i
i
:

Fig. 2 2-Level patterns used to define the grmy-levels of 4 »= 4 sub-blocks

g
+
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generated from Oh oand € planes.
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Fig. 3. Estimation of #ir, c) wsing information from wvertical and horizontal
#marked pixels of neighboring blocks.

this spatial redundancy, an image block Bir,c) s first esti-
mated as Bir, ) using information from already reconstructed
neighboring blocks Bir,c — 1) and Bi{r — 1, ) (sce Fig. 3) as

Bir.c)=

h
valy + val,. (13)
v+ h

v+ h
where v (respectively, i) is the distance between (r, c) and *#°
on the same column (respectively, row), and valy, and valj are
the values at the vertical and horizontal ** -marked position as
shown in Fig. 3. The estimation emor is

B.r.c) =RBir, c) — .‘}:r.q':l. (143

The residual block B,(r, c) thus obtained 15 actually coded by
the BTC-PFF method. It should be noted that the blocks on the
first row and first column of the image plane are estimated using
the left or the top block only as the case may be. The top-left
block is quantized straightaway using the same patiern book.
Since the residual block Be(r, ©) contains a significant number
of zero values and some +ve and —ve values, 0 determine the
pattern book for the residual blocks of the @ plane we have
chosen =3, Secondly, if the number of patterns in the pattern
book increases the guality of the reconstructed image increases
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b

Fig. 4. Two 4 x 4 sub-blocks derived from 8 = 8 block by Quincunx sampling
method: {a) a block of size § = 8, {b) two blocks of size 4 = 4 are formed
with the pixels taken from alternate row and column marked by different
color inm {al

but the bits per pixels inereases, and viee versa. 50 to make a
compromise we have chosen M = 64, The pattern used in our
experiment 15 shown in Fig. 1.

3.2, Block guantization: O and (5 plane

Both ¢ and &3 mepresent the chrommmance components of
onginal pixel. Both the planes contain less information than
()1 plane. 50 these two planes are compressed with lower
bit rate. Here, each plane 15 divided into 8 = 8 (say Bgir, c))
non-overlapping blocks. If the variance of Bgir, ) is less than
certain threshold (7)) block is considered smooth and only
block mean (pe) 15 required to reconstruct the block. Otherwise,
Bygir, o) is split into two sub-blocks By (r, ) and Byair, c) by
guincunx sampling as shown i Fig. 4. Fg. 40a) shows the
onginal 8 x 8 block where sampled pixels are shaded with
black or gray. Black pixels form the 4 x 4 block By (r, ) and
gray pixels Byz(r, c). Each sub-block is encoded by BTC-FF
with ) =2 by using a pattern book of 16 patterns that are
shown in Fig. 2.

3.3. Data encoding
The encoded string obtained from the above sleps contains

only the index of the selected pattem and different mean
vilues. For example, for a block of ¢ plane either (0, u)

Tuble 1
Mupping between (g, gz, ga) and (g, g, p3) using Ol

[for smooth block] or o, . pa. p3) [for non-smooth block]
are sent o the decoder o reconstruct the block. The blocks of
() plane encoded by BTC-FF are basically error blocks and
so the pixel valoes of the blocks vary from —255 to 4255,
BTC-FF does not provide any ordering among jiy. pp and piq,
and equal number of bits has to be spent to represent these
values. But, if g, py and g are arranged as g, ps and pg
such that g < i < gy then (g, pta. ji3) can be represented as
(g p5 — ), py — g5 ) without any loss. Then a better compres-
sion can be achieved by entropy coding. The mapping from
(11, fz, p3) W0 (i), 15, 1) may be defined by using some ex-
tra bits, called ordering index (Ol) denoted by J;. An exam-
ple of ordenng index and the cormesponding mapping from
(iy. fta. p3) W0 (g, g5, py) are given in the first three columns
of Table 1. Hence, for a block of ¢ plane the encoder gives
out either (0, p) or (F, Ty, 1, 16 — i), jy — ).

In case of 07 and (27 planes, for any 8 x 8 block, either
(0,0) [for smooth block] or (I1, f2. py . g3, fay, fean) [for non-
smooth block] are given out by the block quantizer. Allowing
a little error, instead of (fy, fa, pyy. g2, pags oad (0 T, )
Hy3s H5). fi5,) may be used [6] where g = [(py) + py2) /2],
= Ly — 2 ) /2], g3y = Lpoy + p2) /2] and gy = [ (pt2) —
I33)/2]. Hence, fora § = 8 block of @7 andz planes, either
(0. gy or (I, B, ). 3. pi3,. [35) are given out by the encoder.
To achieve higher compression, these povalues as well as the
pattern indices (1.e., J) are coded by entropy coding. In our
experiment we have adopted Huffman coding scheme using
separite codebooks for separate ilems.

3.4, Image decoding

The encoding siring for a block of a O plane is either (0, 1)
or (1, &y, ;fl ¥ ;L’I —_u’l ; ;e_:,._ —;:'I}I. For a block of (7 and € planes,
it is either (0g) or (N, J2. gy gg)5. i3y gi3o ) These encoding
stings indicate that the decoding methods of O plane and 02
(23) planes are similar but not exactly same. Now we discuss
the decoding methods for @ and Q2005 planes separately.

In case of € plane, if the first component of the encoding
sting of a block 15 0, then the block s reconstructed by block
mean (jt) only. Otherwise, the Iy value and g, 1 and g} are
used to obtain gy, ws and g using the mapping defined in the
last column of Table 1. Finally, the block of the @) plane is
reconstructed based on the index 7 oof the selected pattern and
these povalues. This particular block 1s either an onginal block
{if it is the top-left one) or a residual block. In case of residual

ol Relation between piy, . iy
o iyl iy
il My s iy
LK Py S
Lo iy %y 5
] M5y s

L1t iy =y =y

Mapping from g to g

Mapping from g to u,

Hy=p, p =g pi=gh Hy= gy =l ph=p
M=y, Ha= i, jly = =g, o=, pa=ph
Py =, fy=fy, p1=jh Py =, =y, =
Hy =, fy=gh, jh=g By =g pa =gy, f= gy
My =g ph=gh p=ph By=py pa=ph =
My = Hy, fy= e, fy =0 Myo= iy, fla= i, fiy =
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wie first estimate the block using Eq. (14) and then the intensity
block is reconstructed by adding residue to the estimated block.

The decoding method of @p and (5 plane is littde bit dif-
ferent from ¢4 plane. Like Oy plane, if the first component
of encoding string 15 0 then the block (Bg) is reconstructed
straightaway using the block mean () only, Otherwise, using
(. g} po5) and (Fz, g5, pS,) two blocks Byy and By are
reconstructed following the BTC-PF method [6]. Finally, By is
reconstructed by filling the altemate pixels in o manner that s
reverse of gquincunx sampling followed by interpolation of un-
filled pixels (i.e., white pixels shown in Fig. 4(a)) using nearest
known pixel values.

It may be recalled that we claim CBTC-PF method incur
bvw decoding cost. To jusufy the claim let us analyze CBTC-
FF decoding algonthm to determine its computational cost as
follows. To reconstruct image plane in CBTC-PF method, for
each block, cormesponding index of the selected pattern and
values are required. For O plane, to reconstruct a 4 x 4 block
(B following steps are needed.

o Reconstruction of error block (B)). depending on index value,
requires at most two additions.

e Estimation of block (8) from neighbors B (as shown in
Fig. 3) requires 32 multiplication and 16 additions. However,
since there are only 11 different weights and 255 different
values (val) (see Eg. (13)) are possible, in actual implemen-
tation table ook up method is used and so only 16 additions
are required.

e Finally, for B =B+ B, 16 additions are required.

For ¢» and @ plane, o reconstruct a 8 = 8 block fﬁ}l of a
plane following steps are performed.

e [f the block is smooth no operation is needed.
e For non-smooth 8 = 8 block:

o Two 4 = 4 blocks are reconstructed each of which needs
two additions only.

o Remaining 32 pixel values are determined by interpola-
tion. Let each imterpolation needs © number of computa-
tion {where C equals to at most three additions and two
bit-shift operations ). Thus the total s 32C.

Thus, in CBTC-PF method to reconstructa 16 = 16 color block,
m worst case, 576 additions and 256C (for interpolation) oper-
abons are required.

4. Experimental results

In this section, the result of proposed method (CBTC-PF) 15
presented and compared with five other well-known technigques.
These methods are applied on a number of 24-bit color images
of different sizes. Eight of these images are shown in Fig. 5.
The size of “Lena”, “Peppers”, and “Auplane™ 15 512 = 512
and *Couple”, "House™, “Zelda™ and “Girl™ is of 256 x 256 and
“Lab™ s of 480 = 480, Images of different sizes are considered
in the expenment as the detail density, Le., detail per unit ares,
varies with the image siee. Usually smaller images have higher

detail density and the performance of the compression tech-
nigue is inferior for the images with higher detail density. The
stzes of the pattern books for O and (1) planes are 64 and
16, respectively. The quality and bit rate can be controlled by
changing the threshold value T on block vanance and the seee
of pattern book. However, here we have vaned only the value of
T and the comesponding effects on @ and O2(03) planes are
reported in Tables 2 and 3, respectively. These results suggest
to set T =2 for (1 plane and T =6 for (7 and (1) planes.
Let us recall that we have elaimed in Section 3.1.1 that better
performance can be achieved with O Q207 system compared
to Y10, ete. This may be supported by Table 4 where pedor-
mance of O 205 and YIQ are compared in terms of PSNR
and bpp with same values of the parameters.

Table 5 presents the comparison of results of CBTC-PF, con-
ventional color BTC (CBTC), single-bit-map BTC (SBBTC)
[9.11], CICMPBTC* [12] and JPEG [18.19]. Here compres-
sion ratio is measured in terms of bpp and the image quality
in terms of PSNR and visual fidelity index [20]. The bpp and
PSNR may be defined, respectively, as

size of compressed color image in bits

bpp = 15
2 number of pixels (13)

and
255% % 3
log,n— - - - .
MSE(R) + MSE((7) + MSE(B)

PSNR = 10« (16}
Image fidelity metric (FI) [20] quantifies the appearance of
a processed image relative o the onginal image as perceived
by human observer. This metric is defined as a combination
of three factors: loss of correlation, luminance distortion, and
contrast distortion. Let X ={li=1.2, ... Nl and ¥ ={wli=
I N} obe the original and processed image data. The
fidelity index (FI) is then given by

Oyy 2X¥ 2apoy
Fi= (17)
r'r:r~1. +'|..“|'J +r'
where
; - ] -
=SS i
i=l i=
M N
¥ ¥ ¥
T, = ——— X — X1, g, =—— ¥i — Y1) s
l v—1§“ 2 8 N—l;h )
"'L-.——E{‘-J_-r}{h_l}

The dynamic range of FI i [—1,1]. The maximum value 1
oceurs only when the processed image 15 identical with the
original image and —1 when y; = 2% —x;. The first component
of Eq. (17115 the comelation coefficient between X and ¥, which
has dynamic mange [—1, 1]. The second component measures
the closencess of the mean luminance of both images and lies in
[0, 1]. The last component represents how similaris the contrast
of both the images and again hies i [0, 1]. To charactenze an
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Couple

Ciirl

Zelda Lab

Fig. 5. Some of the orginal images wsed in the experiment.

Tuhle 2
The effect of different threshold values (T) on block variance of € plane

Images r=qQ r=1 r=2 r=3
Nao. of PSNE Mo, of PSNRE Mo, of PSNE Mo, of PSNE
smooth smooth smooth smooth
hlocks hlocks hlocks hlocks
Toral nuwmber of blocks 16384
Lena 12 3525 530 3523 GE10 34.90 10 937 o el |
Peppers X 355 43 355 HXN) 3494 QXN 3155
Airplane 56 3480 IR9T 3397 9275 3186 11143 3118
Toral number af blocks 4004
Couple 251 3561 1 3551 1983 3486 26494 3384
House 156 3519 10493 35.11 1455 3491 2423 267
Felda 20 3478 315 3477 1734 34.40 2578 3377
Ciirl 44 37.05 12154 3692 3106 3653 1365 3600
Toral number af blocks 14400
Lab 225 agal 1345 38 BAT71 3696 10 935 516
Average 273% 31585 2004 1% 31568 449 445 3492 [ RIELS 3380

image, these properties are measured locally over the image
and finally combine them into single value called FI. Here,
a window of size 8 x 8 15 considered for local measurement,
which shides over the entire image. Thus

L
1
FI= ZT\ Fij,
_|I=

where Lo the number of possible positions of the window
and FI; represents the fidelity index for the jth location of
the window. To obtain the fidelity index of a color image, this
miethod can be applied o each color plane individually, and
combine them through a (weighted) mean. Suppose a color
image is defined in l2ff system, then the color fidelity index
Fl ooy may be defined as

Flinior = I-"IJJ:;FI} + me'fi -+ HijrrFfI%,-, (18)

¥

where wy, wy, and wy represents the fidelity factors. In our
experiment we set wy =y, = wy = é

To evaluate the performance of both CBTC and SBETC
methods block size s set w0 4 = 4. In CBTC method, conven-
tonal BTC [1] is employed on each of the three color planes
separately. The bit rate in CBTC method 15 constant and 15
Ghpp. In practice, CBTC is not a popular method. It is pre-
sented here only 1o give an wlea of guality of color image
compressed directly by BTC. In the simplest implementation
of SBBTC method, to define the bit map for the color blocks,
K-means clustering algorithm with £ = 2 15 employed on 16
vectors comesponding to 16 pixels of a 4 = 4 block. Each vec-
wr has three components. Thus, in SBBTC method, for any
4 x4 block (16 4+ 2 x 8 x 3) bits are required o reconstruct
the color block. A modified SBETC method [11] using vec-
or gquantized color vectors achieves PSNR values 30.03 and
20.90db for “Lena” and “Aiwrplane”™ images, respectively, for
a fixed bpp 2.0. The quality (in wrms of PSNRE as well as
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Table 3

The effect of different threshold values (') on block varimee of & and O plane

Images Plame r=3 T =4 =5 T=h Tr=7
Mo, af PSNR Mao. of PSMNR Ma, af PSMNE Mo, af PSNR Mo, af PSMNE
smoath smaooth smooth smooth smioath
hlocks hlocks blocks hlocks blocks
Toral mumber of biocks #0596
Lena [l 1313 A5.60 2408 544 2810 5.2 3133 3514 3396 Mal
[es 2997 39,54 3408 3928 3625 XM 3T AR50 AR59 aR.59
Peppers (23 495 3354 1367 3353 2370 3343 2827 3330 3065 1317
Oy 1892 3443 2400 343 XTaT 25 3012 Ml 174 1398
Adrplane (] 2467 37.40 2765 17X wnx 311 1218 1600 3359 167
o 2859 3873 3132 JE5T EL B Han B9 3oh3 3772
Toval mumber of blocks 1024
Ci:uu]'.llc [l 432 3623 6l7 ELTIS T3z 3580 I8 3552 g64 3532
i L] 41.75 EEY 41.47 962 41.24 GR2 411011 oaT 40.72
Hinse (23 372 3638 629 3620 731 3603 782 3588 B2 3569
[k T26 37.92 TEE 37.80 843 37.58 k.1 3726 Q30 3692
Lelda L33 M3 34,33 487 3426 654 M1 T4 3395 B 3351
Lk 712 AR89 837 8T 95 BA7 93] 824 958 3501
Girl s K15 4234 L] 4205 9x 41.47 Q56 4093 g719 41449
Leh Q38 46.74 a7 L] 100 44 89 1015 44 410 e W 1h
Toval mumber af blocks 3600
Lab L] 2141 3728 2748 36 Has 364 1242 Ja 40 EES T 346,19
[l 3107 459 3315 4{LA5 M3 4i1.44) M4 416 3514 4114
Average 61.59% aR25 T390 JE05 Bl .B5% 31.76 BH A9 3751 B9.59% 3728
Table 4 ally superior to the spatial domam methods in terms of PSNR

Comparative results of proposed method in Oy 0k and Y10 domains

Images oy flaths YD

PSNR bpp PSNR bpp
Image size 512 x 512
Adrplane 3036 (01 .16 108
Peppers 315 1.5 Xha3 1.6
Lena 3193 L.I7 3163 120
Trmage size 256 » 156
Giirl 3513 0,60 3512 065
Couple 3244 .00 3224 105
House 379 .20 3135 131
Lelda 313 .12 317 1.17
Tmage size 480 = 480
Lah 3164 0.93 3348 095
Average 3209 .07 3184 1.13

Fiy of the reconstructed images of CBTC-PF method s httle
lower than that of the CBTC and SBBTC methods, but the for-
mer attaing a huge compression (approximately 6 times and 4
tmes, respectively) compared to that of the latter ones. Com-
pired to CICMPBTC and CICMPBTC* methods the proposed
is method 15 superior in terms of both PSNR and bpp and com-
parable in terms of FI. The reconstructed images of the CBTC-
PF method are shown in Fig. 6. It was mentioned earlier (see
Section 1) that transform (frequency) domain methods are usu-

and bpp. JPEG now-a-days 15 the most popular frequency do-
main compression lechnigue employing DCT. From the mesullts
reported in Table 5, the pedformance of CBTC-PF and JPEG are
comparable though, strictly speaking, JPEG is little supenor o
CBTC-PF. On an averapge CBTC-PF achieves PSNR 32,00 db,
1.07 bpp with FI = 0.6202; while these figures for JPEG are
32.85db, 1.02bpp and 06594, It may be noted that FT for
CBTC-FF, CICMPBTC and JPEG are kess than that of CBTC
and SBETC. This is because of the first erm of Eq. (17) which
stands for comelation between original X and the reconstructed
image Y. The value of the first term is high if X (i) < X{7) im-
plies ¥ii) = ¥( ), which is true for BTC and CBTC but not for
other cases. However, though not always, this is true for most
of the pixels in SBBTC. So in case of CBTC-PF, CICMPBTC
and JPEG, the lower value of correlation reduces the overall
value of FIL

It should also be noted that CBTC-PF and JPEG belong
to two different classes of compression technigues. In JPEG
method dequantization and inverse DCT (IDCT) are the major
steps for decoding. To analyse the computational cost during
decoding time of JPEG method, here we only consider IDCT
operation. Straightforward implementation of DCT on n data
Teguines n? multiplications and ni{r — 1) additions. However,
because of popularity of DCT, varous fast algorithms for DCT
are proposed. Sung et al. [21] have shown that the guality of
reconstructed image in JPEG method depends on the type of
fast DCT algorithm wsed. Loeffler et al. [22] proposed one
of the fastest methods which takes 11 multiplications and 29
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Tuble 5

Experimental results of CBTC-PF method and some other methods on test images

Images CBTC-PF CBTC SBBTC

PSNR  bpp  Fl PSNRE  bpp  F

PSNE  bpp Fl

CICMPBTC CICMPBTC* JTPEG

PSNRE  bpp  FI PSNR  bpp  FI PSNRE  bpp  FI

Tmage size 512 »x 512

Airplane 3036 1L04 06068 3212 6 (LEELS 3240 4

Peppers 3015 150 (.6021 3238 6 0£758 3191 4
Lena 3193 L17 06295 3279 6 (8827 3263 4
Tmage size 256 x 256

Giirl 3513 060 04114 MHe0 6 NE4R0  M79 4
Couple 3244 100 06919 3308 6 08917 3321 4
House 3179 120 05742 3228 6 08622 3230 4
Zelda 331 12 067ad 3237 6 (LEEET 3216 4
Image size 480 = 480

Lah 3Bp4 093 0769 3375 6 09168 3292 4

Average 3209 107 04202 3287 6 (8809 3279 4

L8133 3060 265 0600 2805 163
(L7388 288} 334 (06338 26860 198
07870 3189 306 (.6848

0.TIER
(L8372 3233 306 07414 HT0 183
7279 2917 305 06247 X755 1.8}
08038 3101 312 07060 2864 187

(LE745 3208 297 07943 32 1.7

07876 3126 294 (658! 2882 LT

L6521 3146 090 (6601
05837 3047 147 06244

X5 1B} 63l 3276 103 06504

05871 3685 (062 (4834
07063 3302 094 0.7367
L6318 31LM 124 (.5894
06T 32060 100 06983

307 226 0400 33T 142

07708 3484 094 (LEX0E

06559 3285 102 (0.6594

Adrplanc
PSNRE=30.36 PEMNE=30,15
bpp=1.04 bpp=1.30

Lena Ciirl
PENR=31.93 PENRE=33.13
bpp=1.1Y bpp=L, G0

Couple [Towse
PENR=32.44 PEME=31.79
bpp=1.00 bpp=1.20

Felda lLabk
PSNR=31.231 PENR=33.64
bpp=1.12 bpp=0,53

Fig. 6. The reconstrocted images due 1o proposed method.

additions for 1-D 8-point DCT. Henee, for a 16 16 color block
(four 8 = 8 O -blocks, one 8§ = 8 (2-block and one 8 « § (-
block) 1056 multiplications and 2784 additions are mequired.
To generte a 16 x 16 (2(07) block, from a reconstructed
HBx ¥ O2(07) block, interpolation method s used. Henee, 384C
aperations are required for a 16 x 16 color block. In Section
3.4 we have shown that, in worst case, CBTC-PF method re-
quires 576 additions and 256C operations 0 reconstruct a color
block of same siee. Moreover, in CBTC-PF method, setting
T =6 gives mome than 86% smooth blocks of (2 and O3
planes (see Table 3) and setting T =2 gives almost 50% smooth
blocks of ) plane {see Table 2). Hence, the decoding time for
CBTC-PF method is practically neghgible compared to that for
JPEG.

5. Coneclusions

A color image compression technigue based on BTC with
pattern fitting 15 presented. In the proposed CBTC-PF method,
W reduce inter-plane, redundaney, (R,G.B) i transformed to
(O =2 003) psing lossless transformaton as it is seen that the
algorithm performs better in ,0%.0; domain compared 1o
other well-known color domain, e.g., YIQ. We have selected
the size of the blocks, size of pattern books and the number
of levels in pattern depending on the entropy of O (1<i=3)
plane. The pedormance of the proposed method s compared
with Color BTC, single-bit-map BTC, CICMPBTC#* in terms
of bpp. PSNR and fidelity index (F7). It is found that the pro-
posed method 1s superior to the said methods. The performance
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of CBTC-PF method is little inferior than JPEG in terms of
PSNR, though bit-rate and FT is more or less same. The com-
putational cost at the decoding phase of CBTC-PF method s
negligible compared to that of JPEG, which is one of the re-
guirements for the mage that are frequently downloaded or
decoded. Progressive ransmission is possible as low resolution
image can be obtamed from only the block means available in
the compressed data stream of proposed method. Vanous im-
age processing and feature extraction algonthm can be applied
directly on the compressed data as the spatial comespondence
15 retained in it For example, image segmentation by gray kevel
thresholding by computing g values with threshold, edge de-
lection [23], histogram computation based on g and block pat-
tern, contrast inensification by gray level mappmng, ete. can be
implemented straightaway.
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