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STATISTICAL Lanorirory

INTRODOCTION

In an carlier paper' published by the suthor jointly with Mr. R. C, Bose the
Studentised D-Statistic was defined, its statisticnl use and object were fully set forth and
its sampling distribution was worked out. It is the object of the present note to consider-
ably simplify the derivation of the distribution obtained there, by a twist in the geometrical
arguments cmployed in that paper and a consequeut chaoge of precedure. This will
incidentally throw Iresh light ou the use of hyperspace geometry in tackling this class of
problems.  To make this note intelligible even without reference to the carlier paper',
or in other words, to make this note practically independent of that, we have to take over
three small sections from that paper, where definitions and notations were laid down and
certain preliminaries were also introduced which will suffice for our present purpose,

§1. PRELIMINARIES.

Consider two samples X and = of sizes » and o' from two multivariate normal
populations 1T and ' with the same tet of variances and covariances ay (i, j=1, 2......
wep) where ay=py. 0. 0, 0 ond 6, being_ the: standard. deviations for the i-th and j-th
characters respectively, and py the correlation co-cficient between the i-th and j-th charac.
ters! The matrix Nay, il will be said to be the common dispersion matrix for the two
populations. . Let ay, a'y (i, j=1, 2,.....p) denote the respective variances and covarian
ces of the samples £ and X, $0 that 1oy d and 1d’y Il are their respecbive. dispersion
matrices, Let o, &, (i=1, 2,...... M be the means for the i-th character for the popula-
fiors T€ and 11’ and let a;, @y denote the corresponding quantities for the samples

Soand T

Let us set

nay +n'o’y
= —— .o (1
v w+nt an

Let ¢ as usual denote the minor of ¢ in the determinant | ey | divided by the deter,
minant itself. A like definition holds for a¥. Theun the Suidentised D statistic is defined by

+2¢"(a, ")) (2,-0")

pD*=c"a,—a")) 4™ (o, —u'y) '+
207y, —a'y ) (a,-2) ... (1'15)
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Likewise if &' is the population value of D?, then

PAT=a"(a, ) +aMag—a ) + . an(m,— )
+2a"(a,=a")) (ay=y) + e 22"""a, , ~a'y) (a,=2) . (12
We know that the joint distribution of the sample readings xn, xn(i=1,2,. ...,
b k=1, L ki=1,2, ) s

.
const, e =} E, Z atntai—a) (0, m) 0= 2 (4= 1)+ G+ ')

xTMdxn Wdxpe ... (1025)

where IT dxy stands for dx,, dx,y dxyy......dx;, arl o similar meaning atiaclies to Ildx,.

Sample = can be represented in the usual Fisherian space So of n dimensions, by the
points wilh co-ordinates

i=1,2, e (13)

€7 PR

or what is the same thing, by P \vclors X, joining the points to the origin. We take another
space S', of »’ dil i lutely orth 1 to the former space, and represent in it
the sample ' by p other similar vectors. Let

2p—a’), e (1°35)

Y= Xn—ay, 3
whore =], 2,....... Wb k=120 ean; R=00 20 W
Let yi, ¥4 deuote the vectors, with components (3, Yiases sveeseene, u) aod (¥4, ¥,
wenennnndlin} Jying in the space S, and S'.. respectively.  Then the vectors' y, lic in a
flat S,., of n—1 dimensions, perpendicular to the equiangular line in S,.  Similur con-
siderations apply to the veetor y).
Lect O be the origin of co-ordinates and et M, be the point on the equiangular line
1. P - .
in S, such that OM, = —T—nmcs the projection of x, on the equiangular line. Then
n
O M;=a,. Inthe same way we can find M) on the other cquiangular line such that
O My=d. Also if y. y, is the scalar product of the vectors y and y;, then cleurly

ay=(y. y)m, a'u={y". y)in' e (19)

Let us now take a new set of (n+n')p variable ay, @), zny 2% (I=1, 2uuiccpi k=1,
2,m=1; k'=1,2 0= 1)

such that

n

i) a=2L Z‘ PO SN S )

k=1

n'
P L I YUY 3
=

3
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(i) za (k=1, 2, veesssr oo n—1) arc the components of y, along sny n—1 mutually
o:thogonal lines in Su.,. Theu 2z, is naturally a lincar function of

Xipe Xigsesanserssorsnsarensss Xl

(iv) Similar considerations apply to 2",

The distribution (1°25) can now be written in the form

i a'{n{a,—a) (a,=a,) +n'(a\—a") (@)= ")+ (n ag+n' a'y)}
centxe imilel

x .'f. da.fl day M dn, ey ... (1°45)
A

It should be noted that ay's are expressible purely iu terius of z4’s and a’y’s a¢
expregsible purcly in terms of 2,’s

Next we introduce the new varisbles a,~a') and g,+4a in place of o, and @) and
integrating for a,+a’ we get the distribution in the form

SEY N a2 (-0 - (m—al) |(ﬂ.—ﬂ'p)—(a;-a';)l+A\'ru]
constxe ‘=it 2

x H dla—a') Wdza Wdthe .. (1°5)
-
where ¢y is given by (1'1) and

=-'—+-lT, N=nn' e (1°55)
n "

=l

Ju the plane of the equiangular lines of Sy and 4 let R, be the point, whose projec
tionis on the equiangular lines coincide with M, and MY, Then if Q, i< the projection
of R, on O Y, the external bisector of the cquiangular lines

0Q = T3 @-a)  G=1,2.

. (106)

Let the vector v, be the resultant of the vectors y,and y,.  Then it is casily scen that
Ney=o. v e (1°65)

where the dot denotes the sealar product,
We may note that the spuaces S,.y, Siy contaming the veetors y, y) respectively
(i=1, 2, .. . ...p) are ortlivgonal to onc another, as also to O Y. Hence the new vectors

o, are also orthogonal to O Y, and lic in the space S,y Which comprises both 8,
and ey

s
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Let ¢, be-the resultant of the vectors s and the vector it Q Q). where ii is given by
(1'55).
Then
i 2
bty= 7’- (a=a") (a—a’)) + (nay+n'ay)

=5 (a-a) (G-a)+N cy=gy () )

The distribution (1°5) now takas the form

t E ailgy= (o) (o=}

(175

Let T, denote the extremity of the vector ¢;.

Tet OA be the unit vector along OV. We shall denote it by i. Let T, denote
the foot of the perpendiculur fromt A to the space (T, Ty.........Ty). Let the fength
AF\ be denoted by K,

Let us now consider the length K,. We shall show that it is very closcly connected
with D*
(18

But Vol (i, ¢, & .4,) is the same as the volume formed by the unit vector
QA, and the projections of the vectors 2, £y,...cu.uet, 00 the space perpendicular to 07,
which we have carlier called Sy, But these projections, from the way in ahich

376
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iy byyet oty have been derived, are at once scen to be v, v,

Tence the
numerator in (1:95) is numerically equal to vol (v, Uyereeene.

Therefore, K?, = loeo )
t b

INc )

INe+ 5 (@-a @=at |

from (1+65) and (1'7)

= —1 Nl (181)
[Nel + 'g‘ N*V 5 Cyfa~a”) (2)-a')
Cy denoting the minor of ¢y in | ¢y |
Therefore from {1°15) K?, = —ll L. (1082)

~ D

Denoting by ¢, the angle AOF,, i
flat (¢, 24y ) we lave, since k,

. the angle between the unit vector §, and the

. 18y

If a statistic similar to D* were constructed for the first i variates only, then we could
denote it by D,*; we should then have had

e (184)
1+
and
D"=_—‘2i§ cot? ¢, e (1°85)

It should be moted that consistently with this notation D* rhould be preterably
replaced by D, Let M be the foot of the perpendicular from F, to ¢; and let v be the

angle F, OM,
§2. DERIVATION OF THE SasrLiNG DisTrisgtion or D*
It was shown in scction 2 of the carlier paper' that D? and A? defined in the
present note by equations (1°15), (1°2), and .3:. ..:: al ay, n-}:'x é‘ &' {a-a) (q—a)
occurring in the present note in the relation (1°75) are all invariant under any lincar

transformation. It was further shown in scction 8 of the carlier paper® that a special
lincar transformation could be constructed such that

ay=0, i i), au=1 l
loy=a')=p & @n
(m=a)=0for i=2,3,.... cc..ocp J

I'hercfore, a'=0if i#j, a"=1 e (211)

an
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We may consider 4 o be given by the positive root of A* and v p the positive root of p,
Then by suitably naming the populations as first and second we can write

a—ay=A Jp e (212
‘Therefore without auy loss of gencrality we can take the distribution in (1:75) as

~1ip3- 3 oum T Vb 8- ) 21

constxe Nd{a,—a") Mdzy Nd2'y.

The density factor in (2113) does not contain any mean difference except the first. There.
fore integrating out for all mean differences (a—a'}, (i=2, 3,...... ) we have the distribu.
tion in the form

—~3ii pAT-} .EI'“' ’5‘- Vb Ala,—a") . (2704,

constxe d(a,—a")1dzy Ndz'y’

Now it is cleur that the volume element d{a,—a’,) Ildz, [1d2), is really the volume
described by the points (A, T,, T,,......... T;) in a space of (n+n’—1) dimensions, when
the points are given whatever frecdom we please but subject to the restriction that the
variates will have to lie within infinitesimal ranges round about the values occurring in
the density factor in (2:14). Let us denote the lengths OT,, OT,,......0T, by {,, f1,....
weeendy. It is now clear from the definitions of {e,—a’,) and gy in (1°6) and (1'7) and
from the figure in scction 1 that

gu=1%, and (v #f2) (a,=a’,) =projection of OT, on OY =1, cos ¢, cos ¥ ... (22
The density factor in (2'14) now 3Seduces to

—HiPAP=} % P= (i p2)V AL, cos ¢, cos ¥ )
constx e =

Give now the points (A, Ty, Ty........T,) frecdom to move subject to the restric-
tions that 1, lies between £ and h+dh (i=1, 2,.........p) and ¢, and v lic respectively
between ¢, and ¢,+dp, aud v and w+dw. Let this be done in two stages. It is clear
that keeping the vectors (2, 8y, .o.e.ty) fixed the volume clement described by A is

. Nep-3 o1 (=)
const. (sin ¢,) (cos9p) (sinv) dg, dv e (222)

where N of course is u+n'

Release now the points T, Th,......... T, subject to the restrictions mentioned before;
the volume clement described by these points is

N-:
CONSE. (Las Tgreen « oe e Ly, dlgrecererendly - 22)

A
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Thercfore, the joint volume element deseribed by (A, Ty, Tyyeennennnd ) e

L X » N2
const. (sin 9,) (cos¢,)  (sinv) do, dv(t, 15 ) Ty e (2:24)

If we restrict now ench of ¢, and v to lic between 0 and »/2 we casily sce
from (2:21) and (2:24) that the distribution (2:14) now reduces to

—pip-jd o
1=l

const x ¢ cosh (¢cAt, cos ¢, cos v) (sin 9,))"” (cos ',)” (sin v-)”
N3 p
mdpy dy (hy e k) 1LY . (229)
where ¢'=1i pf2 v (2°283)

Integrating out for di,, dt,.. 1, we have

-1 PA"'I"l N-ps >l »3
constxe cosh (cAt, cos g, cos ¥) (sin ¢;) {cos y,) (sin¥)
K3
xdp, dvt, di, . (2:26)

It should be noted that ¢, varics from O to « ond loth g, and v vary from 0 to /2

Using now the well known refation™

nf2
1, (2)= ﬁl)?);(l)-f cosh (z cos 6) sin? 8 do . (28)
0

which is valid for R(v+})>0, for the specinl case v=0, and integrating (2:26) over ¥
fr 0 to w2 the distribution reduces to

-} o N—Z—([I—Z)[Z ¥-p-2 »ls
) Iy (cAly cosy,) (sin &) (cos @) dI, do,

constXe
e (2:35)
Using now another well known relation'®
x . r .
jlr @y =¥ :““d:=%..x~‘,(h+u. L) @

for the special case b=}, va(p—2)/2, p=N=1=(p=2)2, a=c A cos g,, which do not
violate the restrictions on the validity of the formula, and integrating (2:35) over I,
from 0 to oo, the distribution of g, is obtained in the form

- 2 A T
N-) p LETh Yy, (249)

. X-p-3 -1
constx (sin¢,)  (cosy,) ,F, ( =

3719
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But remembering from (1°83) and (2:255) thut

N
D= - col’ p,

and therefore,

c/N.4D?

4= Ty (N T DY

e(D*) N

©sh= Nyopyn P Nro D

we have the distribution of D' given in the form

,lb—l)n N ) ,’ e
comst. ot Nopm2uh (S5, G5

2

BipLIoGRAPIY,

1. Dosk, R. C, axp Rov, S_ N.:

D

T3 ) 4D%)

N+¢

[Pant 3

(2'46)

(25)

(2:55)

The Distribution of the Studentised D’-Statistic. The

Proceedings of the Indian Statistical Conference, Calcutta, 1938, pp. 1933,

2. \Wartsox, C. N.: Theory of Bessel Functions, p. 79,
3. Loc. Cit,, p. 100 and p. 393.

|Paper reccived: 22nd June, 1939).
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