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SUMMARY

The problem addressed here i1s one of estimating the proportion of
people in a community possibly bearing a stigmatizing characieristic, which
is one of the items in & multi-purpose large-scale survey in which as usual the
sample 1% chosen with unegual selection-probabilities for the units of a finite
population, Generating truthful data on a sensitive item is difficalt.
Warner {1965) with his pioneering Randomized Response (RR) lechmgue
{RRT) provided a well-known solution, protecting a respondent's privacy.
But his selection procedure was restricied exclusively to simple random
sempling with replacement (SRSWR) — a scheme rarely executed in practice.
Mumerous alterative RRT's confined o SESWR emerped with higher
accuracy and better protection of prvacy, Maddala {1983), Sheers and
Dayton (1988}, Kerkvliet {1994}, Heijden and Gils {1998) among others
achieved improved efficiency om utilizing covariates employing appropriate
logistic  regression modelling,  again  restricting W SRSWER.
Chaudhuri (20012, b, 2002) axtended a few well-known RRT's to cover
‘wnequal probability sampling”, Heee is jllustrated how the logistic regression
modelling, in case of ‘unequal probability sampling’ does not apply, for
example, to Warner's RRT, but may be profitably employed with a couple of
other well-known BRRT s, Nayak's (1994) treatment of ‘protection of privacy’
with RET's confined to SRSWR is extended here o complex survey
sampling schemes. Additional algebraic complexity is inevitable in extension
beyond SREWR, as is needless to mention.
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1. Introdiction

Suppose we consider a community of a given nember of people and pur
interest is to survey a sample to obtain an estimate of the proportion out of them
bearing a specific socially disapproved characteristic. Examples of such
characterisiics are habits of drunken driving, alcoholism, tax evasion,
experiences of sexual abuses, induced abortion, testing H.LV. positive,
exercizing economic fraud, drug abuse among others. In practice, it is hard to
gather honest information by direct interrogation on such personal and sensitive
issues. But a ploneering device of penerating ‘Randomized Responses’ (RR)
rather than ‘Direct Responses’ (DR) was introduced by Warner (1965) as a
means of profecting the privacy of a respondent and simaltaneously deriving a
serviceable estimator for the parameter intended. Numerous modifications on it
have emerged by way of effecting improvements as reviewed in the text by
Chaudhuri and Mukerjee (1988}, Most of these RR devices are applied with the
restriction that the sample is sclected by simnple random sampling with
replacement (SRSWR) method alone, Chandhun (20014, b, 2002) showed how
tr  extend the application covenng unequal probability  sampling,
Maddala (1983} described how a logistic regression model connecting the
parameter to be estimated and the values available on certain covariates possibly
governing the incidence of the abominable feature in a respondent may be fined
for an improved estirnation. Sheers and Dayton (1988}, Kerkvhiet (1994),
Heijden and Gils {1996) among others pursued with this approach as well. In
this paper we illustrate how to extend this covering unequal probability
sampling. A specimen of a simulation exercise is presented to notice how one
may acquire additional efficacy in estimation. This extension is necessary in
practice as samples are usually chosen without replacement with unequal
probahilities.

Selection probability of course cannot affect an individual's privacy. This
is because, our approach is to attach an indicator function to each, estimate the
population total of this, allowing ‘a walue 1° if the respondent ‘bears’ the
sensitive feature or ‘0" if not, retaining the option of assigning these rwo values
to the contrary case of 'not bearing it' as well. 50, a respondent cannot
reasonably suspect hefshe is selected because the investipator puesses histher
value is '1°, rather than 0", nor that the total number of persons bearing the
sensitive item in the community is ‘high' rather than ‘low’. In estimating this
total and the corresponding proportion, the most important point intended to be
emphasized here is that the theory of tackling the RRT's accomplished with
SRSWR does not readily carry over when the respondents are selected with
unequal probabilities, as they wsually are, as a tule, in large-scale surveys.
Executing zn SRESWE survey to estimate 2 few sensitive proportions alone can
at most be a mere luxury and so, may nat be sponsored in practice.

In Section 2 we narrate four RR devices and their applicability in
(I) SRSWR and with (II) varying probability sampling. Also we add a noie on
the ‘theme of protection of privacy’ in the two situations demanding separate
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treatments. OF course, numerous other RRT s exist vielding competitive resoles,
But here we modestly illusirate only these [our, which are simple and adequately
interesting. More sophisticated ones are avoided to keep our illustrations simple.
In Sections 3 and 4 respectvely we present detaiis about fitting logistic
regression models in SREWR and general sampling schemes. Section 5 pives
numerical evidences illustrating possibilities for improved estimation. An
Appendix finally gives estimates of accuracies of estimates of repression
parameters.

2. Four RR Devices and Estimation

bet Li= {l. -e-,i,---,N] denote a population of N people and y;, the value
of a variable defined for 1 in U such that v = | if (he person Tabeled i bears a
stigmatizing characteristic A and = § if i bears the complement of A which is

AF. Writing Y = Zyi My =% is the proportion of people in the community

N
bearing A, by Z we mean Z :
i=l
The problern is to suitably estimate 7, on surveying a sample ot lo
estimate Y treating N as known. If a person is chosen st random from U, then
m, may be taken as the “probability® that 3 person sampled bears A and this
remains sa if the selection at random is continued ‘with replacement’. 5o,

assuming SESWR the following four RR devices apply in unbiasedly estimating
this probabilicy 7, .
(i} Wamner's {19651 RR Device
Every sampled person is given a device o observe one ‘outcome’ with a
probability p or its ‘complement’ with the probability (l—p} and is to {a) say
“yes” or “no” according as the outcome ‘matches’ of ‘mig-matches’ histher
charagteristic A or A (b) without divulging to the interviewer the oulcome
cbserved,
(i1} A 'Forced Response” Method
A sampled person is piven a device which may yield three possible
ocutcormes Oy, Oy or O, say, with respective prababilities py, po and (1 - p; = p2)
and corresponding instuctions for himdhet 15 to nd “yes", “no”, and “the
honest reporting™ of yes or no about bearing A or A", in each case of course not
giving out llwutmmcs ter Lhe inferviewer.
fii) Kuk's (1999} Method

A sampled person is piven two boxes merked respectively A and A
containing respectively ‘Red’ and 'Black® cards in proportions “py: {1 —p,)” and
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“pz: (1 — po)”" with an instruction to draw from (he box, marked matching his/her
true “A or A — trait”, k cards and report the number of ‘Red’ cards obtained.
(iv) Unrelated Question Model

Horvitz et al. {1967), Greenberg et af. {1969) and Greenberp er al. (1977)
have piven essentially the following device. In one SRSWR in n, draws every
person is to use a randomizing device to truthfully say *“‘yes” or “no” with
probability p, about bearing A or A and with probability (1 — p,) about bearing
an unrelated innocuous characteristic B or its complement B, Every person in -
another ‘independent” SRSWR in n; draws is to act similarly with the difference
in the device that the probabilities change to py and (1 —pg), pr#p2 .

The RR device parameters p, k, p,, p: are all pre-specified. From the
literature it is known how to unbiasedly estimate 7, and obtain the vaniance of
the estimate and unbiasedly estimate the latter in each of the above four cases
(i) — Giv).

Chaudhuri {2001a, b, 2002) permitted unbiased estimation of n, when a

sample, say, % may be chosen with certain selection probabilities p{s}, say,
admitting certain general features but permitting selection of persans with or
without replacement with equal or unequal probabilities, For the Wamer's RR
device (i) let for a person i no matter how selected.

I, = | if the ‘outcome type’ matches ith person's attribute A or A®
= (), otherwise

Then, Prob [=y]=p, Prob[l; = 1 -y =1 -pfor y, =1 or {) as carlier
specified. We shall throughout use the generic notation Ez, Vg to denote
expectation and variance operators with respect to any RR. device.

Then
Ex(l;)=py; +{1-p)i-y)=(1-p)+ (2p-1)y;
Taking p+# é T = —Ijéia[l:—]]ﬂ i% an unbiased estimator for y; noting that
Epl)=y;.vie U

Alsa

Vell;)=Eg (L, X1- Ex{L;))=pl1 - p}

; V(L) _ pll-p) :
leading to Vy(n j= = =V, ,say, ielU
I R(I} [2]3—1)1 (2[!-]]'2 i ¥
For the Forced Response Scheme in (ii) for any i in U let
I = 1 if i rezponds “Yes®
=0 if i responds *No’
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Then
Prob[li=1.y.=ll=pr+(l-p1—p2}k=1-ps
Frob [Ii=1,y,=01=p, Prob [Li=0, vi= 1] =1p:
Prob[fi=0,y,=0]=pa+({l-py—pai=1-p
Hence
Prob [l =y 1 =pyi + (1 = pi—payi + Pl =y} + (1 - pi—p2)(1 - )
=1 = +{p1=palys
Prob [Li=1 -y 1=pi(l -y + P2y,
Eq(I;)=p; +(1-p —p2 )y . noting that 3" =y; and
VR{15)= ERU':Il _ER{Ii:}}= pi{l-p )+ —pa Kt -py _Pﬂ.‘r':.
= pill-p) ify=0
= Pz{l*Pz} ifyi=1

Then, t; = . G 1% unbiased for y; with a variance
l-p-p2
V, = VgL )J{1-p, —p,J* with p, +p, #1
For Kuk's (1990) medel (i1} let f; be number of red cards reported to have
been drawn by the person labeled i in U, Then
Eq (£:)= k[P1 ¥i +P'2{1_ }'i.“
Vi (£;) = klpy (1= p)y; + P2 (L~ p2 Xt -y, ]
noting that f; follows binomial disttibution with parameters k and “p; if § bears
. Al
A" or * p; if i bears A®". Then, 1, = ?‘-sz/{pl-pi}, taking p, # p, is an
LS
unbiased estimator of y, ieU. Also, ¥, {r,]= a;y, +b; =V,, say, with

a, = l—Pl—Pzz , b= Pz[l“Pz] leading to V, = P](l'_pl}
k{p; —p2) k{p; 'Pz)z kp, - 92}2

V, = & (-p }]2 if y, = 0. For both (i) and (iii) an unbiased estimator v; for V,
P1— Pz

is obtained on replacing y; in it by r, i€ U. It may be carefully noted that it is

desirable to take “k as large as possible subject to a respondent’s willingness to

repeat the drawings from the box” in order to reduce ¥,,ie U.

With the approach of Chawdhuri (2001a, b, 2002), to apply the
fiv) unrelated question model to a general sampling scheme one may do only
with a single sample. But each sampled person i is required io make four
independent draws as follows leading to the generation of the fallowing
‘indicator” random variables,
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Ii = 1 if i draws from a box a card marked A or B in proportions
p,:{l—p,) and the card type ‘matches’ his/her true characteristic and I, = 0 if
there is no match

I is the variable generated independently in a manner identically as
L.ie L.

J; is a vanable generated as [ with the difference that the cards marked A or
B are in proportions p,:{l—p,) instead of p: {l—p,}: moreover I is another
variable generated independently and identically as I, ic UL

Lettingt; = L ifi bears B

=0 if i bears BS, ane gets

Eglli)=puyi +(1-p, )i = Eg{T), Eg(J;)=pay; +(1-pa i =Eg(%})

Taking p; # p,, let

g =) -0-p ;. (-p )i -(-p )
' F{L—sz et _Tp_l_PE

Then, Ek{ri']= ¥, = ERI:I-:LLE U. Also, r = %[r{ +r) is an unbiased
estimator of y, and v, = %(r: = 1‘1'}2 is an unbiased estimator of V, = V() ie U.

The advantages of estimating y; by r; and deriving (he vanance V; as
illustrated above relating to (i) ~ (iv), and may be in general also will be
revealed briefly in what follows,

L=t s be a sample chosen from U with a probability p(s) according to a
design P and E,, V, be operators for expectation, variance with respect to P. Let
the over-all expectation, variance operators be E and ¥ respectively such that

E= EpER = EREp and V = EPVR +VpEH = ER Vp +"\-’REP

iet t =Zyibgi1ﬂ. Ll =1ifies, li=0if igs, by be constants free of

Y ={y, - ¥y yy ) such that Ej(bl,)=1,vie U. The literature on

survey samplhing abounds with numerous examples of P and b;. One exampie of

by 15 ;{1— with ﬂl=2p{s}=zp{5:}lii agsuming m, >0 for every ieU- a
i 53 5

condition known to be necessary for the existence of an unbiased estimator of Y.
For the above t we have Epfi] =Y.

Also, V,[t)= Z}'izci +Z Yi¥ S

#]
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where ¢; = Ep(h 2 ) . 0= Ep(bsibsjlsij]—l writing Ly = 1l . Let there

s TE

exist constants d., dy; free of Y such that E {d d)=c;, E (d

5iTE] Cij

5i} 51_1} ij

leading to the existence of ¥ {t} Zy, d,,]m+Z}r,}rJd5” s = ¥p. SAY,

lv*j

satisfying E_ [vP ] =V, (t).

The literature on survey sampling is full of examples of such dy, dg’s. Foo

example, if b= = , then ¢ = L. suggesting d,, = L[l —T J :
T 0 T 8
1w — I, s
C-u- A, | 17F) , wntmg ﬂij = Zp(s]':[ﬁj . dsij it B if m‘] =0,
niﬂj i j‘tu

Tuming to the main topic here with y;'s generally unavailable it is & simple
step 1o employ

&= ZTI byl

as an unbiased estimator for Y because Egle)=t, Ep{e]=zﬁ

Ele)=E,Ex(e)=E,{t)=Y andalso E(e}: E<E(e)=Ex(3 %)=y, =Y
Now Vle)= E Vg le)}+ v.E, [Zw“ I }rv {t)
B Ep]_zvibaizls-i ]‘* Zl’iz‘-':- % ZFil‘r’;Cij

i#]
Writing vp{e]:vp{IIY_R .where R=(g, --,1y)
= Zrﬁdﬂ- L; + Zr T 8
i}
i1 follows that ERv Z“"'.-',q:lﬂlsl
So, one may take v,(e [E]+z [b —-d )Id {2.1)

as an unhia&ﬂd estimator of V{e) because one may check that

ER L ZVd‘ELISI

and hence that Ev, [e]' = Vie)
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Alsa, V{u)= Eg \-’P{e}+ Vo Ep{a] = EREpvp{c}+ Z‘Ji and hence

vale)=vyle)+ ) vibyl, (2.2)
is another possible unbizsed estimator of Vie} becanse obviously
E vyle) = ERE,vyle)= ExEyv,(e}+Ex D v, = Vie)
Incidentally, if ¥V, for an RR device like Warner's {1965), be known then v,
in (2.1) - (2.2} should be replaced by V.ics.

In order to demomstrate how an RR as “yes' or ‘no’ reveals the
respandent’s true characteristic A or A%, writing

Prob (Yes| A) = a and Prob (No| Ay =b
for any SRSWR-based RRT, Nayak (1994) observes the revealing posterior
probabililies as
af,

Prob (A |[Yes) =
| aB, +{(1-b)1-8,

}and

{l—aba
Prob (A [No) =
rob (A [No) (1=a), +b(1-8,)

Then, he discusses how the parameters 's and b' shouwld be chosen in the
lights of these to keep the ‘revealing probabilities’ close w &, and vanance of
an estimator for B, down. These two equations cease 1o be valid with unequat
probability sampling.

Turning to the question of protection of privacy in case of unegual
prebability sampling with our formulation for tackling RRT's we need to revise
Nayak's {1994) Bayesian approach in the following way.

Pretending that a postulated ‘prior’ probability L{0< L, =1) which is
Prob(y; = 1), is assigned to i, we note the conditional probabilities L,[(C),

namely the ‘posterior’ probability Prob(y; = 1| I; = 1} for the four illustrated
RET's as follaws.

{I) For Wamer's RRT
(C)= L, Prob(l, =i}y, =1)
) L; Prob(l, =1|y, =1)+{1-L,}Probil; =1| v, =0},

e P
(1-p}+(2p-DL,

1
‘_}‘Li_ a8 p—)E

Alsg, ¥, S as p—)%
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(T} For Kuk's RRT
L,(C)=Prob(y, =1|RR =1}
s L Prob(RR =1, |y, =1)
L, Prob(RR =f, |y, =1)+{1-L;)Prob(RR =f, |y, =0)
L [Blfl (1-8 }k_f' i|

0,1 =801 + Ly 0,501 -8)"" —0,' (1-8,)""

— 'L'i
as 8, =0,
Also, V, —r oo as B -2 0.,
{III} For Forced Response RRT
L,{C)=Probly, =1|[, =1)
3 L, Prob(l, =1|y, =1)
L, Prob(l, =1|y, =D +(1-L,)Probi; =1y, =0}
. (1-ps)Ly
P+ -py = palLy
and also, ¥, — o= as p, = p,

—+L; as p; = {l-p;)

In all the cases (I} — (T1I), we may write, formally
Li(c]z_ﬂ__
wj +Lj{¢] _ll'[i:l
and *preservation of accuracy’ move in opposile direchons. Also
{IV) For Unrelated Question Model
L,{C)=Prob(y, =11, =1,J;=1)
s L, Prob(l; =1|y, =l)xProb{l; =1y, =1}
L; Prob(l, =1|y, =lixProb(), =1]y, =1} +
{(I—LYProb(l, =1|y; = 0yxProb(J, =1]y; =0)

—L; as ¢, —+y; so that ‘protection of privacy’

o Lié
i+ Ll —w)

and also, ¥, === as p; —» p, as in (I - ITI) too.

=L ap—p

3. Use of Covariates in Improved Estimation and Logistic Regression Modelling

If the propensity to bearinp a socially blameworthy characteristic may
understandably be supposed to vary among the people in the community of
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interest in a given investigation according to their other special features and the
people may be classified by characteristics in discernible ways then the above
estimators for m, may be modified hopefully with higher accuracies. The
characteristics may be distinguished in terms of real andfor dummy variables
like, age, income, housing and martial conditions, educational levels and
proficiency in the local langnages etc. Following is the pioneering work of
Maddala (1983} in the present context of dealing with sensitive issues, followed
by subsequent contributors  including  Sheers and  Dayton  (1988),
Kerkvlier (1994), Heijden and Gils (1996), each concerned with estimation of
7, by RR-hased observations from SRSWR's.

Suppose  x;,eeeeees X, are  k{=1)covariates for which observations
X _1-.1'[_1' =1,--+----. k) are available on the individuals i in a sample s which is

selected by SRSWR. Then, we may write %, ({x]as the probability that a person

chosen at random from the given community bearing specific combination of
values of x =(x,---------,X, } also bears the sensitive attribute A,

Then, since O<nm, {x)<1, in situations of interest we may consider the
logit transform of 1, (x), namely

L(x} = log, (ﬂ"—{x}\:

W1 "“n.{!}/l
A next step is to postulate a linear model for L{x)as, say
L{x)= alx)+8(x)

Then applying the principle of least squares, estimates &(x }, for afx)and
E[x]f:ar B{x]ma}r easily be denved leading to an estimate of 7, [x}in terms of
&(x) and P(x) by an appropriate transformation. Estimation of the variance or
MSE aof the resulting estimate, say, fi,(x) need not be easy or trivial.

Of course, we admit that we are not contributing here any new concepts
adding to Maddala’s {1983}. Qur sole purpose is to show how his logistic
regression approach, confined 1o SRSWR, when extended to complex survey
sampling, fails with Wamer's RRT but applies profitably with a couple of

others, demanding a sizeable manipulation in algebra, of course, with our
formulation.

In Section 4 we pursue with this issue when RR's are derived by the
procedures (i) - (iv) from persons selected by general sampling schemes
considered in Section 2.
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4. Logistic Regression Modelling in Improved Estimation of
Proportions from RR in Complex Surveys

When RR's are gathered through complex surveys, ie. in surveys with
unequal probabilities of selection, the approach of Section 3 in estimation of
m,(x} is not applicable but certain modilications narrated bclow may be
successfully tried. For simplicity we shall restrict below to the case when only
one covariate x is available with known values x; fori in U.

Let us start with Kuk's (1990) RR procedure (iii). For this we have already
defined 1; for 1 in U. Let us try to develop a suitable transform of r; and relate
that transform te x;, i€ U in a suitable way.

Let u; =glp, —p;}+pyfor i in U and 1 as defined for (iii). Then,
0w, €1, ¥ie U, So we take k> 1 to ensure that 0<u; <1 at least for certain
iin U, Then, let us define

Z, = loge[li] for 0 <u; <1, for every 1 in a subset, say, UofU

Let us postulate the logistic regression model connecting u; with x; and
write

z; =o+Px; +g,ie U
with o, [as unknown constants and €;'s as random errors. In what follows

wherever Z; is used it will be understood that z; is to be calculated only for i in
U.

LT

Let S= 3 (z, ~a B, ) byl,; with E,(b,1,)=1 VieT

Salving -‘.]=a—S and U=E for ¢ and f we get

e o

Z[Zi "ﬁli)bsilsi R
Z{xj— E ijsj]ls':\
20l

stilsi

=

as the least squares estimates of & and P. In order to estimate 7, using
sample-based RR's and x-values we may proceed as follows.
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Let % =G+fx;, ﬁi:l l_;"- i =G —pa}fpi —ps) for i€s, using
te

r, u; for ie s~ U. Then our proposed revised estimator for 71, based on Kuk's
procedure using the RR's and the covariate values is

§=) byl

Though Ej [1',} » Eglr { ;Iat ¥, and so € is a biased estimator for Y. This

problem persists abnut the estimators of JI:I,,'{ :I' for the approaches of
Maddaia {1983) and his followers as well.

In estimating the MSE of € about Y our recommended procedure is the
following. We may note that

Ve (o) ={p P2 Ve (i} = (p, = P2 P Vi€ U s for =Iuge[r—1ﬁu—I}
Vﬂ(ui] (py pg) b/
Py [ |[ Il E'R Ulij

i (Pl'PI:'IVi i

o,  say

[palt-py )P +vi(py ~pa XL -py - pa (- pafi-pa)]

if y; = 0 though unknown in general since v, though only 0 or 1 is

Ire

Velz ] [%T

i

1
kP:{l—Pz}
really unknown, But n'jz may be estimated by lf'rj1 obtained on substituting r;
for v, in the former. Now, writing

2 Z[Zi _Zzlbsilni:l: '_Zx'bgilﬁ)
P = bl bl + byl

T T b TGS oo,

and remembering that z's are independent across i, we may write down the

formula for Vg(2,)=W, as a function of 512 with known coefficients. So,

replacing o,° by &jz in W; the latter may be estimated by W, say. Se, an
estimator V, (@1, may be worked out for Vy (i) from

b3 1 = fa
6" = mvg{ull
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Hence ";-’R {?1-} as an estimator for 'V, { } may be worked out from
‘;'R{‘-'j:'= [PI. - Pz)z":'rR[?i}

Writing ¥ for Vg (%) two estimators for the MSE of & may be proposed
as the estimatars v, [ ] obtained from v, {e] j =1, 2 on replacing v, in the latter

by V,andr by f,i€s.
In order to apply the logistic regression modelling, again with a single
covariate, to the ‘unrelated question model® (iv), [et us define
() [H L-p,
} P1

2_[P1+P2

u; = lPl #p;.ie U

—Pa,

Since for (iv), 1, = ;[[l—pEIl +1’:} p;I.T +.T i,l"[p] pz
it follows thal
min ri=—1_— when I, =0=1{,J, =1=1J] and
B~ P2
P

max r, :lu—l when I:I :l:I;,II =ﬂ=];1iEU
B~ Pz

: (P: Pz]'
HOng —[Pi +Pz:|[ —Pz

It may be noted that u; = ¢ when r; equa]s min r;, u; = 1 when r; equals max r; but
0 < u; <1 foriin the remaining set U, say, which is a subset of [,

] it follows that (i=u, =1, Yie 1T,

For i€ U, then as in the case (ili) we may take 7 =|ﬂgc(1 u, ] ik
M
postulate the logistic regression model z, = a +8x, + €, as in (iii) and proceed
accordingly.
Unfortunately, however, for Warner's (1965) model (i) and the Forced
response model {ii) the above approach of fining a logistic regression model is

not applicable when RR's are obteined from a sample chosen with unequal
probabilities of selection. To see this let us observe as follows

L=(-p)
( p-1) P
Let u, =(2p- I}Ti + (1 —p}.iE IJ. Then, only two possible values of r; are
minr, = . and maxr, = P when I, =0 and [; = 1 respectively so that
2p-1 2p-1

For Warner's case (i), r, =
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only two possible values of u, are 0 and 1. S0, a logit transform

Z, = Iogt[—lu—iJ is not available and we can not proceed further.
— 4
For the Forced Response RR device (i), we have 1 = 11’;[” which
PPz
equals Pl when [, =0 and —P hen I; = 1 so that if we define
l=p =p; I=p —p,

u; =[r-l +l¢—][l—p1 —ps) ui=0if=0andu,=1 when ] =1 and y,
~PL P2

can take no other values. 5o, a logit transform of u; is not available and we
cannot proceed further to apply a logistic regression model to utilize a covariate.

In Section 5 we present some resuits of our numerical exercises to illustrate
for Kuk's RE device (iii) and the unrelated question model (iv) to show some
comparalive performances of estimators of 7, based on samples chosen with
varying probabilities without replacement (1) without using a covariate (2} as
well as with the use of one covariate. In an Appendix we present methods of
estimating the MSE's of & and i supposing this issue to be relatively less
interesting to a reader.

3. Numerical Evidences of Accuracies in Estimation

We consider a fictitious community of N = 113 people with the known
respective values yj, L, 8; and x; for i=1---+eexe N.Herey,=1if it person has
clandestine sources of income andfor incurs expenses on items hefshe keeps
secret from everybody else and y; = 0 else

t;, = 1 if i prefers cricket to football and §; = 0 else

a; = the number of people in the household to which 1 belongs - this is the size-
measure used in choosing a sample of households of which one particular
member i is asked to ‘respond’ gueries about ¥, t;, and x; for { in a sample s
chosen from all the N = 113 households

x;= the per capita expenditure in Indian Rupees incuired in the housebold to
which i belongs — this expenditure is taken as the single covariate on which
the sensitive variable v {with its values as y, above) is regressed

N
The problem addressed is to estimate Y = Z ¥i
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Table 1. Giving values relevant w the population of N = 113 people

Unit (i) seria] T L 8 X
numbers
{13 (2) (3 (4 (3
1 1 1 g 2E5]1.31
2 1 1 10 4261.13
3 1 1] 1 2262 45
4 1 1 7 2530.20
5 1 1 ] 243049
6 1 1 2 422683
) 1 0 11 327041
g 1 1 [i] 1179.95
. 1 1 6 1902.73
10 0 1] 4 1482.09
11 1 1 3 1480.36
12 0 1 5 250.90
13 1 ] g 2255.33
14 0 1 4 252585
15 1 1 7 1241.19
16 1 1] g 1256 66
17 1 1 6 2194.89
13 1 1 3 3187 .48
19 ] 1 5 193.65
20 1 0 ] 1669.54
21 1 1 7 In74.11
22 1 1 1 4187 .81
23 1 1] 1 1264.92
24 1 1 2 3196.59
25 1 I 1 3354.57
26 1 1 7 271712
27 1 1 3 292763
28 1 0 3 4147.14
29 1 1 10 3355.068
30 1 1 a9 264463
3l 1 1] 3 2495 64
32 1 1 a 4400.64
33 1 1 k] 128496
Y 1 1 1 133498
35 1 a 3 1408.34
K1) 1 1 2 241.83
i7 1 1 3 4649.75
I8 1 1 2 224353
319 H 1] 3 1120.97
40 1 0 3 1296.67
41 1 1 3 2878.00
42 1 1 7 1268.51
43 1 [0} 6 1258.85
44 1 i 2 209047
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Unit (i) senial ¥i # a; x;
numbers

[ B (2) {3} 4 (5)

45 I Q 2 b299.53
46 1] 1 4 205.55
47 1 1 6 1245.57
43 1 1 ) 1241.24
49 o 1 4 195.59
50 1 1] ] 2260.59
51 0 1 4 242.99
52 )] 1 5 195.08
53 1 | 3 31431
34 a a 5 307,38
55 1 1 1) 4524 01
56 1 1 i1 290435
57 1 | ] KN R-C A
58 1 1 2 219178
59 1 1 i 2241 .53
&0 | 1 3 1241.82
61 0 1 4 2636.53
a2 1 1] 2 1344 76
63 1 1 3 1544 81
&4 | 1 2 1255.77
65 1 0 3 132888
56 1 1 g 125828
&7 1 1 1 2740.52
GE 1 ] a 4298 50
69 1 I 2 218570
TQ 1 ] 3 251.27
Tl 1 1 i 306567
T2 ] 1 3 119489
T3 o 1 5 179,98
T4 1 1 s 3845.06
T4 1 i 3 11E83.66
16 0 1 4 189.36
77 a 0 5 1247.30)
78 O 1 4 500493
s 1 1] 3 1505.03
B0 1 | 2 3240.26
1 1 1 ! 325433
g2 1] 0 4 3497
g3 1 1 3 242.27
g4 1 1 2 4181.90
a5 1 1 3 187.78
a6 1 1 6 24291
&7 1 1 7 433462
&8 1 1 K| 1575.97
EO 1 1 o 26038 .04
9 1 1 ] 4703.93
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" Unit (i} serial

¥i L a; X
numbers
(13 (2} {3 {4} (5}
a1l 1 1 7 194005
92 i 1 2 270416
93 1 1 3 319871
04 1 1 7 1241.56
95 0 1 4 1173.01
26 1 0 1 1435.06
a7 0 0 4 151.42
9% 1 1 1 ¥236.45
g% 1 ] 2 130249
1%} 1 1 1 3247.36
101 1 ] 3 1271.32
102 i 1 2 208.24
103 1 1 3 24696
104 Q 1] 5 1474.40
105 1 1 2 2430.23
106 1 | I 114849
11H5) 1 1 3 640,08
108 1 1 9 394296
09 1 1 B 220225
110 0 1 4 241.63
111 1 1 1 4191 52
112 1 )] 1 426903
113 1 1 i 274273

In order to estimate ¥ we employ the scheme of sample selection given by
Rao er al. (RHC, 1962} to choose a sample of n = 33 households out of N =113
households using the household-size a; as size-measures. The selection consists
in (1) dividing the population at random into n = 33 disjoint groups,
(2) choosing from each group exactly one houseshold with a probability
proportional to the sizes of the households within the groups end (1) repeating
the selection-process independently across the groups. Writing for simpheity y;,
a;, and A, as the y-value, for the respondent of the household chosen from the ith
group, the size of this household and the sum of the sizes of the households
falling in the ith proup, the unbiased estimator for Y given by RHC is

A.
tg = Z“ 'a":'}".

writing " for the sum over the n groups. Writing N; for the number of
households {alling in the ith group to be chosen as positive integers closest to

N g ;
£ and subject 1o ZnNi = N and ZUZH to denote summing over the non-
duplicated pairs of the n groups formed, it follows that
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> N*-N v T
Vi) Sy Zo{ -]
“"hm pi =%,A=Zﬂ.j

An unhiased estimator for ¥t} is

e E ]
S T aa{n-2)

Pi PJ/-

when y; is unavallable and is unbiasedly estimated by 1, having
Vi (1 )=V, admitting an unbiased estimator v; we shall use the unbiased
estimator

A
ey = an t, for¥Y

and its unhiased variance estimator

Z"Nz Y > Al ’J’izn =

- L] T — — V.o—

Z N z n 2 jLPi. ij 1 Pi

The corresponding modifications on ey and v(ex) will be employed in

manners discussed in Section 4 when logistic regression modelling is applicable
to utilize values x; for the single covariate indicated earlier.

In order to assess the performance of any estimator e for Y with a variance
{MSE} estimator v we shall consider the two criteria, namely, (1} ACV, which is

the average, of the values of 100x XX over 1000 replicates of the samples
e

drawn by the RHC scheme, called the ‘Average Coefficient of Waration’,
- the smaller its value the better and (2) ACP, the *Actual Coverage Percentage’
which is the percent of the above 1000 replicated samples for which the 95%

confidence intervals (CI}), namely (2—1.951'? ,e+1.96-u"r\_-' ) may cover the true

valte Y, Here we treat the pivot ""_Yas a standard normal deviate, an

Jv
assumption justifiable for large samples. The closer this ACP to 95 the better the
performance of the pair {e,v). For the Table 1 we may mention that

t.
T, = % =0.8230 and Zh—‘ =0.7345.
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Table 2 below summarizes somc of the examples of the porformances in
estimation based on (i1} Kuk's model and (iv) unrelated guestion RR model.
The estimalor using 4 covanalte is referred to as a regression estimator, the other
one as ‘original’,

Table 2 Nlustratipg relative performances of estimators of & proportion wsing Kuk's and
Unielated Question devices for RR from unequal probability samples
by RHC scheme with and without wtilizing covariate information

—
W

39 08 21.W91.2 134850 .59 72 249959 15 N10.5
S00.92 178429 (34850 43 77 194l 1287794

)
(=]

Serial | Kuk's RR Model Unrelated Question Model
““mm"‘ RR-device | ACV/ACP | ACV/ACP | RR-device  ACV/ACP |ACV/ACP of
of |_parameters | of original | of rcvised reters | of original revised
C0ES g lp, | py | estimator | estimator | o | o | estimator | estimator
(h__ 2y 31 4 {5) & ) (8 9 1))
1 4 21 02 263000 194873 T2 95 1530212 11.9/84.0
2 4 40 .14 254/018 137847 91 81 165032 12358349
3 4 76 S0 265907 178891 95 68 1530931 119837
4 4 65 57 2140903 15828 Bl BR 155943 131834
3 5 &0 98 ITN90 IAMB4T 72 B9 16.1/922 (1224R34
[ 5 57 98 179934 13&B43 72 92 158931 12XMEl4
7 5 32 .03 X507 143847 80 TR 16937 1244824
g 5 26 .01 2119209 163863 94 71 153/932 11.9/323
9 T 9% 23700 155/866 90 60 154M932 122720
10 5 27T 05 234M20 13%877 D4 35 229M4 3 14 8/81.3
11 5 64 BT 2446924 12A842 B4 67 175030 129411
12 5 73 95 237M0E  U50/R7.2 31 16 57.20974  24.0/80.5
13 5 69 93 22940 I3TMETE 3B 5T 279953 16.B/ROS
14 5 25 08 92807 150004 62 55 RG99 3RI/E04
L5 5 84 97 315896 19468003 31 13 375068 198E02
16 5 .21 05 292/499 169/89.9 21 50 225951 149801
17 5 73 85 IR0 IsEL: TR .60 1914935 134400
18 5 .77 582 151905 151805 50 20 2245947 147800
5
]
21 6 .19 .02 23.9/89.6 168802 32 01 221918 144794
22 6 .52 .17 192929 12857 50 3T 55.1/959 24.6M794
23 6 .16 94 1514960 129/893 .36 49 5700974 2857990
24 6 .39 B4 17.0/027 1147889 42 95 152024 123790
25 6 23 06 153050 1180981 41 77 1700431 129790
]

[
o

A3 95 154959 11985 30 .11 331/852 190789
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A couple of comments may be made from the results in Table 2. Use of a
covariate cuts down the average coefficient of variation but undesirably reduces
the coverage percentage as well. This applies to both the RR devices illustrated.
Between the two devices the unrelated question model seems to be the better.

Appendix

First let us consider the finite population analogue of B as

Z[Z”_IZ_J S-2h®)_Tn
Z[xi-&] Ye-xF XU

N
writingf=%,i=§-_—.'[} ( Z}(x XlU x—X)l

This B, if the entire finite population U could be surveyed, instead of only
a sample s chosen from it, could be taken as the ‘unweighted' or simple ‘Least
Squares Estimate® (LSE} of B.

A |

Writing 'T". for T; on replacing Z by ~§'I—= LS E ad X by

aitsi

% Zx,hmlml o o %

- in T, and similarly writing U, for U, on replacing X by — in
i me & ¥ g Y rep |3 ¥ .

U; we may note that we may write

ZTI: T
E U,b,I,;

Thus, P is a ‘ratio estimator’ R , say, for the ratio parameter R = Z :

i
In Section 3 we have g'w::n a formula for the estimator of variance of an

unbiased estimator Y = Z}r.

formula for an estimator of the MSE of T about T=ZT-L as mpﬁ"}, So,

following recommendations of Rao (1988) in pursuvance of the approach of
Woodruff's (1971) Taylor-serjes expansion-based approximation of the MSE of

gl of ¥. 5o, we may likewise write down the

an estimator, we may take the estimator of MSE (E ) in the form
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]

4 1 2
= —m/ T}, . ..
& {Zﬁib:ﬂsi i |T'=T'_E“‘
=zwibsi15i
Zbgils:
estimated by mp{&]:WmFEWJbglsi

&

m

Similarly, writing w, =z, —px,.& , the MSE (&) may be

b

 my(é) mp{EJ

B, =~

be small so that & and Bmay provide accurate estimates of cand P
respectively then it is worthwhile to employ

ii. =&+Exi

. u; A ; iy

as a good estimator for z; = log,[l 1 1 Our ultimate interest however is in
ek

the accuracy in the estimation of Y which uses rand 2;.ic 5.
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