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Abstract. In this paper, a novel technique for location prediction of mobile users has been proposed, and a paging technigue based on
this predicted location is developed. As a mobile user always travels with a destination in mind, the movements of users, are, in general,
preplanned, and are highly dependent on the individual characteristics. Hence, neural networks with its learning and generalization ability
may a0t &5 a suitable tool to predict the location of a terminal provided it is trained appropriately by the personal mobility profile of individual
user. For prediction, the performance of a multi-layer perceptron (MLP) network has been studied first. Next, to recognize the inherent
clusters in the input data, and to process it accordingly, a hybrid network composed of a self-organizing feature map (SOFM) network
followed by a number of MLP networks has been employed. Simulation studies show that the latter performs better for location management.
This approach is free from all unrealistic assumptions about the movement of the users. It is applicable to any arbitrary cell architecture. It
attempits to reduce the total location management cost and paging delay, in general.
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1. Introduction

To cope with the mereasing number of users and their de-
mands for personal communication service (PCS), 1L 15 essen-
tial to build up an efficient and probably “intelligent” location
management scheme. Since every mobike terminal 1s free o
move within the whole service area, on call arrival, the net-
work searches the erminal for call delivery by the process
known as terminal paging. To facilitale paging, every mobile
terminal informs the network penodically about its current lo-
cation. This is known as lecation update. Though from opera-
tional point of view, paging 15 more fundamental than update,
majority of the research on location management has actually
focused on update schemes, assuming some simple paging
strategies [1-7.10,18,24]. The naive approach for paging is to
search the entire network, orin a part. Hence with the increase
in number of mobile vsers, paging contributes o an appre-
ciable amount of additional traffic. Another important issue is
the paging delay, that 1s determined by the paging sequence.
Researchers attempted to propose efficient paging technigues
to reduce the cost andfor the delay [13.17.21.22]. Generally,
the mobile’s last updated position and s surroundings are
considered to be the most probable current location, the prob-
ability decreasing uniformly along all possible directions with
increasing distance [1.2,4,10]. However, in [6], authors con-
sidered the directional bias in user movement as well. In [20],
user movement profile has been considered to design paging
algonthm. There, it has been assumed that probahilistic infor-
mation about movement profile s available either with user,
or in the network.

However, most of the earier works on location manage-
ment are evaluated on the basis of many simplifying assump-

tions. They are mostly based on regular cell stuctures like
linear, rectangular or hexagonal [1,2,4,18]. The cell residence
time distnbution 15 also assumed o be a geometric one that
15 independent and identically diswributed for all the cells of
the network. Moreover, the user mobility 15 often modeled as
a random walk model [1.2.4,18]. Markov models are often
constructed with states and arbitrary tansition probabilities,
assuming a regular geometric cellular architecture.

In practice, the users” movements are not at all random. A
deeper insight would reveal that almost every individoal has
a mobility pattern which 1t follows, in general. This mobil-
ity pattern is highly dependent on the cell characteristics as
well as the charmeteristics of the individoal. This idea moti-
vited researchers to study the recent movement pattems of
the subscernbers and with the knowledge thus gathered, 1o pre-
dict the location, instead of paging the whole location area for
call delivery [5,16]. Tabbane [23], proposed w determine the
terminal’s bocation based on its quasi delerministic mobility
behavior represented as a set of movement patterns stored in
a user profile. In [11,12] the speed and trajectory of users are
predicted but with the limitation that they consider rectilinear
movement patterms only.

Howewver, & mobile user, in general, travels towards a spe-
cific destination. Naturally, its future location is likely to be
correlated with its personal mobility profile, the cells visited
recently, and also the time spent in each. Over and above all,
there may be different classes of individoals such that the
movement of the users in the same class more or less follow
similar patterns whereas those from different classes exhibit
quite different mobility behavior in terms of cells visited along
with the respective cell residence times. Henee, it 1s clear that
knowledge representation and learning of user mobility profile
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are two important key factors which may endow the paging
mechanism a predictive power 0 reduce averige paging cost,
in generil.

Considering these special characteristics of human mobil-
ity, an artificial neural network based approach is proposed in
[8] for location prediction to reduce the cost of location man-
agement. There, for each individoal host, one neural network is
to be trained and maintained in the system, which is guite time
consuming and almost infeasible when the number of users
15 Lrge. Moreover, the mobile host is to determine the proba-
ble location areas where it may reside, and 1o keep track if it
deviates, when it requires W switch o the conventional loca-
tion management schemes. Obviously, this techmgue, though
cost-efficient, will cause rapid drainage of battery power in the
host. Moreover, the paging scheme proposed there, pages the
predicted locaton areas m order of their probabilities, which
will be efficient only for very punctual persons, and in a very
smooth-running city.

In this paper, we propose asingle neural network model for
learming all the movement profiles for the whole set of users.
The training part can be done off-line based on the movement
history of a large number of subscribers. Following a standard
update scheme, say distance-based update, the mobile sends
its recent movement history along with the update message.
When a call amrives for a particular user, based on the recent in-
puts obtained during the last update of the terminal, the present
location is predicted by the neural network on line. Next pag-
ing is done m several steps in and around the predicted cell
unbess the terminal is found. Firstly, the performance of an
MLPF (multi layer perceptron) network [9] s investigated. It
shows a success rate of 65-75%. Next, considering the com-
plex charactenstics of the tmining data from users with widely
vared movement pattems, a hybrid neural network composed
of an SOFM (scelf-organizing feature map) network [ 14] fol-
lowed by a number of MLP networks [19] has been employed.
The SOFM network attempts o partition the imput data into
clusters on the basis of their closeness in the p-dimensional
hyperspace defined by the p features of an input pattem, and
activates the appropriate MLP for a given input vector. The
expenmental results on hexagonal cell architecture show that
the hybrid network performs better than the MLP network, m-
dicating that the input patterns in the expenmental data really
consist of clusters.

The restof the paperis organized as follows. The proposed
maoxdel i1s introduced in Section 2. The anificial neural networks
employed bere, are described in Section 3. Simulations and
resulis are presented in Section 4. Finally, Section 5 includes
the conclusion.

2. Proposed scheme

Here, it 1s assumed that the network operates with a prede-
termined location update scheme. On call armival, the current
location of the terminal is predicted based on the information
received during last update or call termination, and paging is
done accordingly.
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Figure 1. Boundary of distance-based update for distance threshold 3.

2.1 Location update

Among the three dynamic locaton update strategies, namely
time based, movement based and distance based algorithms
[4]. we choose the third one, sinceil i the best in perdformance
among the three, and implement it in the same way ashas been
mentioned in [24]. Let & be the threshold distance for update.
Whenever a mobile werminal updates its location, the network
transmits w0 it the list L of all the cell-ids on the nng of radius
d around the present cell as shown in figure 1. The terminal
stores this list L in its local memory. Whenever the terminal
crosses 4 cell boundary, it checks whether the cell-id belongs
to L, and it updates only when a match is found.

The update algonthm can be implemented on any kind of
cellular architecture even with irregular shapes as is the case in
real situations. Also the scheme imvolves very small overhead.

2.2 Location prediction

In distance based location update scheme, as if the terminal
15 logically free within a circle of mdius d. Now, our basic
assumption is that in general, every terminal has its own mo-
bility pattem depending on the chameteristics of itsell and the
cell it is traversing. By cell charactenstics we mean the loca-
tion of the particular cell, how roads and highways are placed
within it and also location of offices, housing complexes, shop-
ping centers, ete. within the cell. On the other hand individual
charactensuecs depend on the partic ular individual.

Keeping these pammeters in view, a prediction network
15 0 be designed which learns the rules that determine the
maobility patterns from past events. Then it uses this knowledge
to predict the location of a user when a call amives. A muli
layer pereeptron (MLP) network has exactly this capability of
learning rules from past evenis. Therefore, an MLP network 1s
first used here, for prediction. Later, a hybrid newural network
consisting of a Self Orgamizing Feature Map (SOFM) network
followed by multiple MLP networks 1s employed.

The mput and output features are carefully chosen o in-
corporate the best possible information that can be supplied
to the prediction network. To keep the movement history, the
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terminal may store last (m 4 1) cell-id" s it visited. To generalize
this informaton, from the cell-id’s, the intercellular path of
the useris determined which is obtamed by joining the centers
of the comesponding cells. Next, from the intercellular path
the angular deviations 8.1 = i = m are computed, as shown
in figure 2.

This information gives the prediction network an idea about
the direction of motion of the terminal in respect of cells. The
cell-residence times corresponding to the (m 4 1) cells visited
recently are also kept stored in the terminal. This can be done
easily by having tme stamps when the terminal enters a new
cell. Another input is the time elapsed after the last update, or
call termination. This informaton combined with the previous
ones can give the network an idea about the curent location
expressed as (r, @), the origin being taken as the center of the
cell of last update or call termination, and the line of reference
as the direction of last hop.

Based on these features, the prediction network attempts Lo
predict the current location.

2.3, Terminal paging

Theoretically, the current cell of the user should be predicted
exactly by the network. However, due to possible fluctuations
in movement patterns of the user, there is a finite probability
that the user will not be found in that partcular cell. Hence
paging s essential. An angular mnge ¢ 15 defined about the
predicted deviation line as shown in figure 3. Let 4 be the
threshold distance for update. Now, given the predicted dis-
tance r, for 0 = r < [d/2] all the cells within the angular
region ¢, at distance x for 0 = x < [d/2] are paged first.
This paging region is termed here as the lower shell. 1f the
terminal 15 not found, in the next paging cyele, all the cells
in the wpper shell, at distance x, [d/2] = x = d within the
same angular region +¢ are paged. In case of failure, the
next angular region selected for paging 15 ¢ to 2¢ and —dgb to
—2¢h. The third and fourth paging cyeles oceur in these an-
gular regions in the same order depending on the predicted
vialue of r. This angular spreading and comesponding pag-
ing cycles continue until the terminal s found by the pet-
work. If v = [d/2], the upper shell in the angular region is
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Figure 3. Location prediction and angular paging scheme.

paged first, followed by paging in the lower shell. An exam-
ple 1s shown in figure 3, where depending on the value of r,
the lower shell is paged in the first cyele with the cells la-
beled as 1, followed by the upper shell with the cells labeled
as 2.

3. Newural network models

In this secton, a broel overview of the neural network mod-
els used bere for location prediction is presented. First, the
MLP network is discussed brefly, then the hybnd network is
introduced.

3L MLP network

In general, the multi layered perceptron (MLP) network 1s
made up of sets of neurones armnged in several layers. The
first layer is the input layer through which inputs are fed 1o
the network. The last one s the output layer, that produces
the predicted outputs. The remaining layers are called hidden
layers. Figure 4 shows a typical MLP network with a single
hidden layer The outputs from each node of one layer are
transmitted to all the nodes in the next layer through links
with weights. Every node, except the mput nodes, computes
a weighted sum of its inputs and apply a sigmoid function Lo
find its output, which then is transmitted to the next layer [9].
Euch node s activated in accordance with the input to the node,
the activation function of the node, and the bias of the node.

Hidder
loyer

Churt
Loves

Figure 4. A typical MLP network with a single hidden layer.
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Mathematically, the output y of any node can be represented
451

v=F(W X+b),

where, X 18 the input vector, W the weight vector, F the acti-
vation function and f the bias.

The objective of the MLP learning 15 to set link weights
such that for any given input pattem, the error between the
MLF output and the desired output (target ) is the minimum. In
fact there exists several leaming technigues for updating the
network weights, of which the back propagation technigue
15 the most popular one. Moreover, 1t has been established
that a single hidden Liyer is sufficient for an MLFP network to
learn all non-lincarities present in input data provided there s
sufficient number of hidden nodes. Hence in this study, only
single hidden layer architecture is considered. Let us assume
that the net consists of p, ng and r, number of neurones in the
input layer, hidden layer and the outpat layver respectively.

The weight matrices H"‘l,:'wﬁ, for links from input layer i
j:::mﬂ, from hidden layer /i o output
layer o, respectively, are updated by the following rule:

to hidden layer fi, and W

W= W+ AW where AW = aie + AW .

W.’Irr =5 “.Jlrr + ﬁ“.-.rlrr1 ".’r'hﬂm Jl“‘lj!“ e th + ﬁﬂ“.-.ﬁ.'r

-
Here, o is the learning rate, and 8 the momentum factor for
weight changes,

i:[iyia...i,]", the input vector

oo lo,, I¥, the final outpul vector

h:[hiha o h,, 1", the output vector from the hidden layer
S ST S ¥, the Larget output, where 1 15 the target output
for £-th neurone,

d:[d...., dy |, where dy = op(l — apdloy — 1), for k =
el SRR n,
The emor vectore : [eq, ..., €y, ], where
e =h(l—h)Y Wyd, k=12, m
I=1

T
et

For training, the weights on the links W' and W' are
initialized randomly. Next, applying an input pattern, the ermor
15 computed, and the weights are adjusted accordingly by the
abowve rubes. The procedure is repeated for large number of in-
put samples, until the weights are stabilized. Afer the traming
15 over, the network can be used for prediction.

The activation function s assumed to be Fix) =

3.2, SOFM nemork

Inreal situation, the input data set corresponding o the mobil-
ity profiles of all the subscribers, s in general highly complex
and of widely varying charactenstics. So it may be gquite diffi-
cult for a smgle MLP network o leam the whole data set. To
refine the action of MLP network, we employ a hybrid neural
network SOFM-MLEP proposed in [19]. In this network, the
input patterns are first clustered into severul subgroups on the
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basis of closeness inthe p-dimensional input space (each input
pattem s a p-clement vector), by a Self Orgamzing Feature
Map (SOFM) network. Then for each cluster, a unique MLP
network s trained. For prediction, given an input vector, first
the appropriate MLP is chosen by the SOFM network and then
that MLP 15 used for the actual prediction. Experimental re-
sults show this hybrid network performs better than the single
MLP network which proves that the experimental data really
contains clusters of mput pattems.

Kohonen's Self Organizing Feature Map networks [14] are
designed pnmanly for nnsupe rvised leaming. Here, the train-
ing data set contains only input variables bul no outputs for
supervision, or comparison. The network simply atlempts o
learn the structure, and hence to reeogniee clusters i the in-
put data, and 0 respond accordingly. Once the network has
been tmined to identify the clusters in data, it can be used as
a visualization tool to examine the data. In this case, since we
have no idea about the topological distnbution of the mobility
profiles in the mmput space, it would be helplul to study the
performance of an SOFM network in order to recognize the
clusters inthe trainimg set, if itexists, and to train several MLP
networks separately for different clusters.

The network essentially induces an algonthmic transforma -
tion AL, ., 0 R — V(RY) that helps to visualize the topol-
ogy. i.¢., the local and neighborhood properties of input vectors
x £ R¥, and altempts 1o map inpul pattems o output nodes
such that nearness property is preserved. The architecture of
the SOFM network used here 1s shown in figure 5. An input
vector X € RY is disributed by a fan out (input) layer with p
nodes o each of the (f = n) output nodes in the competitive
(output) layer. Each node (7, j)of this layeris associated with
a1l = p)weight vector wi;, the weights on its links from the
input nodes. Now, for any mput vector, the SOFM net acti-
vates just a single output node (the winning node), say, with a
weight vector w,;. This winning node can be mapped o the
cell (a, b) in a 2-D grid, as shown in figure 5. Hence, all the
input vectors in B are essentially mapped on a 2-D gnd 0.

The SOFM network is trained by the following ierative
algorithm:

Step I: The weight vectors wi; from pinputs o (] < n ) oulputs
are mitalized with small random values (0.4 —0.6).
Step 2: A new input vector X is presented.
Step 3: Compute the Euclidean distance d;; between the input
and each output node (i, j) using:
=1
diy = 3 (xlt) — wise(r)’,
k=l
where xp (1) 15 the input to node & in the input layer, and
wy (1) 15 the weight from the mput node & to output node
(i, i), att-th iteration.
Step 4 Select the output node (a, &) with the minimum dis-
tance d,p. as the winner node .
Step 5: The weights of the node (a, &) and its neighborhood
nodes V() with the center at (a, &) are updated as:

wyjplt 4+ 1) = wyp ) + Ayt + Deg(e) — (),
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Figure 5. SOFM netand its 2-D display with winning node{a,b) and its 3 = 3 neighborhood.

where 0= & = p— 1, and (i, j) € Nalt).
The function A, (1) represents the strength of interac ion
between cells (a, B) and (7, j)in its neighborhood. Usually,

Aapij(1) = a(f)e= N faly

both @(t), and (1) monotonically decrease with ¢, and
diabif)is the distance between cells (a, By and (i, j).
Step 6: Go to Step 2.

This iterative training procedure simply runs through a
number of epochs, on each epoch with 4 new mpul pattern,
it selects the winning node, adjusts the weights of the winning
node and its neighborhood to make it closer o the mput. Ituses
a time-decaying learning rate (1), and also the neighborhood
shrinks with tme, until the neighborhood consists solely of the
winning node itself. Once the traming 1s complete, the node
with the weight vector closest o a given input pattern will win
for that pattem. and also for any other pattem that it 1s closest
to. Hence the input pattermns which cause the same node to win
are then deemed to be in the same group.

eraling )

Figure 6. S0OFM-MLP hybrid network.

I3 SOFM-MLP hyvbrid network

Omnee the SOFM network successtully pantitions the mput data
sel into several elusters, unigue MLP's can be trained for pro-
cessing cach group. Now, any input pattern is presented firstly
at the fan out layer of the SOFM network, the comresponding
winning node then activates a single MLFP network 1o genemte
the predicted output. The architectre of this hybrid network
15 shown in figure 6. The scaling layer with p nodes maps
sach feature of the input within the range [0, 1] which is then
presented at the input of the SOFM network. Let & be the num-
ber of nodes in the output layer of SOFM network which feeds
datato the input layerof & MLP networks, as shownin figure 6.
Without loss of generality, we assume that each of the £ MLP
networks has only one hidden layer, although it could be more
than one and different for different MLP nets. Each node in
the input layer of any MLP computes the product of the two
inputs it receives, one the scaled feature, and the other from
a unigue output node of SOFM nel. Since, given any inpul
pattem, there will be a single winning node of the SOFM net,

Cherpeer

s¢ilhing
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only one of the MLP nets, connected to the winner node, will
get the normalized mput un-attenuated, while all mputs to the
remaining (£ — 1) MLP will be zero. Outputs from the MLP
nets are finally aggregated to the scale-back layer to map them
within proper range. [t is o be noted that this architecture en-
sures that aggregated output that will be fed to the scale-back
layer 15 nothing but the output of the MLP comesponding o
the winning node of the SOFM net.

4. Experimental study

In this section we discuss the simulation of the model proposed
abowe, It is to be noted that in a real situation, the predicion
network 15 to be tramed with the past movement history of
different users. However in absence of such real data in hand,
here a statistical mobility model 15 developed for genemting
the user profiles.

4.0, User mobility model

User mobility pattern incorporates two major views: the diree-
tional mobility and the average velocity. The average velocity
of g user i reflected by the cell residence times. Here, we as-
sume a very general distribution for the cell residence time,
the gamma distnbution given by
pit) = Kyt~ le™ A,

wheret = (la = 0, and. K| = l.—ﬂll?—;_;.Thu mean and variance
of this distnbution are @ = aib and gt =ail.

Since, in reality, depending on the exaect time during a day,
the cell residence tme of a particular user in a cell may vary
widely, the whole day 15 divided into six time zones, and the
values of o and o are vaned mndomly within a range, 5 min
= =4 h oand 10 min = o = 60 min within each time zone.

For directional mobility, most of the related works assumed
random walk model where after a user leaves a cell, it moves
to any neighboring cell with equal probability. Although in
practcal sitwation it seems W be hardly true. In this paper,
we assumed that the probability of deviation of a user from
the current direction of motion decreases with inerease in the
amount of deviation. This idea follows from the fact that in
general, a user moves with some inertia, e, it always tries o
maintain its state of motion or rest I s also assumed that the
probability of deviation increases with the increase in the cell
residence time. It is evident that when the cell residence time
15 high, the vser generally tries to retum, i.e., the deviation
would be 1807, Based on these two assumptions, the proba-
bility density function of deviation from current direction of
motion 15 presented as:

fiey=Keme ¥ de[—m.m), nim=0,

where 1 is the cell residence tme of the user in the cell, 8 1s the
corresponding angular deviation from curment direction, and K
15 aconstant. Here, it has been assumed thatny ==K = 1.

Based on these two models, we generate 1500 movement
pattems, out of which 1200 input and target patterns are se-
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lected randomly for training the system, and the rest has been
used for testing.

4.2, Kimulation

Though the scheme presented here does not assume any reg-
ular cellular structure, for simulation, a hexagonal cellular ar-
chitecture s considered. It is also assumed that the terminal
keeps m local memaory the most recent (m 4+ 1) cells visited
from which the network derives moangles of deviation. The
last mcell residence times are also kept in memory. In our
simulation, results are studied for 2 <= m < 4. Thus the input
pattemns of the prediction network contain (2m -+ 1) features in-
cluding m angles of deviation, m cell residence times and Ar,
the time elapsed from the last update/eall termination. Here,
A ois assumed o be exponentially distnbuted, with a mean
value of 30 min. Based on these inputs, the network predicts
the current cell of the user in terms of distance r and deviation
& with respect o the last reported cell. Therefore, two output
nodes are required in the prediction network. For the single
MLP network, by trial and error, the number of hidden nodes
15 determined as 7. It produced best results for the given test
data set.

For the hybrid network, number of clusters (i.e. the number
of nodes in the competitive sub-layer of the SOFM layer) is a
very important parameter. [tdetermines the number of clusters
into which the network divides the whole set of movement pat-
terns according to the proximity of the input data points in the
(2m + 1)-dimensional space. Training of the SOFM network
with the expenmental inpul data shows that 5 output nodes
would be sufficient for clustering the mputs. Now according
to the clustenng, the input data is pattitioned into five digjoint
clusters. With each partition, aunigue MLP network is rained,
and attached at the appropriate output node of the SOFM net-
work. The number of hidden nodes in each MLP network is
taken as 5. In fact, the number of nodes in different layers are
decided by trial and error method o produce best results.

The whole set of input pattems, say X (compnsing of 1500
pattems), is partitioned into two mutually exclusive but ex-
haustive subgroups, one s used o tmin the system, and the
other to test the system. Typically, B0% of the whole generated
data 15 selected mndomly 1o train the system and the rest 209
15 used for testing. The learning rate for the MLP networks was
taken tobe 011, Traming of the network s terminated when the
difference between ermors in successive iterations 15 below the
limit { 1077). For SOFM networks, the raining is over afler
6 x 1Y iterations.

Since MLP output results may land into local minima, so
while traming, every MLP s run 5 times with different sets
of weight initializations for statistical consistency. The whole
process of testing is repeated five times with different parti-
tioning of the mput data to make the lesting more rigorous.

4.3 Results

In this section, the results are presented which are ob-
tained from the simulation deseribed in the preeeding section.
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Figure 7. Success rate withnumberof paging cycles for MLP net withm = 2.

Figures 7-9 show the average percentage of success in locat-
ing 4 terrminal against the number of paging cycles for direct
MLPF network, with angle of paging as a parameter for van-
ous values of m, 2 = m =< 4. Itis evident from the figures that
the success rate improves with the increase in the value of m.
However, since the improvement 1% insignificant as the value
of m 15 increased from 3 to 4, For later studies, m s kept fixed
at value 3. From the graph it is found that about 75% of the
users can be located just i the first atempt with m = 3. This
success rate also inereases, as expected, with the increase in
the angular range (¢¢). Four different values of ¢ have been
studied, 7.5°, 157, 22.5° and 3 respectively.

Figure 10 shows the same vanation for m = 3, when hy-
brid SOFM-MLP network 1s vsed. One should note the in-
crease in percentage of succeess from the previous case at any
given angular range, except at the first attempt with ¢ = 7.57,
It may be due w the cavse that without SOFM layer, the
whole data set was utlized to rain a single MLP network.
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Figure 1. Success rate with number of paging cycles for SOFM-MLEP net
withm = 3.

But with SOFM, the same data set has been partitioned into
five groups, and a panicular group of data may be oo small
to train the corresponding MLP network. Also, at low angu-
lar range, even small discrepancy in predicion may fail to
locate the terminal in first attempt. However, with larger an-
gular ranges, SOFM-MLP pedforms better in all cases, and
the trend shows that training with enough input data may im-
prove the performance further. Next the performance of the
proposed paging scheme 15 compared with that of the con-
ventional paging strategy, assuming that all the cells within
the distance threshold are to be paged simultancously. Fig-
ures 11 and 12 show the average paging cost in terms of the
average number of cells to be paged per call amrival, in case
of MLP and SOFM-MLP networks, respectively. Simulation
results are shown varying the threshold distance d.3 = 4 = 6.
Results show that with increase ind, the paging cost increases
rapidly incase of conventional paging, which in practice, lim-
its the value of 4. Butin the case of paging with prediction, the
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Figure 11. Comparison of avemge paging cost for MLFP and conventional
g ing.
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Figure 12. Comparson of avemge paging cost for SOFM-MLP and conven-
tiomal paging.

Inerease in paging cost 15 msignificant, and hence, it reveals
another important advantage of proposed technigue. A higher
value of & can be allowed in this scheme without detenormting
the paging cost. It would help to reduce the update cost as
well.

Finally, figures 13 and 14 compare the average paging delay
(in terms of number of paging eyeles) and average paging cost
(in terms of number of cells paged), for MLP and SOFM-MLP
networks, with threshold distance 3. Obviously SOFM-MLP
network outperforms the MLP network in both the cases. As
expected, the delay reduces largely as the angular range is
made larger, on the other hand average cost increases sieadily
with pagimg angle. So we are o compromise between these
Lwo paramelers.
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Figure 4. Comparison of paging cost in MLP and SOFM-MLP networks.

4.4, Implementation considerations

The implementation of the above scheme is quite simple.
When a terminal updates its location, the network notes its
location and gives it the cell-id’s of the cells lying on the
threshold boundary centering the terminal which are stored in
the local memory of the terminal. Whenever a cell boundary
crossing occurs, the terminal checks and updates only when a
match 15 found.

The terminal keeps the last (m 4 1) cell-id' s visited with
corresponding time stamps in its local memory. When it in-
forms the network about is current location, it also sends this
informaton. Since the cell locations are stationary W the net-
work, the network can caleulate last three angular deviations
of the terminal along with the cell residence times. With these
information, the input vector i$ prepared.

A single prediction network 1s kept at the backbone network
of the mobile system. When a call arrives for a user, the input
vector is prepared for the particular user and 15 passed through
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the hybnd network as desenbed in Section 3.3, According to
the output of the system, the network starts paging for the
terminal.

The suceess of the scheme heavily depends on the training
of the hybrid network. So the mohility pattems for traming
are to be selected very carefully and should cover the whole
set of users. Since, traming can be done off-line, enough time
should be devoted for that. Once the network 15 trained, it can
predict the locatnon precisely, and hence can reduce the paging
overhead appreciably.

5. Conclusion

In this paper, a new paging scheme has been developed using
asingle hybrid neuml network to learn the movement patterns
of mobile users. The principal assumption here, 15 that vser
movements do possess some mobility pattems, in general. A
neuril network 15 capable of captunng these pattems provided
the network 15 trined approproately. The traiming time of the
network may be quite long, but once implemented, the system
can mstantaneously predict the location of a terminal. It re-
quires very limited local memory and computation power of
the terminal.

In all previous location management schemes based on the
movement history of the user, the mobility profile of each user
15 Lo be munntamed at the network controller, or the user. How-
ever by our proposed scheme, the neural network 15 trained
off-line by the movement history of a large number of users,
and dunng run time, only the recent movement history (just
3o 5 cells raversed last) s to be stored in the network con-
troller at each update or call termination, the rest s managed
by the terminal itself. Therefore, itreduces the storage cost and
the maintenance cost appreciably, making the implementation
much more cost-effective. Again, since one hybnd network is
sufficient for the whole network, the raining overhead would
remain within limit.

However, the success of the scheme s highly dependent
on the choice of taining data. The expenmental study with
simulated movement profiles shows high suceess rate of pre-
diction, most interestingly, by the SOFM-MLP network. It
reveals the fact that the movement patterns of the whole set
of subscrbers really form some clusters in the input space.
Hence MLP networks can be trained for given clusters result-
ing more accuracy in prediction. Moreover, the results show
that with this scheme, the value of the threshold distance may
be increased much without any significant rise in paging cost.
It mdicates that this technigue would also reduce the update
cost appreciably. However, the models are yet o be studied
extensively by real data.
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