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Recognition of Online Handwritten
Mathematical Expressions

Utpal Garain and B. B. Chaudhuri, Feliow, IEEE

Abstrace—This paper aims at automatic understanding of online
handwritten mathematical expressions (MEs) written on an elec-
tronic tablet. The proposed technigue involves two major stages:
symhol recognition and structural analysis. Combination of two
different classifiers have been used to achieve high accuracy for the
recognition of symbols. Several online and offline features are used
in the structural analysis phase to identify the spatial relationships
among symbols. A context-free grammar has been designed to con-
vert the input expressions into their corresponding TEX strings
which are subsequently converted into MathML format. Contex-
tual information has been used to correct several structure inter-
pretation errors. A new method for evaluating performance of the
proposed system has been formulated. Experiments on a dataset of
considerable size strongly support the feasibility of the proposed
systent.

Index Terms—Interpretation of two-dimensional structures,
mathematical expression (ME), multiple-classifier system, online
character recognition, performance evaluation.

I. INTRODUCTION

ATHEMATICAL expressions (MEs) form an essential

part of scientific and technmical documents. There are sev-
eral ways to mnput MEs into digital documents. 5o far the pop-
ular way to enter MEs is either in a linear format (e.g., TEX),
or by using a structured editor (e.g., equation editor available
with MS-Word). An alternative way 15 o write MEs by hand
and employ a smart system that automatically mterprets and en-
ters them into the document under preparation. This paper 15
motivated toward this end.

Recognition of online handwriten MEs has two major as-
pects: 1) symbol recognition and 2) interpretation of two-di-
mensional (2-D) structures. Design of a symbol recognizer is
a difficult task as it has to classify a large number of symbols
like Arabic numerals, Enghish alphabet, Greek symbols, math-
ematical signs, and symbols. This set becomes even larger if
characters from non-English script are used, e.g., in Indian con-
text, one may use numerals and characters of scripts hike De-
vanagn (Hindi), Bangla, etc. Momeover, ME symbols vary in
siee 104 large extent. Operators like integration, square rool,
sum or product, ete. can be quite large in size whereas, very
small symbols hke dot, comma, colon, ete. also appear in MEs.
The same symbol can appear in different sizes in different con-
text (e.g., seript or himit symbols). Furthermore, witers have
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their own writing style giving different shapes for the same char-
acter. Many writers tend o connect and abbreviale the strokes
of multistroke characters. Significant stroke number and order
variation 1s observed with wnler variation.

The structure of a ME can be significantly more complex
than that of normal ext lines. The spatial relationship among
symbols are crucial to the interpretation of the expression. This
means that even i all the characters are correctly recogmzed,
there still remains the nontrivial problem of interpreting the two-
dimensional (2-D) structure of an expression. Symbols use spa-
tial relatonships o indicate logical relationships among them.
For example, structures hike superscripts, subscripts, implied
multiplication, matrix, ete. are indicated imphicitly by the geo-
metric layoul of operands. Given a spatial relationship between
two symbols, it is difficult to determine the logical relationship
between them. Compared to printed MEs, the ambiguity of spa-
tial relationships s substantially mereased for handwritten ver-
sioms. Moreover, several symbols (“honzontal line segment”
“dot,” ete. ) have multuple meaning depending upon the context.

There exist several research efforts toward ME recognition.
Existing approaches can be found in survey reports [ 1], [2] and
are summanzed in the next section. These surveys reveal that
the studies dealing with processing of online handwritien MEs
are few in number and additional research is needed 1o develop
systems giving commercial level accuracy. The purpose of this
paper is o describe an improved system for understanding on-
ling handwritien MEs. The present study differs from the pre-
vious ones in the following ways:

1) recognition of symbols involves two classifiers to capture

wide variations in shape and size of the large number of
ME symbaols;

2 different methods for combination of classifiers have been

attemptled to arrive at an efficient fusion of the classifiers;

3) for interpretation of structure, online features are used

along with several offline analysis;

4) a new performance measure has been presented to eval-

uate the system perdonnance;

5) in addition, the proposed system supports use of numerals
and several charmewers of an Indian Language (IL) scapt
[ Devanagn (Hindi) | toenter MEs contaming IL digits and
letters.

The rest of the paper 1s organteed as follows. Section 11
presents a brief review of the previous studies. Section 111 de-
scrbes the proposed system and the methodologies for symbol
recognition and interpretation of  structures. Experimental
results and the proposed method of performance evaluation are
presented in Section IV, Section V oconcludes the paper.
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II. BRIEF REVIEW OF PREVIOUS STUDIES

The eariest paper on online handwntten MEs is due 1o An-
derson [3], [4] who assumed error-free symbol recognition and
presented a coordinate grammar for analyzing 2-D structures of
MEs. A partitioning strategy was used for rules with two nonter-
minal syntactic units on their right side and each partition might
require considerable processing. Later on, Belad, and Haton [5]
proposed a syntactic technigue for processing online MEs whene
symbols are segmented imto basic primitives for recognibion.
Eight expressions wrilten by ten persons four imes Lo Ccreale a
dataset of 320 expressions were used and a symbol recognition
accuracy of 93% was achieved. All structures excepl six cases
were properly recognized.

Koschinski er al. [6] and Winkler er af. [7] use the Hidden
Markov Model (HMM) for symbol recognition and mcorporale
a soft-decision approach for analysis of ME swucture. 82
symbols written 50 times by a subject were considered and 40
versions were used for training the HMMs. Writer-dependent
recognition accuracy of 96.9% has been reported. Among other
HMM based approaches, Kosmala ef al [8] proposed a neural
net (NN)-HMMs based system. HMMs of different number
of states have been proposed 1o recognize symbols. A graph
erammar approach [9] was used for analysis of ME structure.
In another method proposed by Xuejun er all [10], symbol
matching 15 done by an improved Kohn-Munkres algorithm.
The approach was tested with 94 ME symbols written five
times by 20 different persons and a writer-dependent symbol
recognition accuracy of 90.32% was achieved.

Sakamoto et al. [11] used a 16-directional coding scheme 1o
capture wrting directions of a stroke. A dynamic programming
is used for segmentation of a sequence of strokes into character
units. In a related stody [12], Fukuda er al have vsed 3 x5
mesh directional element features and some additional features
for symbol recognition. For structure analysis, both [11], [12]
have employed the same technigue [ 13] that chooses one of the
nine pre-defined relations for a pair of ME symbols. Four MEs
wrillen twice by 20 persons resulted in adatabase of 160 MEs. A
character recognition accuracy of 99.35% is reported. The tech-
nigue shows an efficiency of 98.46% toward identifying spatial
relations between a pair of symbols.

Chan and Yeung [14] proposed a syntactic approach that
used Definite Clause Grammar { DEG) to define a set of replace-
ment rules for parsing MEs. The ME symbols are recognized
by following a flexible structure matching approach [15].
Experiments are done on 60 MEs taken from four different
domains of mathematics. Performance evaluation of the system
is presented in a different paper [16] where effectivencss of
both the symbol recognition and structural analysis stages 1s
demonstrated by a single measure.

Toyoeumi et al. [17] presented a system that recogniees each
stroke by Freeman chaim code. Several strokes are combined into
acharmeterbased on their positions and combinations. Structural
analysis is done by dividing a mathematical formula into blocks,
but details of the method and dataset used are not presented. Ac-
curacy for recognmition of characters, mathematical stroctures and
matnx structures are 80%, 92%, and 69%, respectively.

Later on, Zanibbi ef af [ 18] described a tree transfommation
based method w understand the 2-D structures. The approach
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makes use of search functions that exploit the left-to-right
reading order of ME notations and operator dominance o
recursively and efficiently extracl baselines in an ME. This
approach is further used in another system designed by Tapia
and Rojas [20] who proposed a support vector machine based
recognition of handwritten symbols and an accuracy of more
than 99% has been reported for recognition of 43 distinet sym-
bols used for writing MEs. However, recognition of symbols
in [ 18] 15 achieved through another system [19]. Test results
given in [18] put emphasis on recognition of typeset MEs and
only five “fairly complicated™ MEs written by 27 participants
are vsed in the experiment. 1t is reported that the participants
found the output to be useful.

1. PROPOSED SYSTEM

Fig. 1 shows the architecture of our proposed system. Each
stroke drawn on an electronie data tablet stroke goes through
SOmME preprocessing steps 0o remove variations (due o nose
and uncontrolled pen movemaent) that would otherwise compli-
cale the recognition process. Several preprocessing steps like
four-connected o eight-connected region generation, inlerpo-
lation of missing points, smoothing, etc. are used. The recog-
nition method works at the stroke level. Individual strokes are
then grouped into a meaningful symbol. A siroke is combined
with a neighbonng one by looking at some spatio—temporal m-
formation like tme-gap between these two sirokes, positional
proximity, elc. A symbol written with multiple strokes 1s recog-
mized by looking at the sequence of 1ts strokes. This sequence
15 checked by vsing a rule base maimtaimed agamst each symbol
consisting of multiple strokes. Stroke-order vanations is tackled
by maintaining, whenever required, multiple definitions of the
stroke sequences for a single symbol. Several spatial relations
between a pair of symbols are identified online. However, the
existence of such relations gets confirmed under an offline pro-
cessing whene the enlire expression is reconstrocted.

A. Svmbol Recognition

For recognition of symbols, our algorithm tries to exploit the
neuromotor characteristics of handwriting. Consider the way in
which a child leams o write. $/he is advised o down the pen at
some position, makestraght/curved pen movementina particular
direction, create loops when needed and lift the pen at some other
position. Pen down position for the nextstroke 15 also mentioned
and s/he follows such instructions untilthe characteris complete.
Apart from pen up/down positions and the direction of pen move-
ment, the children are also taught the relative lengths of different
partsof a stroke. These aspects are captured and vsed as features.

Feamwre Extraction: To elaborate our feature extraction
process, let the digitizer output be represented in the format
of (p )17, & R* x JU,1}, where pul] is the pen position
having x-coordinate (pr[i] - =) and ycoordinate (pt[i - g0
Additionally, pen up and pen down information is captured
to distinguish a stroke. At firsl, we extract angle variation
information as follows:

vl =qnefi] ptE 1. d=1.20.

; : rlf -z
B, w—sigu X cos ! [— (1)
aly
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Fig. 1. Architecture of the proposed system.

where v 4] me = pril e —mfi— -2, e [d] ey = pt[d]-y—mi[i—
1 -gand slew = 1 il v[]- ey < U, otherwise sign = 1. The 8;
15 the Evclidean distance between two conseculive points and
measured as M-"rI:_T'[i] co ) 4 eld] ooyl

However, i reality, mstead of angle vanation iformation,
direction change information is taught to a child. Therefore, (2)
converts ¢; into a direction code (an integer) following a eight-
direction Freeman coding as shown in Fig. 2.

i, = ((u‘kinr‘_l (hfp{) + I) i IEiJ =2

where mod 15 the modulus operator and inl retums integer part
of a real number. Next, we normalize ¢, which represents local
trajectory length as follows:

(2}

Al
R

Al =

(3}

1) Description af the Classifiers: Two different classifiers
are vsed o our system. Classifier 1 involves feature template
matching approach and employs a nearest neighbor classifica-
tion scheme, whereas, cfassifier 2 uses HMM [21] for classifi-
cation. The details of the classifiers are described as follows.

+ Classifier 1: Feature vector used by this classifier is de-
fined by the wple (o 807 = 1,200 ,8 — | Nearest
neighbor classification is implemented by a distance mea-
sure as follows assuming that the feature vectors for F
(stroke 1o be recognized) and 5 (stored prowolype) are
given by f (el SN and fa {ff_'?:é.'r"?.:"_{_L~
where »7 & = l:__f f-'n.’f = 1.

Fig. 2.
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Eight-di rzctional Freeman-Chain coding.

Inreality, K is rarely equal to J, hence, implementation
of any direet distance measure is difficult and therefore,
the following modification is done

he
AL 3 8 and ALY (4)

=1

Z Al

Next, we sorl the union of f.li.f]‘:} - and !_'.lL'_.?‘_I‘I,"ﬂ
together in an increasing sequence. Let this sequence of
numbers be {34,070 where ALy = 1. Now, it is clear
that the direction codes i i of t" and [rf’.f] of § are con-
stant over A, Ada .

The feature wectors, fy and fg are re-defined as
ptl ey and (a7, s00, respectively. and the distance
between them 1s measured as follows:

I
IS =3 8 x (1— 1-|dF - d5]).

=1

(5)
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Note that i B-directoonal coding (see Fig. 2) the
maximum difference between two successive direction
codes can be 4. Moreover, it may be noted that smee
5L L, the metric property of J is retained in the (5).
A formal proof can be found in [22]. For any input stroke
T T, 5 s measured against all stored prototypes 5;
and 1" is classified as 5 if J{1 80 < S0P 8,19 # L
However, in our implementation, classes are ranked based
on the J values and the class with lowest S gets the
highest rank.

+ Classifier 2: This classifier uses a left-to-right Hidden
Markov Model {HMM) for recognition of symbols. HMM
parameters are estimated as follows:

e The states of HMM: For each stroke, we consider
its own HMM. Since different writers write a par-
ticular stroke in different manners, a number of
observation sequences are used o train the model. Let
there be 1 number of such sequences available and
each sequence consists of 1 observation symbols,
(3 = {F a0 (s, where (€3] is presented in a
2-D vector, (. 84; 3 where &; and #; are given by
i1y and (3), respectively. Next, each of the n A1 obser-
vation vectors is mapped into one of the & clusters.
For this purpose, ¢; is given a direction code «; based
on the Freeman-chain coding scheme given in (2) and
cach segment length & is labeled as short, medium
or long, based on two predefined thresholds. As
can take onge of the eight values (0-7) and ¢ can have
one of three descriptions (short, medium, or long),
any observation £, will be mapped into one of the 24
clusters. Each cluster forms a state.

—  Trauning and recognition of strokes: To train the model,
wi follow the segmental K-means Algorithm [23]. The
initial {+ ;1 and transition probabilities {44 are caleu-
lated as follows:

Forl =+ = &

ﬁ Foccurrences of {6y & 0 ©)
U #roenuwrenees ol O el
Forl =i« Nandl = j <&
N Cdoetirrsness ol WO Edawd O £
fiay = FH : i0ie i3 (7)
#ocourreaces of {0, &4
The observation matrix (2 = {5;{k1}7, the proba-
bility of observing the symbol 75, given that the model
15 in #th state 15 esumated by calculating the symbol
probability distributions {assumed Gaussian) for each
training viector for each state as follows:
For 1 =54 <0 0
s 1 T 5 i S
f.-',;[r:.}uj = —ﬁ_lll LR —;[r}J &= ,I'Jn'J'C [ .L'O',l — ) fH}I

where [, and €3 are the mean vector and the covari-

ance matnx for each state, 1.
Viterbi Algorithm [24] is used to find optimal state sequence
for each wraining sequence. Once the training is over, well-esti-
mated HMMs are obtained for strokes (for some strokes more
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Fig. 3. Baseline and other honizontal lines in an expression.

than one corresponding HMMs are maintained). To recognize
a stroke, the observation sequence which configures the siroke
15 considered and the probabilities of occurmrence of the obser-
vation sequence against each HMM, A are calculated. In ac-
tual mplementation, the classes [-u:,-f. are ranked based on the
DO A values and the class with the maximuom PO A gets
the highest rank.

Fusion of the Classifiers:  Before looking for a suitable com-
bination method to integrate the classifiers described above,
similarity between classifiers is, at first, studied by measuring
the agreement between their decisions. Similanty 15 measured
usmg the index discussed m [25]. It 15 1o be noted that the min-
imum of the similarity index is equal to O {when the classifiers
always disagree o each other) and the maximuom 15 equal o 1
(when the classifiers always provide the same response).

Next, the classifiers are combined following three combina-
tion methods:

1} highest rank method;

2} borda count [27];

3y logistc regression [28].

All these methods attempt o improve the mnk of the comect
class. The work by Ho er al. [26] discusses about the use of
these three methods for classifier combination. In our exper-
ment, relative merits and demerits of each combination method
are studied and results are presented in Section 1V,

B. Analvsis of ME Structure

The approach for analysis of an expression’s structure con-
sists of three stages, namely, online interpretations, offline pro-
cessing, and compilation of "ITY string.

* Online Interpretabons: As soon as a symbol [.‘:'5 1is drawn,
its bounding box (BD;Y, center {0 (ie., bounding
box’s center) are noted. Each symbol 1s tagged with a
Level, {L] having the following properties 1) L-value
of any symbol belonging to the expression baseline is 0
20 L-values of symbols increases upward and decreases
downward with respect to the baseline. Fig. 3 shows
L-values of individoal symbols of an expression.

For easy detection of symbol levels writing of any ex-
pression starts with s left-most baseling symbol. Sym-
bols having nearly the same (determned by computing
the variance) center €7y get the same L-value. Basweally,
¢{ ) values of symbols determine a set of horizontal lines
on which symbols are armanged in an ME. For a pair of
symbols, their bounding box coordinates and the L-values
help to determine any spatial relationship exists within the
pair. Several structures like first level superscripts, sub-
soripts, limit, sguare root, ele. are identified online and
corresponding T strings are generated for them.
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(b)

Online processing: Recognition of seven structures,

Meaning of certain ambiguous symbols (e.g., dot, hori-
zontal line, ete.) 15 also understood online. For example,
a dot (") symbol appears in different context like as
a decimal point, an accent marker {1}, ete. Therefore,
meaning of such an ambiguows symbol like dor is inter-
preted by looking at 1ts neighbonng symbols (1.e., symbaols
left, right, and below o the symbol. As the function words
(e.g., sin, log, exp, ee.) mantain linecar one—dimensional
i 1-D) swuctures, they are recognized online. A finite aun-
tomala is maintained o spot occwrence of any such fune-
tion word in an mput ME.

Fig. 4 demonstrates the steps described above. Fig. 40a)

shows how symbaols are given their L-values based on their
center {4v) values. The structures identified online are
shown in Fig. 4(b). In the present system, writing of a root
sign imposes a restriction that roo n/_. symbol is drawn
first, then symbols under roor are written. The expression
in Fig. 4(a) contains four horizontal lines whose mean-
ings are also interpreted online. Occurrence of the func-
tion word lim is also identified at this stage.
Offline Processing: Structuresunidentifiedduringonline are
processed offline. Moreover, the relations identified at the
firststageare also checked for final acceptance. Initially, the
enlire expression mage 15 ecursively segmented into ver-
tical and homeontal stripes tll no more segmentation is pos-
sible. TX strings are generated foreach segment (orstripe ).
Next, a bottom-up approach is followed 1o merge two seg-
ments o generate a new T string. This merging process
continues untl the final expression is constructed. A con-
text-free grammar, O, presented later, guides the merging
process and generation of 11X string for each segment.

Figs. 5(a)—(c) demonstrale major processing  sleps.
Fig. 5(a) shows the vertical segmentation of the expression
o nine vertical strpes (vShape). Next, each vSipe are
further segmented in hodzontal stipes (hSiripe). The
vanpes and hStmpes are tagged withnumbers tokeep track
oftheirorderof generation. Forexample, atag(9, ) withthe
hStripe, Hy, ) indicates that itis one ofthe stripes generated
during horizontal segmentation of the vStripe 15,

This vertical and hortzontal segmentation go hand-in-
hand untl each stape (called atomic box ) contains a single
symbol, or no further segmentation is possible [Fig. 5(b)].

For an atomic box containing more than one symbol [(e.g.,
Iy of Fig. 5(b)] is processed further. In such cases, the
largest symbol (determined by the bounding box area) 1s
separated and the restof the symbols are subject 1o further
segmentation. However, in case of Hy 1. only one symbaol
(1., ) as lelt after the largest symbol (Le., “\.-"'”}' 15 sep-
arated. Al this stage, a suitable production rule of 77 (de-
scribed next) is searched to get the relation between ™ /&
and “r"and a 1Y sting, 4 pi” is returned.

MNext, hStripes under a vSpes are processed using (7
to find spatial relation, if any, among them. For example,
hStipes of Ty [Fig. 5(b)] are merged following the pro-
duction rule corresponding o fraction stated i (10). Bul
this does not happen for all vSiripes and in the succeeding
stage, hStripes n adjacent vSipes are merged i lellt o
right manner. A hStripe of V; is merged with a hStripe of
Vep 1 if they have same levels. Level of a hStipe is de-
termined by the center of its enclosing bounding box. For
example, My 4 of ¥y [Fig. Sic)-(d)] gets connected with
Iy of 5. This merging propagates from left to right ll
no further mergmg 15 possible. The vSupes that are in-
volved in such a merging process get fused o form a new
vatnpe as shown in Fig. 5(¢). The functon words like sin,
cos, log, ete. are formed at this stage.

Finally, pairwise lumping of vStripes is done in a kel
to right manner. In this stage, a single TEX string between
15 and 174, is searched using ¢4, For instance, V5, and ¥
[Fig. 5(b)] together form the TRX string, 3™ {2} using pro-
duction rule corresponding 1o superseript. However, when
a vatripe 1s represented by more than one "X sinng, sev-
eral production rules are used to merge the pair, e.g., Vs
of Fig. 5(c) is represented by two 11X strings, namely, »
and « and hence, when merging of {17, V2] pairis consid-
ered, relation between £} and », and between £} and & are
searched and a single TRX string is returned by using pro-
duction rules comesponding to superscript and subscript
formation. Note that processing of matrices does not me-
quire any extra effor. The same reconstruction algorithm
can tackle matnx structures using production rules given
m 1l
Compilation of TEX strings and use of Contextual Infor-
mation: During online or offline processing whenever a
X string is generated, it is checked for its syntactic va-
lidity and any failure invokes immediate processing with
available altematives. For example, in Fig. 4(a), “lim"™ has
mitially been recognized as “wne” which gives two pos-
sible interpretations: 1) multiplication of two identifiers,
St and Y’ or 2) the combination “ward” 18 a function
word. First mterpretation s rejected looking at the limir
expression [r — =0 below it In the second case, the
generated 10X sting “Surn™ does not pass through the
validation check. Hence, the system uses other altematives
provided by the symbol recognizer, e.g., for “Ii" of “lim,”
“w" is the top choice and “/i"" as the second best choice,
which forms a valid 17X string “lim™” If no altematives
generates a valid siring, the system generates a string with
the best choices for its constituent symbols and leaves it
for manual cormection at a later stage.
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Fig. 5. Offline pmcessing: Horizontal and vertical segmentati on.

Contextual information 15 used while generating a new
TpX string after merging of one or more stripes. For in-
stance, vSmpes, Yy thrmough Vs [see Fig, 50b)] are merged
and a TEX string, *4lul 0% ™ —4™2) dy™ is formed.
Here, “iy™ seems to a multiplication of <" and *4." How-
ever, presence of *%inl” looks for its differential and con-
verls the string into *4inl 0% 2™ =y 2 10 dy ) where
"y’ conveys 1ls actual meaning

C. Grrammar

The grammar i €] that has been referred in the preceding sec-
tions 15 a context-free one in nature. Symbols occurnng in ex-
pressions are considered as temuinals. In total, there are 208 ter-
minal symbols grouped into eight categories, each mepresented
by a nonterminal. The number of tenminals under each cate-
gory and name of the ronterminal (writlen insile braces) epre-
senting the respective calegory are the following:

13 Arabic Numerals (AN): 10,

2) Foman Letters (RLY: 32,

3y Greek Symbols (GS): 30,

43 Mathematical Symbaols (MS): 80

3) Punctuation Marks (PM): 6.

6) Function Words (FW): 20 (e.g., “sin,” “cos.” “arg,” “hm.”

“In,” etc.).

7) Hindi Numerals (HN): 10,

#) Hindi Letters (HL): 10,

In addition, other terminals like “% “~™ and underscore
(“."), etc. and 27 "X keywords (e.g., “frac)” “sgre” “ldots.”
“hat,” “bar,” etc.) are used for convenience of generating TRX
strings. In total, the grammar, {5 contains 239 (including NULL)
terminal symbaols. On the other hand, 16 nonterminals and a set

\Blzma Ohle jile n

{e)

of 276 producton rules are used. The major productions are
explained below.

Imitially, the mput ME 15 segmented into e vertical sinpes.
This 15 implemented by the imtal productons onginated at the
start symbol, 5 as follows:

5 RS K (9)

where & is a nonterminal used to produce a syntactically valid
& string for a vSipe. The productions onginated at E are
givenin( 10), where AN, RL, GS, M5, ele. are nonterminals that
finally generate terminal symbols of respectve categonies. Two
more nonterminals, ELLIFP and ACCENT are used o generate
four types of ellipses (e.g., _... --, ete.) and different accents
(e.g..7) ete.), respectively:

E— SN SHEASH raed SHE}  wpun{ S1
Yerackrel LSS | overline L8} | Lunderline [ 5]
Lonrhrace] 8 mnderhriee] S
Yol leal {07} | LWELLIT ZWACCENT
hogindarray ) MAT Yond [arrav ]|

AN|RL|G& | MS|TM|TW IIN |TIL| . (10)

The nonterminal MAT takes care of matnx structures. Further
expansion of MAT 15 given in (11). Note that it does not retain
the alignment information (e.g.., lelt, right, or center) for matnx
columns:

WAL — TOW VAT | ROW

RO — 5 b RO 5 (11}
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(2 ¥/

Ll R

Equ ID: 35, Writer: 01, Ver. 1

S arareey
2 a.

Equ ID: D2, Writex: 05, Ver. 1

S
T 32
:

Equ ID: 04, Writer: 05, Ver.2 %

Hp T FhyF Frat -t rg = O

Equ ID: 31, Writer: 07, Ver. 1

5 D = fe
f Equ ID: 53, Writer: 07, Ver. 2

Fig. 6. Some handwritten MEs used in the expenment.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

Al first, a database of handwntten MEs is constructed 1o test
the proposed system. A Genius-make electrone tablet (Wacom
Intwos 12 » 12 Senal Tablet) attached with a 733 MHz IBM PC
is used w capture data. 173 expressions are taken from different
branches of science. Some MEs from the database are shown
in Fig. 6. Handwritten samples for these MEs are divided into
three parts. In Pan-1 100 are selected from various topics cov-
ered o scwence (mainly mathematics) books of school and col-
lege standard and written twice by 20 students studyimg at the
corresponding standards. This resuliedind 000 { L0 21052
000 samples for the 100 MEs.

In Part-11, 50 MEs are taken from the dataset used by Raman
[29]. This dataset considers different types of expressions and
freely available in the Intemet. Ten writers engaged in research
and teaching at the university level have been asked o write
two versions for each ME 1o generate 1000 (30 x 10 = 2 =
[ 0003 samples. Pan-111 of the database contans 25 MEs se-
lected from Hindi medium high school level science books and
contain digits and letters of Devanagn (Hindi) seripts. Ten na-
tive Hindi wnters are asked to wrile cach of these 25 MEs twice
resulting ina setof 500 (25 = 10 = 2 = 500) samples.

Each expressionis given a unigque identification key exp-id.
MathML! presentation tags are used o encode the expression

18ee WAL Math Home at htip:fiarsna w3 org/Math/,

f-%gmg =Yoo

Egu ID»: 65, Writer: 19, Yer. 2

contents. A few user-defined tags also are used o record sev-
eral aspects, for example, each expression is tagged with ils geo-
metric complexity (GC) measured by the number of horzontal
lines {on which expression symbols are arranged) found in that
expression. Note that, GC is 9 for the expression in Fig. 3. Each
expression symbol 1s agged with lewvel value as shown in
Figs. 3 and 40a). Online data for each sample 15 recorded stroke-
wise. Number of strokes, number of points for each stroke and
tme gap between two successive strokes are registered.

A. Recognition of Expression Svmbols

The total number of distinct symbols present in the database
expressions is 3176. Number of handwritten samples for these
3176 symbaols 15 98 060, Details are given m Table 11U is w0 be
noted that ME symbaols present i our database generate 198 dis-
tinct classes and are partitioned into seven different categories
as shown in Table 1L The category “Math. Symbols™ contains the
largest number of symbols including binary and relation opera-
Lors, arrowy symbols, bracket symbols and several miscellaneous
symbols like prime (), for all ("), there exists (1), ete. The
classification results obtained from two classifiers are outlined
in Table 11 that considers only the top ranked class retumed by
a classifier.

Analysis of the classification results shows that the classifiers
are of comparable power but behave differently for different
types of symbols. Classifier-1 shows slight better performance
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TABLE 1
DMETRIBUTION OF DATABASE SAMPLES

Somree | ADistinet AWrizers © ZTots]l Samples
Symhals  (Versions]  [(Training/Test)
Tart-I 1,727 W [N
| [S1.HUTA1T27H
211 LG72 103 alan
117,142 /4, 205]
By 111 YTl 100 T haam
L (607 71,500
Toval 3,170 98,060
(TG 20T
TABLE 1

TrAMING AND TESTING OF THE CLASSIFIERS

Symbnl T ERample Correee Rerugeition
Iy ~Training rm Tear Ser by
{yrlasse:) Lesting — Classihier 1 | Classifier (0
Argbic A0 20153 2,341
Numeral (L0 2,70% (85305 (92,135
Hrman 14,4496 FATH .a2d
Lotiess (02 6,142 MB1.0675%) (82215
resk SR 1,702 1,654
Symbola (3400 1843 [ 1o 2350 LR
Math. 28404 74T T
Gumbola (890 . e R L L
Punetnatiim 1,240 G035 s
dlarka (H) gl 1&T. 18N ak adhs
Hind: 7460 1,865 LATa
Mneral (10) 107 ERLLTM 400
Hind: 3,287 A4 522
Lettaers (10 anL S3.26%) ' (01.12%)
Total (198 T4.980 | 20,580 21,057
Z0T: OMGRE) (BL26W

TABLE Il
COMBINATION OF CLASSIAERS

assilicors ausl ® Correct in Top & Choicos
Crnlinglious 1 2 d & 10
VM azsifier-1 Q.G 9D YERR YEMG 9648
Cilamifier-T1 91.26 W12 UT0E 9TRY RETD
Highe:l Tank | 93,13 56,73 0502 9802 9390
Hrrda Coant, aE AT AT SR BHAS
Logistic Regre. | 9077 BR.AZ U804 4807 5912

for complex shaped symbols (e.g., Roman letters, Greek sym-
bols, Hindi Letters, ete.) whereas Classifier-11 responds better
for symbols with kess structural complexity (e.g.. Numerals,
Math opertors, punctuation marks, ete.). Next, the classifiers
are combined and details of combination resulls are presented
in Table HI that shows that the highest rank method and the lo-
gisbic regresson give comparable performance, the latter being
slightly better. On the other hand, as the Borda count method
does not consider the differences in the individoal classifier ca-
pabilities, its perdfonmance 15 less attractive.

B. Interpretation of Struciures

As the detection of level {L) of a symbol plays an important
role in its final placement, the accuracy for detection of f-value
for each symbol 1s mitally measured to test the module ana-
lyzing ME structures. Next, placement of a symbaol 1s checked
by looking at the interpretation result for its immediate parent
structure that contains the symbol. For example, placement of

TABLE IV
INTERPRETATION OF SYMBOL POSITIONS

Number Accuracy
ol Bymbals | Deweetian ol Level © Placersent
Y LKL BE AL (HT.42H) 2048 (HEETH]

TABLE V
STRUCTURE LEVEL ACCURACY

Sryucture "l'yl}e-', Tate, | Correet. Berognition

Seripls 13,240 | 13,101
Limirt 288 2.5
Frarmirm Al g
Dot 248 230
Civorling 1adi 144
Tinfe-line B i
(rvrchrace 118 LiL
L[ {TH e T 02 7
Arrent, 1562 144
Matrix - TUEG
Stacking of Symbols ] AT
Ellimees 21332 ERGT
Puzicidon words 1,404 L4390
Farenthesis 1,945 1,543
(ther 1-IF Scrutires 14L1A8 4,986
SULArY THATS 33,9530 (07 .ATH)

“2* in e is assessed by checking the recognition result of the
superscrpl structure *:2.” Results obtained for detection of the
level and placement for each symbol are shown in Table IV
MEs in the database show fourteen elementary structures
among them twelve are 2-D i onature. They are
1} supersenptl;
2) subscnpl;
3) fracuon;
4) root;
3) overline;
6) underhine;
7) overbrace;
#) underbrace;
9 ellipses;
1) accent;
11)
12)
On the other hand, 1-D structures are grouped mto two classes,
namely, Function word (e.g., “sin” *log, “ete.) and other 1-D
structures (e.g., “=." "= parentheses, ete). The recognition ac-
curacy for individual structures 1s presented in Table V. Emors
encountered m structure analysis stage are manly attributed o

malrx;
stacking of symbuols.

the following:

* Handwritng Style: The prime reason behind emors in
symbol placement 15 casual handwriting style that create
confusion while determining  spatial relatonship be-
tween a pair of symbols. Some meaninglul restrictions
on writing style will definitely help to resolve several
ambiguities that anse at the structural analysis stage.
Ambiguous role of g symbol: Several symbols like dot,
horizontal line segment, elc. represent different meaning
i different context and lead to ambiguous parsing. For ex-
ample, parsing of the expression in Fig. 7 gives different
results due o imcomect imterpretation of the underline of
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Expression with symbaols having ambiguous role.

e

Fig. 7.

“n." overline of 0 and the fraction lines. Use of a prob-
abilistic version of the proposed grammar may help us a
lot to resolve many of such ambiguities.

+ Effect of geometric complexity: Test results show that
the number of errors in symbol placement increases with
higher complexity of expressions. Figures in Table VII
alsoattest this observation. For example, the expression in
Fig. & shows a high geometric complexity and its recogni-
ton s incorrect doe o wrong placement of symbaols which
are far apart from the dominant baseline.

+ Eror in Input: Another reason for causing errors during
structural analysis is input of an incorrect ME. The user
sometimes make mistake while writing the MEs and
hence, an ability to detect such emrors would be an added
advantage.

Fmally, recognition accuracy at the whole ME level 1s as-
sessed (Table VI and found that the accuracy at the expression
level 1s quite low because placement error for a single symbol
makes recognition of an whole expression incorrect. On the
other hand, Table V1 indicates that errors in placement of only
a few symbols are actually responsible for wrong parsing of the
majority of MEs. Therefore, such a measure does not truly eval-
wate the system and a better evaluation strategy as presented next
can be designed.

C. Performance Evaluation

The guantitative evaluation of expression recognition resulls
is a difficult task since recognition scheme involves two major
stages: symbol recognition and structural analysis. The stages
are tightly coupled and therefore, if evaluation in one stage is
done independent of the other, then it may not reflect true per-
formance of the system. This calls for an integrated evaluation
mechanism for judging the performance of an expression recog-
niLin §ystem.

Chan and Yeung [16] proposed an integrated performance
measure consisting of two independent measures: one for
recognition of symbols and another for recognition of opera-
tors. These two measures are combined with equal weights.
Later on, Okamoto et af. [30] presented an automatic approach
for evaluating their structure analysis method. They attempted
to evaluate the performance by checking whether typical struc-
tures like seripts, limits, fractions, ete. are recognized correctly.
However, both the methods count only the number of properly
recognized structures and therefore, an error in recognizing a
simple structure gets the same weight as that of an error in a
complex nested structure. More recently, Zambbi et al [18]
presented another automatic way of evaluating the perfformance
where an expression is visualized as a set of symbols appearing
on different baselines. The performance is assessed by sepa-
rately counting the number of 1) comrectly recognized baselines

[EEE TRANSACTIONS ON S¥STEMS, MAN, AND CYBERNETICS—PART B: CYBERNETICS, WOL. 34, NO. & DECEMBER XNk

and 2 properly placed (worl the comesponding  baseling)
symbols. Such an assessment presents more in-depth analysis
of the recognition results but does not provide any single figure
of merit for overall performance evaluation.

In our study, we formulate a new performance-index (v} that
uses geometric (or structural) complexity of an expression Lo
measure overall performance. The structural complexity of an
expression is defined by (GC) i.e., the number of horizontal lines
on which constitwent symbols are arranged. One can visualize
that the error in interpreting position of any base level symbol
adversely affects the layout of other immediate symbols nested
on it. Moreover, as use of nonbase level symbols (e.g., sedpt or
limil expressions) increase the structural complexity of an ex-
pression, any systematic evaluation strategy 15 expected o con-
sider how asystem can recognize sumple expressions and then o
check the system’s response as the complexity increases. There-
fore, o evaluate the efficiency of an approach that deals with
recognition of expressions, one has to take the geometric com-
plexity of expressions into account.

In our approach, recognition result for & handwrillen expres-
ston 15 compared with the grounduruth corresponding 1o that ex-
pression. If they do not match, then the result is not correct. Er-
rors originate from two sources, namely, 1) symbol recognition
errors and 2) errors m o structure interpretation. Symbol recogni-
tion errors is easily computed as a ratio of number of propery
recognized symbols and the total no. of symbols. However, com-
putation of structure recognition errors is not a trivial one. This
is 50 because parsing of an expression may not be fully comrect
but some of 1ts symbol armngements may be interpreted prop-
erly and the system should be given partial credit for it. In our
method, erroneous arrange ment of a symbol {27 is penalized by
a factor (11704 4+ L], where i is the lewvel of the symbol, 5.
It 15 1o be noted that in case of computing structune recognition
errors only spatial arrangements are important. Therefore, no
symbol recogniion errors are counted as such errors are taken
into account while computing symbol recogniion accuracy.

For any test expression, let 5 be the total number of sym-
bols, 5. be number of symbols recognized wrongly, 77, be the
number of symbols in the ith level and £ be the number of fth
level symbols for which incorrect amangement analysis is en-
countered. Now, the performance-index [~ is defined as

) ' 1
S | 25 Fi % g

.g_i_ + E_‘- |r'|,., # ﬁ

v

; (12}

Assuming a test set {7 j contains /¥ expressions, - is computed
for all « 12,0 % and 1o e the overall system perfor-
MANCe, a0 AVerage .., is computed as

(13}

1
= g Z .

k

The performance of our proposed system has been judged fol-
lowing (12) and an average performance is computed according
to (13). Table VI reports evaluation results on our dataset.
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Fig. 8. Fan-de-bruno’s Formula: An expression with high geometric complexity.
TABLE V1

EXPRESSION LEVEL ACCURACY

Dapresdion | & Correcsly Pased # Expression: with & Srmbol Placement Frrors
Coeprussioms | 1 2 ] ) | 4 =h
3000 4,121 224 19 213 122 33
(74525 TR | (20603 [LT.02R0 0 GBAESE)  (6.02%0)
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