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A note on linear complementarity problems and multiple
objective programming

Abstract.  Kostreva and Wiecek [3] intmduvced a problem called LOP-rel med weighted problem incomection
with 2 multiple objective progmmming problem, and suggested that o given linear complementarity problem
(LCP) can he solved by solving the LCP-related weighted pmblem associated with it. In this note we provide
severdl clanfications of the claims made in [3]. Finally, we feel that solving any LCP by the approach given
in | 3] may not be as wsetul as itis ol aimed.
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1. Introduction

Given a square matrix M € R"" and a vector g € R" the linear complementarity
problem (denoted by LCP(g, M)) is o find vectors w, z & B" such that

w—Mz=g, w=0, z=0, (1.1}
wz=10. (1.2

If a pair of vectors {w, z) satisfies (1.1}, then the problem LCPi{g, M) is said to be
feasible. A pair (w, z) of vectors satisfying (1.1) and (1.2) is called a solution o the
LCP{g, M). This problem is well siudied in the literature over the years. This problem
anses in some mathematical programming problems, game theory, contmol theory, eco-
nomics and some engineering applications. For the recent books on LCP theory and
its applications see Cottle, Pang and Stone [2] and Murty [8]. The algorithm presented
by Lemke and Howson [6] o compute an equilibrium pair of strategies 1o a bimatrix
game, later extended by Lemke [3] 1o solve a LCPig, M) contributed significantly to
the development of the linear complementarity theory. However, this algorithm does not
solve every instance of the linear complementarity problem and in some instances of
the problem may terminate inconclusively without either computing a solution 1o 1l or
showing that no solution Lo Il exists.
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A multiple objective programming problem may be stated as follows:

Mimimize fix), (1.3)
subjecttox £ X (1.4)

where fix) = [ filx), fa(x), .., fin{x)]', m = 2is a vector valued function, f;
RY - R ¥ i = 1,2 . .,m and the feasible set ' = {r € R" | giix) =
O0%¥i=12 . ,m} Muliple objective programming problems { MOP) arise in dif-
ferent branches of science and technology, economics, game theory ete. In[3], Kostreva
and Wiecek claim that they prove certam results which may be considered as a bridge
between LCP and a class of MOP so that certain ideas of solving MOP can be effectively
used for solving LCP and conversely. However, we present examples for clarification of
the claims made in [3].

2. Preliminaries

We begin by intmoducing some basic notatnons vsed in this paper We consider matnces
and vectors with real entries. For any matrix A € R™™, a;; denotes its i row and
7 column entry. A.; denotes the j™ column and A;., the i" row of A. For any set
5, |5] denotes its cardinality. Any vector x € R" is a column vector unless otherwise
specified and x' denotes the row transpose of x.
In this note we consider a special subelass of MOP, namely

Minimize (y1x), ¥2x2, ..., YuXn ) (2.1)

subject o x € X where

X={xr|x=0, y=Mr+g =0} (2.2)

MNote that the problem stated above 1s aquadratic multiobjective problem subject to linear
constraints. We denole this problem as QMOP.

We can write down formulations of QMOP as LCP related weighted problem. Note
that these formulations of QMOP are equivalent to LCP{g, M) under some assumption.
See [3], [4] and references cited there in.

LCP related weighted problem

o
Givena matrix M € R™"and vectors v = (v, v2, ..., 1,) € B, such lhuLZ =1
i=l

and g € R, the LCP refated weighted problem, denoted as Piv, M, g) is as follows:

M
min ) " v; fj(x)
i=l

subject o x € X



A note on linear complementarity pmblems and multiple ohjective programming 341

where filx) = xjiM;x +g;)and X = jx | x =0, Mx+g = 0} This problem is
a quadratic programming problem subject to linear constraints and may be rewritlen as
follows:

1
Minimize ;.rI{VM + M Vix+ .r“r"q
subjectto —(Mx 4+ g) =0, —x =10

where V' 1s 4 nonzero diagonal matnx with diagonal entries vy = (0
Karsh-Kuhn-Tucker necessaryl KKT) conditions of optimality for Piv, M, g) lead
to the following LCP

0 M . g
= |:—M’ VM + M’“r’] ARG |:'r"q]

where V is a diagonal matrix with diagonal entries v; = 0, § = 1,2, ... . n with
> w = 1. By solving the LCP(§, M) by Lemke s algorithm, it is claimed that a KKT

.
point x* to the LCP related weighted problem is found which in turn solves the original
LCF.

The following LCPig, M) is solved in [3] as an application of the above result where

-1 2 —1
M’=|: 5 _1] dndq:[_z].

This example is due 1o Mangasarian[7] and Murty[ 8] has shown that Lembke’s algorithm
cannot solve this problem for any d = (). The nonegative vector v = (v 1) used in
this exampleis vy = 0and 12 = 1.
It 15 proposed in [3] that a KKT point Plv, M, g) can be obtained by solving
LCP{g, M) by Lemke's algorithm and further it is claimed that one can choose any
13

v = 0 with Eu; = 1. In this connection the following questions arise.
1=1

(i) Is it wue that for any v = 0, any solution of equivalent LCP{g, M) will solve the

LCP related weighted problem Piv, M, g)7
As the guadratic objective function in P{v, M, g) need not be convex in general,
it is clear that any solution to LCP{g, M) need not be a solution to LCP related
weighted problem.

{ii) Is any optimal solution to P{v, M, g) constructed using any (0 # v = 0, a solution
o LCP(g, M)?
The answer 15 no and an example 1o demonstrate this can be easily constructed.
Now we ask the following question.

{Hi) Is it true that at least one optimal solution of P{v, M, g) for any nonzero nonneg-
ative v will solve LCP{g, M)?

The following example shows that this is not true.
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Exampfe 2. 1. Consider the following LCP{g, M) where

—111 -1
M= 110 | andg = 1
001
M and g is given by
[0 0 0-1107 [-17
O 0 0 110 1
0 0 0 001 5 1
M=1 1_1 o ooo|®™d=] ,
-1 =1 0 000 ]
| 0 0-1 nuz_ L 1]
We choose the following normalized nonnegative vector v where vy = v = 0 and

=1
Note that the objective function P{v, M, g ) with v as stated above isconvex. Lembke s
algorithm applied to LCP{g, M) with d = ¢ provides the following solution.

w =0, =2, wi=1, uy =0, ws =0, wg=1,

z1=0, =0 53=0,3=0,z=1, zg=0.

Therefore the solution of P{v, M_g)is given by x; =0, x2 =1, xrz = 0and the value
of the objective function is equal 1o 0.
This is an optimal solution of P{v, M, g) but the solution set of LCP{g, M) is empty.

{iv) Suppose we take v = 0 and solve LCP related weighted problem Piv, M, g). 1s it
true that a solution o LCP related weighted problem is a solution to LCP(g, MY

The following theorem answers the question.

Theorem 2.1. Letv = 0.The LCP related weighted problem Piv, M | g) has an optimal
selution with value 0, iff the LCP{g, M) has a solution.

FProaf Suppose P(uv, M, g) has an optimal solution with value 0. Then 2a x = O such
that Mx + g = (). Since Z vj fi(x) = 0, it follows that f5(x) = x;{Mx +g); = Oas

7
vj = 0% j. Thus x solves LCP{g. M).

Conversely, if x solves LCPig, M), thenxy e X ={x [ x =0, Mx+g = 0} and
fi(x) =0, ¥ j.Hence » "vj f(x) = 0. Thus, it follows that.x solves P(v, M, g) with

4
optimal value 0. o

In [3], Kostreva and Wiecek also suggests that by solving LCP(g, M) by Lembke’s

algorithm one can obtain a solution w LCP{g, M ). This approach may not work for
L

v = (= ) with Z v = 1. LCP related weighted problem Pi{v, M, g) may have a

i=l
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nonconvex objective function and consequently a solution (which is accessible by Lem-
ke's algorithm) may only be a point of local optimum. While solving LCP{g, M) by
Lemke's method with appropriate d it is possible that whatever o is used, we only com-
pute a point of local optimum and hence we do not obtain a solution to LCP{g, M'). This
15 demonstrated in our counterexample.

Exampfe 2.2, Consider the following LCP{g, M) where

1-30 0

M=|-3 52| andg= 1

A S

M and g is given by

[0 0 0 1-3 07 07
00 0-3 5 2 1
000 2-5 0 : -3
M= 1 1.9 _%_2 % and g = 0
3-5 5-2 %1 1
L 0-2 0 -1 0 | -1 |

We choose the following normalized nonnegative vector v = {1 vz va)’ where vy =
th =13 = % Lemke's algorthm applied to LCP{g, M) with d = (3 8511 3
provides the following solution.

wi=15 wra=0, wa =0, wy =0, ws=1, ws =0,
zi=0, =0 z3=11 z4=15 z5=10, zg = 1.8

Therefore the solution of P{v, M g)is given by x; = 1.5, r» =0, r; = 1.8 and the
vilue of the objective function isequal to 0.75. Thisis not a solution of the comresponding
LCPi{g, M) as it is not complementary since x; > 0 and vy = 0. Note that if any other
d 15 chosen, Lemke’s algonthm either produces the same solution or it lerminates in a
ry. However LCP{g., M) has a umigue solution

z1=9 =3 z3=55 w; =0, ua =0, un =0.

Note that finding an appropriate d (if itexists) for which a solution is computed by Lem-
ke's algorithm is an open problem. So solving LCP(g, M) with an appropriate o does
not seem Lo be a promising approach o solve LCP{g, M) as suggested in [3]. Further
the implicit claim that LCP{g, M) for any v = 0 with an arbitrary M, can be solved
by Lemke’s algorithm is also not correct. Now the option left is to solve LCP(g, M) by
some enumerative method and definitely one of the solutions of LCP{g, M) will solve
LCP{g. M). But i that case it s better o solve a smaller size LCP{g, M) rather than
solving LCP{g, M).
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