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§ I, IxTRODUCTION
The analysis of non-orthogonal data in the general case of a multiple clessification
har baen discussed by Yates, using two important methods, setting out the under-
ying hypothesis appropriate for adopting either method of analysis'. The methods
are known as ‘fitting of constants' and ‘weighted squares of means’. When there is
a single (one-fold) classification the two hods give 1 results.

In this note we shall coafine our attention to the application of the mcthod of
‘Fitting of Constants’ to the analysis of mon-orthogonal data arranged fa double (two-
fold) classification only. For, in tlis case, i ions can be obtained for
the sum of squares due to cither classification, which is necessary for making valid
tests of significance.

Data accrining from ficld experiments are in general arranged in multiple classi-
fication. The hypothesis adopted being usually that of additiveness in the effects due
to the various factors classified, the apalysis follows the method of fitting of constants.
This method presents absolutely no difficulty when' data are orthogonal with respect
to blocks and treatments because in every block cach treatment oceurs once and only
once and vice versa,

But sometimes accidental causes bring in non-orthogonality in the data of such
cxperiments, by having to exclude certain plots of the original design, Thos there
may be several missing plots. The analysis of such non-orthogonal data has leen
specially treated by Yates in a paper®.  Ie has also tuckled the interesting case of
non-orthogonality ip a Latin Square experiment when a row, column or trcatment is
missing’. Though the fundamental metliod is fitting of constants he has introduced
a technique in. the former problem by which the process of analysis is simplified
considerably.

Recent rescarches in the domain of design of experiments have lod to deliberate
incorporation of non-orthogonality in the design itself, in order 1 control cxperimental
error, when a large number of treatments has to be included in the lay-ont. Thus
besides the confounded designa of factorial experiments, we have the quasi-factorial
and' balanced incomplete designs [Yates,* *], the partially balanced incomplete desigas
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[Bose and Nair'], and the balanced incomplete designs with blocks of uncqual size®
[Kishen']. These are all instances of nen.orthugonality, in the original luy-out, of a
special and systematic type, If these desigus are afflicted by some missing plots, that

will introduce further non-ort! lity but of an y type.

Owing to the increasing presence, in ficld experiments, of non-orthogonality,
cither nccidental or deliberate or both, it is necessary to help the computer with some
simple procedure of analysis of varionce which is the major test of significance employed,
For this purposc, a simple procedure has been developed in this pajper for the case in
which the experimental data fall in two classes, say, blocks and treatments, The case
of Latin Square designs, for example, is not included,

§2. NON-ORTHOGONAL DATA 1¥ Doumie CrasstricaTion
Let the whole data of n.. obscrvations on a character # be capable of possessing
two attributes A and B. Let A), Ay, ......... A, be the p classes within the attribute
A gud By, By, e By the g classes within the ottribute B, Each of the pg sub.
classes is identificd by the combination A, Bil=l, 2, e p, §21, 24 ccviirnnnsnn @)
and will be denotedd as sul-class (i, j).

Tables (1), (2) and (3) represent the sub<class numbers, the sub-cluss totals and
the sub-class means respectively,

Tarig (1), SvpcLiss Nusirers

Ay A A, | Total
B, | m, "y Sl [ my
B, ’:lu ":u . '_.'n Ay
B, v':,. n‘.. Hpg | Moy
Total | . oo me el mpe | me.

Total

N ]

ey

Total

T wo T oo T | T.

It is of considerable interest to nole the existence of a striking similarity betwecn the para-
metsic selationships fuvolved in the class of designs developed by Boge and Nair and thowc in the
class of designs later developed by Kithen,
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Tang (3). Sum-cLigs aAxp MAkGINAL MKANS

Ay O | 1 Mean

Bol S e 50w P | Fa

Mean| F,. F S

Let my represent the nwmber of obscrvations in the sub-class (i, j), . and n,
the number of obscrvations in the marginal classes A, and B, respectively and n.. the
total number of ohscrvations in the whole data, If yg is the kth ohservation in sub-
class (i, §), let

"y
Ty= X
x

s
e Te= T,
-

W (2'10)
4
Ti= 2T T.

Ty Tv., Ty and T.. are given in Table (2). ‘Table (3) gives mean vahies of y defincd by
y=Tulny, B.=Ti./m.
Fa=Tn,y, F.=T./u.

e (211)

2. Our first problem is to cstimute the over-all cflects a, and B, of the ™ class
of attribute A and ™ class of uttribute B on the assumption that the two attributes
exert.their influence independently of ouc anothier. That is to say, individuats belong-
ing to the i** class of A will receive a constant cffcct @, whatever be the sub-class of
B to which they belong and individuals belonging to the j*® class of B will receive
a censtant cffect B, whotever be the sub-class of A to which they helong. In other
words the join‘ cffect of Ay and B, on the ny individuals of sub-class (i, j) is the sum
of the two scparate effects a) and 8.

If p be the hypothetical mean of all possible abservatious in the whole domain,
SmTptatfi+en
where ey, the deviation due to uncpntrolled factors, is supposed to be independenfly
distributed about zero acconling to the Normal Law, The problem of getting cfficient
estimates of p, a nnd B, therefore reduces to minimising

I - p—a-g) . (2:21)
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with respect to the unknown parameters p, o and B8, Two lincar restraints are
brought in at this stage, namely,
¥ a=0 and 3 §=0 o (22
=l =t
Using Lagrangian multipliers A, and A, we have to minimise without restriction
the expression
SEX(yp—p-a =B A e+ d, 38, . (223)
with respect to g, ay, By, A, and A,

The normal g the m, a, and b, of u, a; and f, respee-
tively and A, and A, are casily obtained and are given ‘helow @

Leading term Equations
n w45 an.+3bn,aT.
a moe + @ m+S b my+ A =T, (=1, 2,
by moag +2a nmy+ bny+A, =Ty (j=1,2.... e (2224)
A a,+a,+ a,=0

A b,+b,+
We casily sce that A, =2,=0,

3, By the well known analogy between the method of fitting of constants and the
problem of partial linear regression, the sum of squares duc to the fitted constants m,
a, and by is

mT. +3aT+Xb T, e (2:30)

with p+g—1 degrees of freedom.

On substituting for b’s in terms of a’s, this will reduce to

| o _(‘..)-I-E‘.l Ty $y e (291)

On the other hand, on substituting for a's in term of b's, (2:30) will reduce to
S b(Tu= % myF)t X Ty i 23
=1 =i b

Owirg to non-orthogonality in the data the solutions of a, or b in cquations
(2:24) cunnot be expressed independent of onc anothier, For the same reason the sum
of squares due to A effects only, or B cffects only, dous not scparate*out in (2-30),

The valid estimate of the sum of squares, due to A cflects only, is to be obtained
by the reduction in (2:30), by fitting constants for g and B, (j=1, 2..c00...-4) ouly, 00
the assumption that

Fp=p+B+ o and .:.l B=0 (239
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The sum of squares due to the new fitted values m’ und b)) of x and B, with ¢
degrees of freedom, is

3 Tus - (23

Subtracting (2'34) from (2:31) the valid measure of the sum of squares duc to A
cffects is

> 3

X a(T- I §a) w (239
with p—1 degrees of [reedom,

Rejeating similarly the fitting of constants for 4 and ay alone, i.e., aseuming
B,=0 (i=1, 2.9} the sum of squares due to them, with p degrees of freedom, is

=T §. v {2:36)

Subtracting (2:36) from (2:32) the valid measure of tlic sum of suarcs duc to B effects is
) ]
S b(Tu= S wy i) (230
f=2 1=t
with g—1 degrees of frecdom.

4. The simplification securcd through the expressions (2:35) and (2:37) is that
after solving cquations (2:24) and getting estimates a, ond b, of a, and B, the appro-
priate sum of squares (§) due ta A effects and (i) duc to B cflects can be easily ond
directly evaluated.

For convenience et us rchresent
(] :
Typ= S myfgand Ty= X myfy.
I=1 ey

by Q.. and Q. respectively, so that the sum of squares due to A cffects and B effects
respectively will be ¥a, Qi and X5, Q.. Since £Q;.=0 and 2Q.,=0, & and b, may be
increased by the observed general mean without affecting the value of the sum of
squares.

It is intecesting to sce that ay, a,,......a, can be obtained from Q,., Q,.,
by micans of the equatinns

0,.

»
a .- g My oy a ny=Q. {i=
Jml Ry dap

s P} e (240)

and that by, by,.eseeeerby can be obtained from Q.py Qugy wovverecees Qg by means of the
cquations

bmg= £ T hug=0, (=l 2o g) . (240
= Ny ey

the set of ions involving (.. and the sct invorving Q., cach possesses
the propertics of the nornal equations ot purvut regression cocfficicnts, namely, that (i)
the variance of the righthand side of any fun is the cocflicient of the Jeading wh*
known of that equation and (i} the tovarianee Letween the pight hand sides of the i
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and m* ions is the coeflicl in the M of the leading unknown of the
m' equation or the coeflicient, in the m* equation, of the leading unknown of the M
equation, when the variances and covariances are expressed in terms of the variance
of y as unit,

Tlus, for cxample,

Vg = & (n..- -"—"l-) = Cocfficient of a, . (242)
1= .y
and
Cov, (Qi. Q) = —‘i LD m Bml = Cocfficicnt of a; in the m™ cquation
= 5
= Cocfficicnt of aq in the I cquation e (243)

These propert.ce give us the explanation for the neat form in which the sum of
squarcs due to the a’s and due to the b's were obtained as S, Q.. and’ b, Q. res~
prectively,

It will be seen that

‘ »

Q.= El ny (f=9.9) and Q= 'E-'-l ny (Ju=H) e (244)

‘They can therefore he easily calculated by means of two subsidiary tables pre-

pared from Tables (1) and (3), one haviay clements ny(F;—§-))and the other having cle-

ments ny{fy=F.). The. totals of the columas of the first table and of the rows of the
sccond table will give Q.. and Q. respectively.

The meaning of Q.. and Q. arc also easy ta understand. Thus Q.. gives the
total y belonging to class A, when cach y is cofrected by the mican of all ¥'s in the
Bclass to which'it belongs. Similarly Q. gives the total y belonging to class B; when
cach y is corrected by the mean of all y's in the A-class to whicl it pelongs.

5. If more than vne character is studied, Jet y and y' be any two of these
characters. Let e, by, Q'., Q' be the values for y' corresponding to ai, b, Qi Quy
for y. For analysis of covarfance of y and ¥, the valid cstimate of the sum of
products duc to A cficcts can be shown to be %¢) Q. =g Q. e (2°50)

and that for B.cfccts as 25 Q. =3V, Q. e (2'51)

affording an independent check for cach sum of products.

§3.  ArrLICATION TO FIRLD EXreriMgNts
I. The data from field experiments in randomized blocks are only special cases
of the avove two-way classification. \Vhen the experiment is orthogonal, n, remains
constant for all values of § and j. When only a single factor is tested, as is the case
in varietal trials; the constaut value of ny Is 1. Dut when such single factor experi-
nents Leconie non-orthogonal, sy no more remaiug constant but will have the valuc |
or 0, ' There will thus be a number of empty cells.
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ANALYSIS OF NON-.ORTIIOGONAL DATA

Let us replace the A-factor classification by the treatments, say, varictics 1, 2,
woen®. Lt the B-factor be the Dlocks 1, 2,......b. As we are in general interested
mostly in the test of significance of varictics, the valid estimate of the sum of squnres
due to that afone meeil be given. DBut as is evident from the forcgoing scetion, the
sum of squares for ocks (climinating varictics) can also directly be obtained by a
process similar to that uscd below for finding the sum of squares for varictics (cimi
nating blocks).

Prepare a two-way table with blocks and varicties. Tables (1), (2) and (3) of §2
merge into this Table, There will be some wnoccupicd cells correxponding to my=0
and some occupivd cells with a single observation, correspouding to m,=1, I{ B,,
B, . Dy are the block totals, the block means ate By/n.,, Bylu.y, JBy/ny,
. B/ua Subtracting from cach occupled cell Lelonging to bleck j the value
B/n, and adding up the cerrected values, varicty by varicty, we get values of Q,
corzespontling to the @™ variety. If 2, be the cffect of the ™ varicty estiruated by fiet-
ing constants for blocks and varietics, the appropriate cstimate of the sum of squarcs
due to varictics is

I . (301

The expression for the :um of rquares ‘duc to blocks®, in order to obtuin valkl
cstimate of sun of squares due to crror, is

T (B%/n.)-Cn.. .3

"
where G is the tota) of all plot values of the experiment and n.. the tolal number of
plots.

S
The sum of squares due to error is X Xy¥y —%‘.‘. Q,-.‘.. (B%/n.) e (312)

‘The caleulation of v, is not always casy. In every case of non-orthogomality ) can
he obtained s a lincar expression of the Q's, as was shown in §(2+4).

2, In symmetrical types of non-orthogonality as in Yates® design, value of 1, is
casily obtained as

o= ’;S‘ . (320)

where k is the number of plots in cach hlock and 1 is the number of blecks in Which
every pair of varieties occurs togéther.

s e A k
The sum of squares due to varictics is therefore o, Q= v 0 w (321)

a3 has been given by Yates,
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3. In the less symmetrical, but nevertheless systematic type of non-orthogonality

o( the partially balanced incomplcte block designs developed by Bose and Nair (which

ludes Yates' t i ional Quasi-factorial design in square lattice as a special

casc) and of the balanced incomplete designs with blocks of unequal size, developed by
Kishen, the cxpressions for v, take more complicated forms,

4. When there are missing plots in an orthogonal randomized Llock experiment
the valucs of 1, have to be estimated according to the peculiaritics of cach case, and will
need the direct solving ¢f normal i Great lification has been cffected Ly
Yates in this problem, by a process in which valucs for missing plots are dircctly esti.
mated. ‘The data ure thus apparently reconstructed back to * orthogonatity * and the
usual varictal means will supply the values of v, By this technique therefore the incthod
of fitting constants is short-circuited.

Yates’ technigue for dealing with missing plots can be applied to all types of
designs including manifold classifications; and to get the appropriate (valid) estimate of
the sum of squares for treatment cffects, there was no simplification effected. e was
however satisfied that the need for such precise estimate would scldont arise and that the
(over-cstimated) sum of squares due to the treatments obtained from the reconstructed
data would be sufficient in most cases.  DBartlett has suggested the method of covariance
1o get the precise estimate of sum of squares, which, though clegant, is tedious when there
are a number of missing plots. The mclhod of covariance has been cxlcudcd by Nair® to

h

the case of mixcd-up plots, another i g type of non-or Y.

‘[he methiod given in this paper simplifies the problum of getting precise estimatesof
sum of squares duc to varictics or blocks so long as the ‘data are in double classification,
‘Thus single factor experiments in randowized blocks can be tackled casily. But Latin
Square lay-outs cannot be taeckled with the forinulae given here.

CoMPARISON OF PAIRS OF TREATMENT EFFECTS

5. While analysis of variance furnishes the major test of significance of treatment
cffects, it is usual to carry out, when the major test gives significant results, detailed
(minor) tests of significance by comparing any pair of treatment cflects, say, v and 1y
This will require the knowledge of variance of cach pair of treatment effcets which is not
same for all pairs, in general, in the case of non-orthogonal data. Though the method
of finding these scparate variances is well known, precise expressions can be casily
obtained only when %, itself can be casily estimated in terms of the Q's.  Just to illus-
trate this point we shall consider the hitherto unsolved problem of missing plots in Yates®
balanced incomplete block designs where the non-orthogonality of the original design is
§ymmclricxl, cnsuring cqual variance for comparisons of any two varictal cffccts.

A SiNGLE M1ssING PLOT IN BALANCED INCOMPLETR Brock DeSIGN
6. Let us first consider the simplest case, namely, of a single missing plot. Let
* block 1 get varicties 1, 2, .. k. Let the plot given to varicty 1, in this block be
missing.
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ANALYSIS OF NON-ORTHOGONAL DATA

Let B, be the sum of the £--1 plots of block | and By, 1, ...
blocks 2, 3, ..oevenes b Lot VY, be the sum of the r= 1 plots of varicty I, and V,, V,, ......
V, sum for the r plots of varicties 2, 3, ......... v Denoting by Q7. Q'
Q'3 correspanding to varicty i(i£k), we have

. B, the totals of

L=k V=T 1
(8]

KO, kY, twl -

. i (3:60)
)

ko=t v - 2N
: =l e

aml

£Q =kVi= 21 i+
.

[
where X B denotes the sum of the totals of the I hlocks, cach with & plots, in which the
-

m™ varicty has occurred.

1f x be the estimate of the missing value (which can be obtained by cither of thg
three mcthods : fitting of constants, Yates® method of minimising ceror sum of squares;
or Bartlewt’s covariance method), it is given by

(v AW, + k[ (k-1 -0, - Q. \
L (k=1 (v A-k)

=

(361)

After substitnting this value of x and reconstructing the data, it can be casily scen,
that the varictal effects v, vy, onli=bel, k42

) . -
W= —[k(\',u)-(n'.+.r)- s
vk uy
w2 ey, —wen-"E B
V= rTI_ Vo -, -5
: : e (362
, | V. - )_.,.‘_nu]
e A [evemen -

and

| i .
n= —[k\’.— Sp ](->L~u)
. 2 ®

The aoalysis of variance wl give the following wum of squarcs for blocks and
vatictics respectively
By /(=) + (B +

JRL/E=CPUNE D)

Q)+ Qa4 i 94 Q“u-_xfl Qi
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7. Coming to the minor tests of significance between pairs of varicties, it will be
recognised that the total v(r—1)/2 comparisons full in five groups each presumably with
a different crror variance. Thus for any two varictics i and j, we have

Croup: No. of Comyarisons: Varfance Ja't

) i=1 =2 i k-1 _k(2vhk-1) KT+ 20)

vivi-k) (k-1)
k(2vh=k-1)

(i) d=ljjsk+), . .9 v-k EYCIET)

(i) i=2k; jm2, ik k=1 (k-2)/2 2kfyx

(1) im2ki okt ]y (o=k) (k1) %’_‘Z)‘(‘ti’l‘;_”
(W) i=k+ D jokt e (v=k) (e—k=1)]2 2k /eh

The mecan variance for the whole experiment is

k -
[1+ RO ] e @70)
If there were no missing plot, cvery comparison would have had the same vari-
‘ance, namely, 2ka*/xd,  Therefore loss of efficiency due to a single plot missing, is
[ R
YE
l+(v—l)(—k—l )

(31

By putting k=v and A=) in the above results we get the parallel solutions fur an
ordinary randowized block experiment with a single missing plot.

If more than onc plot are missing, the number of groups of comparisons with
diffcrent variances will increase ; and tlic determination of these variances will be a
laborious task. In such cascs it is belter to lcave out the minor tests of significance
and to confine attention to the major tests of significance available in the snalysis of
variaace,

A SixcLe MissING Brock 1¥ Batancep INcourLeTa Brock Disios
8. If there are several missing plots in a balanced incomplete design we have of
course no convenicnt means of writing down beforchand the expressions for the error
variance of various comparisons. Bul there are interesting special cases such as what
happens when all the plots of one of the blocks are missing.

Jn ordinary randomized block experiments the number of blocks used bears no
‘mathematical relationship with®the number of plots {or treatments) within the block.
If onc block of such sn experiment is entirely lost or damaged the orthogonality of
the design is not lost and heuce there is no dificulty in the amalysis of the data, al-
tho,ug‘h the cfficiency of treatinent comparizons will be lowered from the pre.arranged
lével through the loss of one replication.
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