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Segmentation of Remotely Sensed Images Using
Wavelet Features and Their Evaluation in
Soft Computing Framework
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Abstrace—The present paper describes a feature extraction
method based on Af-band wavelet packet frames for segmenting
remotely sensed images. These wavelet features are then evaluated
and selected using an efficient neurofuzzy algorithm. Both the
feature extraction and neurofuzzy feature evaluation methods
are unsupervised, and they do not require the knowledge of the
number and distribution of classes corresponding to various
land covers in remotely sensed images. The effectiveness of the
methodology is demonstrated on two four-band Indian Remote
Sensing 1A satellite (IRS-1A) images containing five to six over-
lapping classes and a three-band SPPOT image containing seven
overlapping classes.

Index Terms—Adaptive basis selection, fuzzy feature evaluation
index, Af-band wavelet packet frames, neural networks, remotely
sensed image,

I. INTRODUCTION

HE SEGMENTATION of different land cover regions
T in a remotely sensed image is recognized as a complex
problem. These images usually have inferior illumination
quality and are mainly due to different type of environmental
distributions. The natural scene in general conlaing many
objects (regions), ¢.g., vegelation, water bodies, habitation,
concrele structures, open spaces ele., but these regions are
mostly not very well separated because of low spatial resolu-
ton. Morcover, generally the gray value assigned 1o a pixel s
due to the average reflectance of different types of land covers
present in an area that corresponds o a pixel. Assigning unigue
class levels with certainty for all the pixel is, thus, a genuine
problem of remotely sensed images. Fuzey set theory can
provide a way of handling such uncenainties in a better way.

Remotely sensed images may contain information over a
large range of scales, the spatial frequency structure and also
changes over different regions (i.e., nonperiodic signal). In re-
mole sensing image analysis, itis important w understand how
information changes over different scales of imagery. This jus-
tifies the use of multiresolution type analysis for such purpose
and is most effective using wavelets. Moreover, wavelel theory
is well suited in this area of study where signals are complex

and nonperiodic. Furthermore, wavelets are particularly good
in describing a scene in terms of the scale of the textures in it

Texture is an important property of reflective surface. Ina re-
motely sensed mmage, exture 15 consilered o be the visual im-
pression of coarseness or smoothness caused by the variability
or uniformity of image tone. These textural properties of a re-
motely sensed image are likely to provide valuable information
for analysis, where different object regions are treated as dif-
ferent texture classes, ie., a multitexture segmentation problem.

The wide variety of exture analysis methods that have been
developed over the past two decades are reviewed in [1]. Har-
alick er af [2] have used gray-level cooccumrence features 1o
analyze remotely sensed images. Rignot and Kwok [3] have an-
alyzed synthetic aperture radar (SAR ) images using texture fea-
tures computed from gray-level cooccurrence matrices. The use
of various texture features have been studied for analyzing SAR
images by Du [4]. He used the Gabor filters for extracting tex-
ture features and successfully segmented SAR images.

Mecocet e al. [5] presented a wavelet-based algorithm com-
bined with a fuzzy c-means classifier. Lindsay et al. [6] used the
one—dimensional discrete wavelet transform (DWT) based on
Daubechies wavelet filier. A wavelet-based texture feature set is
derived in[7]. ltconsists of the energy of subimages obtained by
the overcomplete wavelet decomposition of local areas in SAR
TTIAZES.

Simard et al. [8] studied the use of a decision ree classifier
and multiscale texture measures o extract thematic information
on the tropical vegetation cover from the Global Rain Forest
Mapping (GRFM) mission. The aim of the work i [9] 1s
to show how coastlines can be derived from SAR images
by using wavelet and active contour methods. Several other
wavelet-based segmentation for geoscience and remote sensing
applications have also been reported in the literature [ 10].

All of these above methods use supervised classification
where a priovi knowledge about the mmages 15 essential. We
apply a methodology o camry out this segmentation task where
no g priovi knowledge about the image 15 avalable.

Applications of an  octave-band wavelet  decomposition
scheme for texture segmentation to remotely sensed images
have been studied in [3] and [6]-[9]. The octave-band wavelet
decomposition [11] provides a logardthmic frequency reso-
lution and is not suitable for the analysis of high-frequency
signals with relatively narrow bandwidih. Therefore, the main
motivation of the present work is to utilize the decomposition
scheme based on M-band (A7 2} wavelets, which, unlike the
standard wavelel, provide a mixture of logarithmic and hnear
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frequency resolution [12], [13] and hence able o characterize
a texture more efficiently. We conjecture that Af-band wavelet
decomposition may provide better segmentation results than
the methods mentioned earlier. But the use of A7 -band wavelet
decomposition gives rse to a large number of features, which
may incur redundancy and confusion. Therefore, selection of
the appropriate features using some feature selection algorithms
15 essential.

The proposed methodology for segmenting a remotely sensed
satellite image has two parts. The fist one deals with extrac-
tion of texture features using A7 -band wavelet packet frame, fol-
lowed by theirnewofuzey evaluation for selecting an optimal set
of features. Note that the A -band 74 = 2% wavelet transform
is a wol for viewing signals at different scales and decomposes a
signal by projecting it onto a family of functions generated from
asingle wavelet basis viaits dilations and translations [ 13]. Neu-
rofuzzy computing [14], which integrates the merits of fuzzy set
theory and anificial neural networks (ANNs), enables the fea-
ture selection process artificially more intelligent. Incorporation
of fuzzy set theory helps one to deal with uncerainties in re-
molely sensed images in an efficient manner. ANNs are used
here for the task of optimization in an adaptive manner.

The paper is organized as follows. Section 11 presents the
mathematical framework of A -band wavelets. Section 111 dis-
cusses the filtering wechnique used in our investigation and the
extraction of features. Section IV provides the neurofuzzy fea-
ture selection algorithm. Sectnon Voanalyees expenimental re-
sults, and the paper concludes with Section VL

II. M-BaND WaAVELET TRANSFORM
A A -Band Wavelets

Ad-band orthonormal wavelets is a direct generalization of
the two-band orthogonal wavelets. These A7 -band wavelets are
able 10 zoom in onto namrowband high-frequency components
of a signal and have been found w provide better energy com-
paction than two-band wavelets [15].

An M-band wavelet system consists of a scaling function
iy and (A — 11 wavelet functions 25} In discrete form,
these functions can be mdexed by scale parmmeter § and trans-
lation parameter & and s writlen as [ 13]
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(1) that the subspaces V; have a nested property given by
Vo = Vo = |2 TTHYG ) Thus, a function fir) & 1 can
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We can extend our discussion in defining wavelet packets
as a generalization of othonommal and compactly supported
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wavelets [13]. From the subband filtering point of view, the
difference between the wavelet packet transform (DWPT) and
the standard wavelet ransform (DWT) is that the former re-
cursively decomposes the high-frequency components as well,
unlike the other, thus resulting in 4 tree-structured multiband
extension of the wavelet transform.

III. WavELET FEATURE EXTRACTION
The methodology for feature extraction involves Ad-band
wavelet packet filtering of an input image followed by adaptive
basis selection. Subsequently, features are computed from
this set of selected basis by using a nonlinear operator and
smoothing filter.

A, M-Band Wavelet Packer Filters and Adaptive
Basis Selection

The objective of filterng is w transform the edges in a texure
image into detectable discontinuities. The filter bank in essence
is 4 set of bandpass filters that select frequency and orenta-
tion. In the filtering stage, we make use of orthogonal and linear
phase AM-band (A7 41 wavelets following [13].

The motivation for the use of larger 374 5 2718 to have a
more flexible tiling of the time-frequency (scale-space) plane
than that resulting from the two-band wavelet It also enables
to have some regions of uniform bandwidths rather than the
logarithmic spacing of the frequency responses. Although
the AM-band wavelet decomposition results in a combina-
tion of linear and logarithmic frequency (scale) resolution,
we conjecture that a further recursive decomposition of the
high-frequency regions would characterize wxtures betler.

The AF-band wavelel decomposition can be interpreted
as signal decomposition in a set of independent spatially
oriented frequency channels. Discrete 19 -band wavelet frame
(DA bWEF) decomposition is similar 1o the discreie A -band
wavelel transform (DA BWT), except that no down-sampling
is done over different scales (levels of decomposition). This is
done to achieve invanance o translation. [Lis worth mentioning
that other altematives are also available to tackle this problem
of shift (translation) variance by using complex wavelets [ 16].

The discrete A4 -band wavelet packet transform (DABWPT)
can be looked upon as a generalization of DAWbBWT. AL scale
4 T the image is first decomposed inwo A = A channels
using all the filters f; and ;0 with { = 1,2.5 and without
down-sampling. The process is repeated for each of the sub-
bands for subsequent scales.

For extraction of textural features of 8 remotely sensed image,
it is appropriate 1o detect the most significant frequency bands
contained in the image. This leads naturally 1o a tree-struc ured
wavelet transform of the image. An M -band wavelet packet de-
composition gives 472 number of bases, for a decomposition
depthof k. [tis usually redundant to decompose all the subbands
in each scale to achieve the full wee of decomposition. Also, it is
quite evident that an exhauvstive search 1o determine the optimal
basis from this large set is computationally expensive.

In order to find out a suitable basis without going for a expen-
sive full decomposition, we make use of an adaptive decomposi-
tion algorithm using a maximum criterion of textural measures
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extracted from each of the subbands [ 17]. Then the most signif-
icant subbands are identified, and it s decided whether funher
decomposition of the particular channel would generate more
information or not. This search is computationally efficient and
enables one o zoom into any desired frequency channel for fur-
ther decomposition [ 18].

After decomposition of the image into A » A7 channels as de-
scribed above, the energy for each subband is evaluated. Among
these subbands, those for which energy valuesexceed ry % of the
energy of the parent band are considered and decomposed fur-
ther. A subband is further decomposed if its energy value is more
than some r; % of the total energy of all the subbands at the cur-
rent scale. This step results in a set of four-band wavelel packet
bases. These bases corresponding to different resolutions are as-
sumed to capture and characterize effectively different scales of
texture of the input image. Empirically we have seen that a value
2% and ey 10 % are a good choice for the images
we have considered here.

of &

B. Computation of Features

Alfter selection of the significant bases, a local estimator that
constitutes a nonlinear operator followed by a smoothing filter
is applied o each subband. This estimates a textural feature of
a subband mmage 0 a local region around each pixel. A nonlin-
earity 15 needed in order to disenminate texture pars with iden-
teal mean brightness and second-order statistics. Since the mag-
nitude of the comelation between the wavelet function and the
image is all that is important, the absolute values of the wavelet
coefficients are used as a generalized energy definition.

For a subband image f£.0x 41 of subband number s,
where v <7 & <0 AF — 14 < g <N — 1, the local
energy Eng (e, y) around the {r,yith pixel can be for
mally defined as Eng =y} = |Film,wi|. This step is
succeeded by a Gaussian lowpass filier fopla,y] oo get
a feature image. Formally, the featre image Featy (s, i)
corresponding o subband  mmage  FLe,y] 15 given by
Feat,[«. 1) = E[u__h;-er?,: CiFfu ke Lo — oy — b1, where
T'0 -} gives the energy measure and 7., 15 a (7 x (7 window
centered at pixel with coordinates (x, y].

IV. NEUROFUZZY FEATURE EVALUATION
The wavelet features extracted in Section 11 are now evalu-
ated in a neurofuzzy framework under unsupervised learning.
The present method is 8 modification of an earlier method [19].
This modification enables one 1o handle large datasets ina more
efficient manner.

A, Fuzzy Feature Evaluation Index and Membership Function

The feature evaluation index for a set of transformed features
15 defined as

2 ol s ;
P R g ra (V) e (=)

nogEp

(4}

Here .”'(r:{.- and u.i,:fq are the degree that both the pth and gth pat-
terns belong o the same cluster in the n-dimensional onginal
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feature space, and in the r’-dimensional [n' <« transformed
feature space, respectively. o values determine how similar a
pair of patterns are in the respective features spaces. £ is the
number of samples on which the feature evaluation index is
computed.

The feature evaluation index decreases as the membership
value representing the degree of belonging of pth and gth pat-
terns Lo the same cluster in the transformed feature space tends
to either O (when ;7 < N.5)or 1 (when 32/ = 01.3). Therefore,
our objective is to select those features for which the evalua-
ton index becomes minmmum, thereby optimizing the decision
on the similarity of a pair of patterns with respect to their be-
lomging 0 a cluster.

The membership function i, in a feature space, satisfying
the characteristics of & in (4), may be defined as [ 19]

=l {i""f 3 if oy, << 13
— I]_

otherwise (3)

where the distance &, between the pth and 4th pattems can be
Wrillen as
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The term w; © 1,1 represents weighting coefficient corre-
sponding to the ith feature, and e and apoare values of the
ith feature (in the corresponding feature space) of the pth and
glh pattems, respectively. £ is a parameter that reflects the min-
imum separation between a pair of pattems belonging to two dif-
ferent clusters [ 19] and is expressed as 7 = ooy, where of 0
is the maximum separation between a pair of patterns in the en-
tire feature space, and U =2 ¢ <0 1 is a user-defined constant.
ey determines the degree of flattening of the membership func-
tion (5). ol is defined as o, 0 = |30 (00 —::,,,;.._.]2]':1-"'3:',
where a1y, and oy, are the maximum and minimuom values
of the 1th feature in the corresponding feature space.

The membership value i, is dependent on ;. The values of
w; (< 1] make the pg, function of (5) flatened along the axis
of d,,,. The weight wu, in (6) reflects the relative importance of
the feature :r; in measuring the similarity of a pair of patlems.
The higher the value of wy, the more is the importance of &; in
characterizing a cluster or discriminating vanous clusters. ;
1{0% indicates most (least) importance of 1.

The evaluation index £ in (4) 1s a function of w, il we
consider ranking of v features in a set. The problem of feature
selectionfranking, thus, reduces to finding a set of s for
which & becomes mimmum. The task of minimization, as
in [19], is perdformed uwsing gradient-descent technigque in a
connectionist framework under unsupervised mode (for details
please see [19]).

B. Maodified Newmfuzzy Algorithm for Handling Large Data
The number of patterns generated for an & x N image is

X% ie. s = % Each of these pattems coresponds to a

5
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{a)

Fig. 1.
15 featumes 3 = 72153050

pixel and has all the multuscale wavelet feature extracted in Sec-
tion 1. Therefore, for selecting an optimal set of features out
of them, the number of pattems to be presented to the con-
nectionist system in one epoch, during 118 tmuning, 15 («[s —
111/12) = {N2{N? — 1]1/(2), which is a very large quan-
tty [19]. This incurs a very high computational tme. In order
to make the neurofuzzy algorithm computationally more effi-
cient, we, first of all, apply aclustering algorithm (e.g., b-means
clustering algorithm) on the entire feature space, for grouping
the data, and the cluster centers ecve,’s are noted. Then, two
sets of samples, namely, 5 = {3, % ..., ... Epx= | oand
S, deen oema. ... cen, ) are formed. That is, § is the en-
tire training set, and 5. is the set of ¢ cluster centers (for ¢ clus-
ters) obtained by the clusienng algorithm. Now, the similarity
between the pattems and these clusier centers are computed, in-
stead of computing it for every pair of patterns. These cluster
centers are considered as representatives (prototypes) of all the
points belonging o the respective clusters. Thus, the number
of patterns w be presented to the network in one epoch be-
comes {al=. — 1117121 = (N3e — 1130/12), where = = |5]
and =, = M, & =,

7 [in (4) ] after convergence attains a local minimum and then
the weights [H = -u:?:: of the links connecting hidden nodes
and the output node computing 1 values, indicate the order of
importance of the features. Note that this unsupervised method
performs the task of feature selection without clustering the fea-
ture space explicidy and does not need o know the number of
clusters present in the feature space. We have used a traditional
k-means clustering algorithm [20].

V. SEGMENTATION OF IRS aND SPOT IMAGES

Here we demonstrate the effectiveness of our methodology
over several remotely sensed images of size 512 % 512,

The IR5-1A (Indian Remote Sensing 1A) satellite image has
four bands, and in Fig. 1ia) we show the band-4 image of a
part of the city of Bombay. The image consists of six major

(bl {c)

{a) Bombay IRS-1 A image {band 4) segmented output with » — &, {b) With neurofurzy feature evaluation {7 = 5.275 0590, (¢) With avemge and busy ness

classes, viz., furbid warer 1 (TW 1), trbid water 2 (TW2), con-
crete (CONCR), habitation (HAB), vegetation (VEG), and open
spaces (08, The sea water 15 decomposed into two classes TW
and TW?2 for better classification, since they have somewhat dif-
ferent reflectance properties due Lo variation in sea water densily
[as seen n Fig. 1a)].

The SPOT image [Fig. 2ia)] shows a portion of Calcutta in
one of its three bands. This image has seven major classes,
which are mrbid water (TW), pond water (PW), concrete
(CONCR), vegetation (VEG), habitation (HAB), open space
(O8), and roadsbridges (B/R).

In order o validate the importance of neurofuzey feature eval-
uation, we show how the feature dimensionality can be reduced
greatly after feature evaluation. The test images have several
fine (line ) structures (roads and bridges). In order to detect these
structures, the window siee has been keptsmall (3 =< 3). Aquan-
titative index 7 [21] s used o evaluate the segmentation results.
& is defined as the ratio of the total variation and within-class
variation. The higher the value of &, the better is the segmenta-
Licm.

The ;7 value of the IRS-1A image of Bombay, considering
b, 1% found Lo be 8.014 62,
The number of extracted featres from all four bands 1s found
Lo be 12 as obtained by Section 1L The feature dimensionality
is reduced to one after neurofuzzy feature evaluation, and the 2
index (8.213 09) shows better segmentation quality. In the seg-
mented output after the feare evaluation step [Fig. Lib)], it
can be seen that the dockyard, the concrete strie e connecting
Bombay and New Bombay, and the Santa Crz airport are very
well detected. The feature evaluation step increases the com-
pactness of the various classes. For a comparative study, the seg-
mentation result in Fig. 1(e) 1s obtained by using b-means clus-
tering algorithm with average and busyness as features. Here
also we can find an improvement in seégmentation quality vsing
our algonthm.

Inthe case of SPOT image of Caleutta [Fig. 2(a)], we have ini-
tially considered all ten features extracted by the wavelel-based
method. The segmentation resull with ¢ = 7 gives a 2 value of

the number of classes o be o
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{a)

{hl {c)

Fig. 2. {a) Caleutta SPOT image (hand 3) segmented output with « = 7. {h) With neumfurzy feature evaluation |7 = 5436 51} () Using average and busyness

as features 3 — 20631,

3278 32, After the neurofuzzy feature evaluation, the number
of features reduces 1w three. The segmentation result is given in
Fig. 2(b), and the 3 value (345361 ) indicates betler segmenta-
tion quality. It 1s 1o be noted that not only the race course bul
also a triangular outling (whichis an open space) comesponding
to the rrack of the race cowrse are also detected. Here the Ra-
hindra Setu has also been detected along with the Talis nala and
Beleghata canal. Moreover, the Khiderpore dock and Garden
Reach Lake are quite discemible. In this cases, all three bands
are important and furnish some information. The features ob-
tained after the feature evaluation step correspond to each of the
three bands. The segmentation result along with the 3 value ob-
tained by wsing k-means clustenng algonthm with average and
busyness as features (as mentioned above) is given in Fg. 2(c)
for a comparative study validating that the features extracted by
our method characterize the memotely sensed images inoa better
Wiy,

In order to prove the efficacy of our algorithm, we have tested
it on a synthetic texture images, and results are shownin [17].
Interestingly, the proposed methodology has been able found to
be superior w vanous existing related algorithms [17].

V1. CONCLUSION

In this paper, we have presented a scheme o show how
wavelel theory and neurofuzzy hybridization together can
be applied in the domain of remotely sensed imagery for
segmentation purpose. The use of wavelet theory via M -band
wavelel decomposition of remotely sensed images provides an
efficient representation of these images in terms of frequencies
in different directions and orientations at different resolutions.
This representation is obtained by segmenting some wavelet
features from multispectral remotely sensed images. This
facilitates an improved segmentation quality of the different
class regions. The feature extraction method splits the lower
as well as the higher frequency bands and results in oa tree

structure. This enables the system o extract their characteristic
features in the lower as well as the higher frequency bands of
remotely sensed images. The neurofuzzy feature evaluation
method helps in searching for important feawres efficiently
from a remotely sensed image where the various classes are
overlapping in nature. Both the feature extraction and neuro-
fuzey feature evaluation schemes are unsupervised and do not
require any a priovi knowledge about the number of classes,
and spatial relationship of different regions in these images.
It also shoudl be noted that the neurofuzey feature evaluation
tchnique presented here s a modified version of an existing
method described in [19], which is able to deal with a large
dataset more efficientdy. The algorthm has also been tested on
synthetic data compnsing natural textures. The results validate
[ 17] that the proposed methodology 15 indeed supenor o some
of the related ones existing in the literature. Also, the results
presented using average and busyness as features and using the
k-means clustering algorithm for a comparative study show that
our methodology is indeed effective in characterizing remotely
sensed images in a betler way.

1t is found that for the IRS-1A image, ultimately one feature
is selected that corresponds to band 4 of this image. However,
for the SPOT image, three features are selected. In all cases, al-
most all the desired classes are obtained in the segmented output
satisfactorily. Moreover, the compactness of the varous classes
increases after the neurofuzzy feature evaluation step.
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