RELATIONSHIP BETWEEN STRONG MONOTONICITY PROPERTY,
F£,-PROPERTY, AND THE GUS-PROPERTY IN SEMIDEFINITE
LINEAR COMPLEMENTARITY PROELEMS
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In & recent paper on sernidefinie linear complementarity problems, Gowda and Song (HKHR
introduesd and stodics the P-propeety, Py -propeisy, GUS-propecty, aod sieong wonolunicily property
for lingar tranyformation £: 87 — 5", wherc 57 i8 the space of all svmuoenic and real o ¢ mateices.
Io un attempt W charscenze the P -property, they rwisad the following tan goestions: (1) Does the
strumg muntonicily imply the P -pooperty? (i) Dosy the GLUS-propeety imply the Po-property”? in
this pupec. we show that the swony aeootonicity propecly impliss the f-property for any linear
wransfonmation and describe an equivalence between these two properties for Evapunov amd ather
rranstformations. We show b means of an cxample that the GUS-propemy beed oot unply the
Hy-property, even {ow Lyapunow transfomations.

1. Introduction. Let 5% be the space of all svmmetric real n = 1 matrices and §°
the spacc of symmetric and real s x p positive semidefinite matrices. Given a lincar
transformation L § — 5% and O € 5%, the semidefinite linear complementarity problem
SDLCP(L. 57, @} is the preblem of finding a matrix X € 57 such that

Xe s, F=LiX)14+Qc 5, (X, Yy=tr(X¥)=10,

where “tr'" denotes Lhe frace.

This problem was originally introduced by Kojima et al. {1997), although in a slightly
different form. The SDLCP cun be comsidered as a generalivation of the lincar comple men-
tarily problem (LCP); see Cotte et al, {3992}, Motivated by varions vseful results in the
linear complementartty theory, Gowda and Song (200 introduced the P, GUS, and varioos
uther properties for the SDLCP. For related resoles on SDLCF, see Gowda and Parthasarathy
{20000}, As mentioned in Gowda and Song (2000), the commutativity of X and L{X) makes
the analysis of P-property simpler, since X and Li X} can be simultaneously diagonalized,
The question that naturallv aniscs is, “What can we say abour the linear vansformations for
which X and L{X) do not comuaute™ This. as bas been pointed out in Gowda and Song
{20013}, motivated the introduction of the P - and Py-properlies. So the Pr-properey can be
thouglil of ux a variaion of the P-property of a linear transtormation in 3DLCP. We know
that when L has the strong monotonicily property, then il satisfies the P-property. We have
shorwn that if a linear transformation L satisfizs the strong monotomicity property, then it
also satisfies the P.-properly. Fur some special type of transformations, for example the
Lyapunoy transformation, we could show that the sirong monotonicity properly and the #5-
propesty are equivalent However, if £ is monotone bt not strongly monotone, then from
Example 1 il is clear that it may ot satisfy the Fo-properiy.

The significance of the Py-properly also lies in the fact that it can be thonght of ax a
gencralication of the #-marrix condition of the T.OP, since the two conditions are equivalent
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for a matnx M; see Gowdas and Song (2000}, Henee, an inleresting problem would be o
derive relationships between the #,- and GUS-properties. Gowda and Song {20003) showed
that the . -property always implies the GUS-property. We show here. by means of a coun-
terexample, that the converse is not always troe. ¥We have also shown that if the maimnx A is
positive definite, then the Lyapunoy trans formation sutisfies the Pa-property, and vice versa
Also, if we make the addinional assurnption that A is symmerric. then for the Lyapunoy
translormation and for the transformaiion M (X)) defined by AXA, we could show that the
(FUS-property and the Ps.-property are equivalent.

1.1. Preliminaries, For a matix 4 € 7" we recall the following definitions.

{1} The trace of A is the suin of all diagonal elements of 4 or, equivaleady, the sum of
all eigenvalues of A,

{2} A is positive semidelinite (definie) i the wsual imner produel {Ax, x} =0 (=) lor
all nonzero x € RY,

{31 A is positive stable if every cigenvalue of A has a posilive real parl.

(4) A is orthogonal if AAT =7=A"A, where I is the n x n Identity matrix.

We wrle X =0 when X £ 8",

We list below some well-known marrix theoretic properties: see Bellman {1993) and
Zhang (1999),

(1) X =0 PXP! >0 for any nonsingular matrix P.

() X=0,¥V=0={X Y=

(B X=0F=0{X.F=0=2Xry=rx=0

Dermaimion 1. For a linear trunstormation L 5% > 8, we say that

{13 L has the GUS-properry if for all ¢ = 87, SDLCWL) has a unique solution,

(23 L has the strong monatonicity property if (L{X), X} = 0 for all nonzero X 37,

{3 L has the monotonicity property il {L{X), X} = 0 for all nomzero X € 5",

(4) L hus the Po-property if ¥ =0, ¥ = 0, (X = FIL{(X - FNX+¥) =20 X =Y.

(53} L has the P-properly if X and L{X) commute, XL{X) =0= X =10,

Muote that if [ has the strong monotonicity property then L has the P-property,

(6} L has the cross commutative propenty if for every @ < §" and solutions X, and X,
of SDLCP{L, O}, the following holds:

AN =0X and X.¥,=FX,,

where ¥, =LIX )+, =12
DeFxiTION 2. For a matrix A € 8" we define the comresponding Lyapunov transfor-
mation L : 5 — §" by
LX)=AX+XAT.
ThroREM 1 (KARAMARDIAN 1976).  Consider a linear transformation L: 5 — 87 Jf

the problems SDLCP(L,0) and SDLCP(L, E) for some E positive definite fave wnique
sofptions, then for afl (0 e 8", SDLOP{L, ) has a solution.

TAEOREM 2 {Gowpa anp Soxe 20000, For a fnear mransformarion L 57 — 57, the
Jollawing are eguivalent:

(1 Foralf (be 5% SDLCP(L, €) has at most ane seliiion.

(2) L has the P- and cross-commuiarive properties.

{3} L has the GUS-property,

TueoreM 3 {(Gowpa AND Sowa 20000, For o suric A € B'*F, consider the Lyapunoy
transformation L, Then the following statements are equivalent:

(1) L, fas ehe GGLS-propere:

{2) A is positive stable and positive semidefinite,
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2. Main results. Gowda and Song {2000} have shown that the P.-property always
implies the GUS-property. The [ollowing example shows that the converse need not be true,

Examers . For A =[] 1], consider the Lyapunov transformation L,. Since A is
positive semidefinite and positive stable, L, has the GUS-property by Theorem 3.

Nowlet X=1[°, J]and ¥=[' "] Then X =0, ¥ = 0 and (X - V)L (X - F}x
(X +¥) =0

Since X # ¥, L, does not satisfy the F,-property, we see that . ;. although monotone,
does not satisfy the Py -property. Thus we see that although the Py-propetty always implies
the GUS-property (Gowda and Song 2000), the converse [s not always troe,

It is obvious from the definition that for a given F; 8% — 8", if it salishes the strong
monatomicily property, then it satisfies the P-properly. Below we prove a stronger result.

THEOREM 4. §f a linear transformazion L2 3" — 8° hay the strong monetonicify prop-
erty, then it hay the Py-property,

Proor. We will prove this by contradiction. Suppose there exists an X = O and ¥ = 0
such that (X —~ FIL{X —FHE+¥) =0
Assume X # ¥ and without loss of generality, let X + ¥ =£ 0. Then there exists an ornthog-
omal matsix L, positive nombers A, Ay ... A {1 =1 2 ) with
U'{X+¥)U=D y n
X+1)U =D’ (D,
wherz 0 = diug{v*":f;, . .,,f'a.i'l._,. l,.... 13 and I is the identity matrix of size ¥ X r.
Let A= (D) IFXUD™ and B= (DY "UT¥YUD ' Then A and & are symumetric positive

semidefinite with ;

N ]
aEe={n ol
P A0
Lo of
e B, 0
ooy’
where A, and B, are » x » matnices. Now prenmltiplying and postmultiplying (X — Y=

LIX—YHX+¥yby D707 and D', respectively, and introducing appropriate matrices
between the three factors of (X — VILIX —F} X+ F), we get

1t tollows that

and

(A— B L) - TIBA+B)Y =0,

where L{Z} = DUT L{UDZDUTYUD. Note that Lisa strongly monotone lingar transfor-
mation on 5%, Writing

E[A}—E{E}=[£I % :

A, —B I[P O - ;
= —Mm. A 0,
[r([ 0 f":l[QT RD {LA—@). A B) =

i.e. w[{A, — B.)P] = 0. On the other hand,

we get

(A—B[L(A} - DBNA+B) =0

sives {after simplification) w[{A, — £ = {, leading to 4 conmtradiclion. Hence, we must
have X = ¥, giving us the Py-property. O
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Remark. Theorem 4 is false if the transformation is just monotone; sce Example |
However, one can prove the following proposition.

Prorosrmion 1. Ler L0 §5° — 8% be monotone. Suppose L has the following properry:
X =0, Fe=0 (X~ VX -FYIX+TF)=0=X=V.

Ther L fas the Po-propery,

The proof follows along lines similar to those of Theoremt 4, and so we have omut-
ted il This proposition is molivated by Example 1. Regarding de comverse statement of
Theorem 4, we dio not have a complete answer, We can give a partial answer, We show that
for the Lyapunov transformation and for M ,(X) = AXAY when A is symumetric, the strong
mongtonicity property and the Po-property are equivalent. Wote that in Example 1, 4 i
peositive semidefinire and we have shown that L, does not satisfy the F,-property. However,
1" A 1% positive definite, then the lollowing theorerm shows that £, satislies the #5-properiy
and vice versa.

THFEOREM 5. The foflowing statements are equivalent for a Lyapwrov transforniation
Ly
{11 A ix poaiiive definite,
(ii) L., has the strong monotonicity property.
(1i) L, has ihe Fo-property.

Prowayr,  To show (1h—s (il). Suppose 4 s positive definite. If X is a nonzero mateix in S°
where x,x,. ..., x, are the columns of X, then oL, (X)X =2 XYAX) =2F7 , x,TAx, =
0. This praves {ii).

{ii} == (i) has already been established in Theorem 4.

(i) = (i) If I, satisfies P, then it has the GUS-property. From Gowda and Song
f2000). we get that A 15 positive stable and positive semidefinite. Suppose if 4 15 not
positive delinite; then there exists an x 2 (3 such that x"Ax = (. Take X = xx7: then X s
symmetric and X7 (X)X = rxf{Axvx’ + 1274 00! =0 since 1" Ax = 0. However, since
L, satisfies F.. this implies that X = 0; that is, x =0, which is a contradiction. Thus, A s
positve defime. O

Note that it we take [, to he monotone instead of strongly monotone, then it is clear
from Example 1 that the above theorem does not hold good. While P, and GUS sre not
equivalent, they are so lor £, when (A4 -+ A7) is nonsingular,

o

CoroLLary 1. If det{A+ A7) £ 0, then the following are equivalent for the Lyapunoy
transforination L,

(i) L, ks the GUS-property

(i) L, swrisfies the Po-properry,

The following theorem shows that when A s symmetric, Py, GUS, and the strong mono-
lonicity properties are cquivalent for M, (X) = AXA,

TheEOREM 1. When A is symmatric, the following stalemenis are equivalent for the frons-
Jformation M, (X)) = AXA
(1) A is posifive definite or negative definite.
(u) M, has the strong monctowicity property,
(tii) M, has the Py-properiy,
(tv) M, has the GUS-property.

Proo®. (i) = (ii}. Since M, (X} = M_, (X}, without loss of generality we assume A to
be positive definite. Suppose w M (XX < 0 for some X < 5% £ 0. Then #r{AXAX) = (.
Since A4 s symmelnic and positive definite, t1(AX4X) > 0 (since XAX is also positive
semidelinite). Thus m AXAX = 0= AXAX < 0; this implics that XAX == ¥ =0, which
is a contradiction, Thos. M, has scong monotonicity property.
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{if1 = (i) follows from Theorem 4.

{iii) = {iv) follows from Gowda and Song 2000,

(iv) =% (i). Svppose M, has the GUS-property. I the order of the matrix is one, then
it is easy to see thal (iv) = 1) Assume that the order ol the mualrix 15 al least two, If A
is nol posilive delinite or negative definite, then there exists an x # {0 such that x¥ Ax =0
Suppose not. Then let us consider the sets E =[x : x"Ax = 0} and F = {x:x"Ax = ().
These two sets are open and since there exists no 4 % 0 such that x7Ax =, EUF = B™\(.
This implies that R"(} is disconnected, which is a contradiction. Hence there cxists an
x # 0 such that x7 Ax = () Take X = xx"; then X is symmetric and positive semidefinite
XL X)=xe"Axz" 4 =0 S0 we have two solutions for SBLCP(M,. ) contradicting the
GUS-property. Thus {iv) = (i), O

Theaoram & need not hold good if A is nol symmetrie, ax the [ollowing example shows.

Examerf 2. Consider the lollowing wansformaiion: M (X) = AXAY where A =

1 i
[ f‘ll:rtg that A is nol symmetric but is positive definite. Let X = |:$_'2 _ﬁ] Then AXATY =
[ 2 ]and w(AXA'X)= 40 = 0.

In ather words M, does not have the strong monmtenicity properly. In this cxample M,
also does not have the Py-propuerly, and this can be scen as follows, Let X = [J_l ;} and
X, = {; :l Now (X, ~ X M, (X, — X.)(X, + X,) is negative scmidelinite bul X, # X,
In other words A, fails &0 have the P-property. However, this transformation M, has the
GUS-property. In lacl, it is shown in Bhimshankaram et al. {2000} that A is positive definite
if und only il M, has the GUS-property. Note that the reswlt is not true for the Lyapunuoy
transformation {see Example 1) vnless A is symmetric (see Corollary 1)

Combining Theorems 3, 6, and Corollary 1, we have the fullvwing resull,

CopoLLARY 2. Suppose A iy symmetric. Then L, has the GUS-properry if and only if
M, hax the GUS-property.

Summarizing, our findings in this puper are as [ollows. Every strongly monotone linear
transformation has the Py-properly. For the Lyapunov transformation and the transformaton
M, strung monolonicity is eqoivalent to the F-property. An example is given w show
that the GUS-property heed not fmaply the Py-property in general {although the Py-property
ulwayy implies the GUS-property; see Gowda and Song 2000). The following problem
remains open: Does the Py-properly imply the strong monotonicity for a general Tmear
tansformation LY
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