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Abstract

Let {£2. # P} be a probability space and {X,. n = 1} be a sequence of random variables defined on it. A
finite sequence LX), ...} 15 said to be associated if Tor any two component wise non-decreasing functions
frand g on B, Cov( f(XL . X LglX.. . X)) 2 00 A Hajek—Renyi-type inequality for associated sequences
is proved. Some applications are given.
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1. Introduction

Let {2, P} be a probability space and {X,, n =1} be a sequence of random wariables
defined on it. A finite sequence {X).....X,} is said to be associated if for any two component
wise non-decreasing functions f and g on R",

Cov( f(Xi,....Xu) g(X1,... Xx)) 2 0

assuming of course that the covariance exists. The infinite sequence {X,, n =1} is said to be
assoctated if every finite sub-family is associated. The concept of association was introduced by
Esary et al. {1967). Comprehensive reviews of probabilistic properties of associated sequences and
statistical inference for such sequences are given in Roussas (1999) and Prakasa Rao and Dewan
(2001).

We now develop a Hajek—Renyi-type inequality {Hajek and Renyi, 1955) for associated sequences
and give some applications.
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2. Hajek—Renyi-type inequality

Theorem 2.1. Let {X,. n = 1} be an associated sequence of random variables with Var(X,) = '5,r
and {b,. n = 1} be a positive non-decreasing sequence of real numbers. Then, for any £ =0,
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Proof. Let ¥,=b;'(X; — EX;). It is clear from Esary et al. (1967) that {¥,, n = 1} is a zero mean
associated sequence.
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Applying the Chebyschev’s inequality, we get that
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We now apply the Kolmogorov-type inequality, for the expression on the right-hand side of the
above inequality, valid for partial sums of associated random variables {Y;, 1 < j < n} with mean
zero (cf. Theorem 2, Newman and Wright, 1981).

Hence, we have
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From the non-decreasing positive property of the sequence {b,. n = 1}, it follows that
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proving the Hajek—Renyi-type inequality. [
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Remarks. Under the conditions of Theorem 2.1, it is easy to see that for any positive integer m = n
and for any & =0,

I
P Xi— EX;
(m'q‘.t =h Z{ }

2 )~ Var(X)) Cov(X. X;)
) i Z bzf + Z bz'l

J=1 " L £k <m "

— Var(X)) Cov(X). Xi)
* Z h =k Z hoh
J il

J=m+] - mel < jEkSn

(2.3)

3. Applications

Theorem 3.1. Let {X,. n = 1} be an associated sequence of random variables with

Z‘u’ar{)[_}} + Z Cov(X}, X;) < oc.
=1 L= 7k

Then Zf:l (X; — EX;) converges almost surely.

Proof. Without loss of generality, assume that EX; =0 for all j = 1. Let &= (.



142 BL.5. Prakasa Rao|Statistics & Probability Lecters 57 (2002) 139743

Note that,
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and the last term tends to zero by the hypothesis. The last inequality follows either from the result
of Newman and Wright (1981) or from the Hajek—Renyi-type inequality proved above. Hence, the
sequence of random variables {5,, # = 1} is Cauchy almost surely which implies that S, converges
almost surely proving the theorem. O

For any random variable X and for any constant ¢ > 0, define X* =X if [X| =< e, X¥ = —¢ if
X < —¢,and X°=¢ if X = —c. Note that x° is an increasing function of x. Hence, if {X,. n = 1} is
an associated sequence of random wvariables, then {X°, n = 1} is an associated sequence of random
variables for any constant ¢ > (. As a consequence of Theorem 3.1 and the standard techniques, we
obtain the following analogue of the three series theorem for associated random variables.

Theorem 3.2, Let {X,. n = 1} be an associated sequence of random variables with
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for some constant ¢ = 0. Then 3" ° | X, converges almost surely.

As a consequence of Theorem 3.1. and the Kronecker Lemma (Loeve, 1963 ), one can obtain the
following theorem.

Theorem 3.3. Let {X,. n = 1} be an associated sequence of random variables with
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Then b Z};I (X; — EX;) converges to zero almost surely as n — oc.



BL.5. Prakasa Rao|Statistics & Probability Lecters 57 (2002) 139743 143

It is easy to see that this result extends the Strong law of large numbers for associated sequences
proved in Birkel (1988) for general norming.

Theorem 3.4. Let {X,. n =1} be an associated sequence of random variables with
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> T + by 00
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Then, for any 0 < r < 2,
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Proof. Note that
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By the Hajek—Renyi-type inequality proved above, it follows that
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