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Document Image Segmentation Using
Wavelet Scale—Space Features

Mausumi Acharyyva and Malay K. Kundu, Senior Member, IEEE

Abstract—In this paper, an efficient and computationally fast
method for segmenting text and graphics part of document images
hased on textural cues is presented. We assume that the graphics
part have different textural properties than the nongraphics (text)
part. The segmentation method wses the notion of multiscale
wavelet analysis and statistical pattern recognition. We have used
A -band wavelets which decompose an image into 8 = M
handpass channels. Various combinations of these channels
represent the image at different scales and orientations in the
frequency plane. The ohjective is to transform the edges hetween
textures into detectable discontinuities and create the feature
maps which give a measure of the local energy around each pixel
at different scales. From these feature maps, a scale—space signa-
ture is derived, which is the vector of features at different scales
taken at each single pixel in an image. We achieve segmentation
by simple analysis of the scale-space signature with traditional
F-means chistering. We do not assume any a prieri information
regarding the font size, scanning resolution, type of layout, ete. of
the document in our segmentation scheme.,

Index Terms—Document segmentation, Af-band wavelet, tex-
ture segmentation.

L. INTRODUCTION

N TODAY s wordd, avtomated processing and reading
qu documents has become an imperative need with the
advances in communication and information technology.
Efforts have been made to swore the documents in digitized
form, but that requires an enommous storing space, even afler
compression using modern techmgues.

Documents can be more effectively represented by separating
the text and the graphicsfimage part and storing the text as an
ASCI (character) set and the graphics/image part as bil-maps.
Document image segmentation plays an important role because
this Facilitates efficient searching and storage of the text part in
documents, required in large databases. Consequently, several
researchers have attempted different techniques to segment
the text and graphics part in document images. Several useful
techniques for lext—graphics segmentation are given in [ 1], the
maost popular amongst these being the top-down and bottom-up
approaches. The most common top-down  lechnigues  are
mmn-length smoothing [21-[4] and projection profiles [5]-[8].
Top-down approaches first split the document into blocks,
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which are then identified and subdivided appropriately in
terms of columns first and then into paragraphs, text lines, and
maybe also words [6], [7]. Some assume these blocks w be
only rectangular [9]. The top-down methods are not suitable
for skewed texts, as these methods are restricted o reclangular
blocks, wherzas the bottom-up methods are typically variants
ol the connected components | 10 12] which tleratvely group
together components of the same type starting from the pixel
level and form higher level descriptions of the printed regions
of the document (words, text lines, paragraphs etc.) [13]. The
drawbacks with the connected components method 1s that it is
sensilive 1o character size, scanning resoluton, mmter-line, and
inter-characler spacings.

Several other approaches use the contours of the white space
to delineate the text and nontext regions [14], [15] These
methods can only be applied o low-noise document images
which are highly structured; that 1s, all objects are separated by
a white background and objects do not touch each other.

Each of the above methods relies 1o an extent on a priori
knowledge about the rectangulanty of major blocks, consis-
tency i homeontal and vertical spacings, independence of text,
graphics, and image blocks, and/or assumptions about extual
and graphical attributes like font size, text line orientation ele.
S0, these methods cannot work o a generic environment. I s
desirable to have segmentation technigues which do not reguire
any a priori knowledge about the content and attributes of the
document mmage. or rather any such knowledge might not be
available in some apphications. Addinonally, these methods op-
erate on thresholded images. So, for a degraded image due 1o
poor image-capluring conditions, the choice of an appropriate
threshold is a very difficult task.

Jam and Bhattacharjee’s [ 16] method has been able o over-
comde these restnetions and does not require an a pricei knowl-
edge of the document o be processed. The method proposed
by them s mainly the same as that proposed carier by Jain
and Farrokhnia [17]. The basie assumption underlying this ap-
proach 1s that the text and the graphics pans are considered as
two different textured regions. The document segmentation has
been achieved by a texture segmentation scheme vsing Gabor
filter as the feature extractor. One major drawback of this ap-
proach has is that the use of Gabor filler makes it computation-
ally very expensive, asthis scheme uses asubset of 20 fixed mul-
tichannel Gabor filters consisting of four orientations and five
spatial frequencies, as input features for the classifier. Randen
and Huspy [18] proposed a method wsing enieally sampled
infinite-impulse-response (1IR) gquadrature miror filter (QMFE)
banks for extracting features, thus saving considerable compu-
tational time than that required in the method in [16]. Both of the
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aforementioned methods do not take into consideration the pos-
sibility of overlapped/mixed classes. Elemad er al. [19] have de-
veloped an algorithm for document segmentation based on doc-
ument texture using multiscale feature vectors and fuzzy local
decision information.

More recent rescarch on document  segmentalion  in-
clude works by Chot and Baraniuk, which are based on the
wavelel-domain hidden Markov tree (HMT) [20]. Li and Gray
[21] have developed an algorithm for segmenting document
images into four classes: background, phowgraph, text, and
eraph. Features used for classification are based on the disti-
bution patterns of wavelet coefficients in high-frequency bands.
Harit et al. presents a new model-based document image-seg-
mentation  scheme that uses eXtensible Markup Language
Document Type Definitions { XML-DTDs ). Given a document
mmage, the algonthm has the ability w select the appropriate
model. A wavelet-based ool has been designed by them for
distinguishing text from nontext regions and characterization
of font sizes.

Some of the common difficulties that occur in documents are:

+ differences in font size, column layout, orientation, and
other wextual attnbutes;

+ skewed documents and text regions with different orenta-
Lioms:

* degraded documents doe Lo improper scannmg;

+ combinations of varying text and background gray levels;

* lext regions touching or overdapping with nontext regions;

« prregular layoul structures with nonconvex or overdapping
object boundanes;

+ multicolumn document with misaligned text lines and dif-
ferent languages.

We develop a texture-based document image segmentation
which takes care of all the above observations. This paper is
based on the assumption that the text portion of the document
image is comprised of one texture class and the nontext part of
the other. Basically, this is a two-texture segmentation problem.
It 1s already well known that textures can be characterceed
by their energies. A composite exture can be discniminated
if it is possible to oblain information about the exture signal
energies. The basic idea is to decompose the composite image
into different frequency bands at different scales. The objective
is to transform the edges between textures into detectable
discontinuities. This creates the feature maps which give a
measure of local energy around each pixel over small windows.
We compecture that a decomposition scheme yielding a large
number of subbands would definitely improve segmentation
resulls.

The segmentaton method 15 based on muluscale (mul-
tresoluton) wavelet analysis. A muliscale representation
provides a simple hierarchical framework for interpreting the
image information. At different scales, the details of an image
generally characterize different physical structures of the scene.
Al a coarse mesolutnon or scale, these detals correspond 1o
larger structures, which provide the mmage context. The dea
of scale—space refers o a family of derived signals where
the fine-scale information is successively suppressed as scale
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increases. Features that are derdved from the edges in an image
respond o extractors (detectors) at different scales, and so
feature extraction for an image containing features at multiple
scales should incorporate multiscale information. In image
processing, multiscale analysis provides a representation of an
image that allows information from each scale 1o be analyzed
separately. A feawre-extraction scheme based on mulascale
analysis and pattern recognition has several potential advan-
tages over other existing feature-extraction methods, including
extraction of features at different scales (e, features of all
sizes) and robustness,

One of the salient features of document segmentation, as
compared to other exture segmentation problems, 1% that there
are large intra-class, as well as inter-class, vanations i the
textural features, so the multiscale nawre of the document
constituents which are implicitly there (e.g., characters, hines)
Justifies the need for a multiscale representation scheme. In this
paper, we propose using an Af-band wavelet decomposition
of the image. The Af-band wavelet wransform performs a
multiscale, mulidirectional filtering of the images. It is a wol
to view any signal at different scales and decomposes a signal
by projecting it onto a family of functions generated from a
single wavelet basis via s dilations and translatons. Varous
combinations of the Af-band wavelet filter decompose the
image at different scales and odentations in the frequency
plane. The filter extracts local frequencies of the image, which
in essence gives a measure of local energies of the image
over small windows armound each pixel. These energies are
characteristics of a texture and give the features required for
classification of the various textured regions in an image.

One of the drawbacks of standard wavelets { A7 = 23 1s that
they are not suitable for the analysis of high-frequency sig-
nals with relatively narrow bandwidth. Hence, the main moti-
vation of this paper is 1o use the decomposition scheme based
on M -band wavelets (where 3 = ), which yield improved
segmentation accuracies. Unlike the standard wavelet decom-
position which gives a logarithmic frequency resolution, the
M-band decomposition gives a mixture of a logarithmic and
linear frequency resolution. Furthermore, as an additional ad-
vantage, Af-band wavelet decompositions yield a large number
of subbands which are required for good-guality segmentation.

In Section 11, we give a brief overview of A -band wavelet
transform. Section 11 describes the general texture segmenta-
ton setup, mamly as suggested i [22], and in Section IV we
present the results of our experiment on different images under
varyimg conditions. Finally, we conclude our study in Section V.

1. A-BaND WavELET TRANSFORM

— L3R onto
a scale—space plane. The wavelets are obtained from a single
prototype function +% () by scalings o and shifts b [23]{25].
The continuous wavelet transform of a function fi:) is given
I

The wavelet transform maps a function f=) =

Wl (b = [ Fiong? (el e (1)
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A -band wavelet decomposition s a direct generalizabon of the
above two-band case [26], [27]. Let «# ) be the scaling function
satisfying

it = Z Rk '-.-'fﬁr,-u(;l-j';:: — &, (2)
T

Addinonally, there are 3f — 1 wavelets which also satisfy

el = 3 VMR R e — k), (3)
P

In discrete form, these equations can be wrillen as

danla) = D MM T w — k) (4)

U lri= Y I B 80T L
I

(5}

The subspaces spanned by the functions £y () and '”1:: Y] can
be, respectively, defined as

Vi = apanedyg ¥ O (6)
W = s:]'r:111-1.-':‘;:'i:"_~b'f.: i (7

1t follows from (2) that the ¥ subspaces have a nested property.
If the scaling and the wavelet functions f,a_llisfy the orthonor-
mality condition, then the subspaces [W,*'} form an onthog-
onal decomposition of the £.%{ {1 function space and are related
to the 175 nested subspaces by

||_..I: _ I|-":..+-| o '-B?;T' ‘1.11-_:;] . fH::l
A function f{x) € L?[J¥ can be constructed from a discrete
sequence aik) C 7K} inthe form

Zm:.l::lq-';[.j: -k v

I

Fia

Fla’ can also be expressed in terms of the sum of projections
onto subspaces ¥ and 'i-'»-";"j a8

M—1
flal =3 elkidganin) = D0 S diiklwilie. (10)
& i=l &

The expansion coefficients can be expressed as
erk
AR

i l...M-L (11)

Using (2) and (3)m (11}, it can be shown that

1
o] = ——

2 DR ME -1
NET, Lu_ ] )

L

Ak =Y el ME 1]
i

(12}
(13}

which is equivalent to processing the sequence aik) with
a set of linear tme-invariant filters of impulse responses
p = {15 M A G and downsampling filter outputs by M.

L1
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Fig. 1. Typical system setup of our work.
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1. MULTISCALE FEATURE EXTRACTION

A. Wavelet Scale—Space Fratures

The feature-extraction scheme that we have used has a muli-
channel filtering and a subsequent nonlinear stage followed by
a smoothing filter (both these constitute the local energy est-
mator) as shown in Fig. 1. The objectives of the fltering and
that of the local energy estimator, are 1o transform the edges be-
Lween Lextures into dewectable discontinuities.

B. M-Band Waveler Filters

The filter bank, in essence, is & set of bandpass filters with
frequency- and onentation-selective properties. In the fillenng
stage, we make use of an eight-tap, four-band, orthogonal— and
linear phase wavelet transform following [ 26] to decompose the
textured images into A w0 4901 =4 :] channels (scale—space cell),
corresponding o different direction and scales. The one-dimen-
sional (1-D) four-band wavelet filter impulse responses denoted
by w4 are given in Table L and their corresponding transter func-
tions are represented by IF fore 1,00 L

iy 18 the scaling function (low-pass filter) and the other
i s comespond to the wavelet functions (high-pass filters).
The M2 -channel two-dimensional (2-D) separable transform
is obtained by the tensor product of the 1-D A -band wavelet
L., M with
M = 1. In this paper, we extend the decomposition 1o the 2-D
case by successively applying the A4 -band transform separably
in the horreontal and vertical directions without downsampling
(i... an overcomplete representation). The o scale-space
cell is achieved via the Oler 7, . for « o L4, 3.4 with
M = 1 The size of the filter is an important factor. The filter
length 1s increased with imereased level of decomposition.
The sequence of low-pass and bandpass filters of increasing
width corresponding to an increased level of decomposition
are expanded by inserting an approprate number of zeros
between taps of filters. So, if the filier length becomes large, it
is possible that it may bias the decomposition of the image. We
have chosen an eight-tap filter for suitability of the size of the
mmage that we have considered in this study (1., 512 =< 512).

The objective of the fillering is 1o find out about the discon-
tnuities that exist within the image. The spectral response 15

filters, which are denoted by w. ., for v ¢
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strongest along the direction perpendicular to the edge of an
image, while it decreases as the direction of the filter approaches
that of the the edge. Therefore, we can perform edge detection
by using 2-D filtering of the image as follows:

+ horizontal edges are detected by high-pass filtering on

columns and low-pass filtering on rows;

« vertical edges are detected by low-pass fillering on

columns and high-pass filtering on rows;

+ diagonal edges are detected by high-pass filtering on

columns and high-pass filtering on rows;

* horeontal—diagonal edges are detected by high-pass fil-

tering on columns and low-pass filtering on rows;

+ vertical-diagonal edges are detected by low-pass filiering

on columns and high-pass fillering on rows.
A typical edge-detection filter corresponding to a particular
direction covers a certain region in the 2-D spatial-frequency
domain. Based on this concept, several wavelet-decomposi-
tion filters are designed which are given by the summations
¥ itte v where Reg denotes the frequency sector of a certain
direction and scale.

Since the filter system we are using is orthogonal and has a
perfect-reconstruction gutujmlun_ mirror filier (PR-QMF) struc-
ture, that is Z;—LE —1 Wt = 1, all frequencies in each
scale—space cell are treated as equally possible by the resulting
filters. The number of channels and, therefore, the number of
possible filter combinations depend on the value of A4, The
wavelel filters denoted by Ellx'g ..
with increasing scales can be derived as follows.

for different directions

* Horizontal direction:

I-.i-]-l"h-:.-: 1 II'I 2

[y o = Mo — IF 1

fillpea = Hya Hpy o Hipg | Heg
* Vertical direction:

ﬁH‘wﬂ"l = ”21

(lps day + T4

pz = o) + Fla) + IFy) + s,
* Dhagonal directon:

(Mg L = Hza
ﬁ't.-ﬁ_;,ﬁ.2 = Hur + Hiya
H.H-":]i'lm:s n-z-g + .Irlil-;i_';, + .ir.ir-.1_

* Hornzontal-diagonal direction:
Illl']:-:]i:tg L= II_?

[ilhpgingz = Hoa | Hoy
filbhaings = H-r + Huy + Hia.

* Vertical-diagonal direction:

ﬁlt\-'-:]i.'lp;'l = Iy
[iby gjag 2 H2 + Iag
[l ine s = Hz) + Haz + Heono
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Fig. 2. Frequency bands comesponding to decomposition filters.

The A = M scale—space cells corresponding 1o the decompo-
sition filters are given in Fig. 2, §, and f, are the frequencies
in horzontal and verical directions, respectively. These filter
outputs basically give a measure of signal energies at different
directions and scales oy [r,a0) where
and vellay and § = 12,5

hor, ver, diag, Liding

C. Local Energy Extimation

The next step is wo estimate the energy of the filter responses
in 4 local region around each pixel. The local energy estimate
is utilized for the purpose of identifying areas in each channel
where the band pass [requency components are strong resulting
i i high energy value and the areas where 101s weak into a low
energy value. Although energy is usually defined in terms of
a squaring nonlinearity, in a generalized energy function, how-
ever, other altematives are also used.

We have studied several nonlinear operators. These include
the magnitude operation, average absolute deviation and
standard deviation calculated over small overlapping windows
around each pixel. The local energy eng, {r.4) amound the
a, yth pixel for several nonlineanties are Tﬂr:milly given as
follows:
magnitude operation

enge e ) = [y (men) (14)
average absolute deviation
'I i
gy [, 1) L Z‘ [(Fg (neond — R Coowl] (15)
m=1]n=1
standard deviation
conglo 1 = o[ £ 3 5 (hes 2 — gl 32)|
m=l =l
(16)

where w is the window size and I = 1w » o, while hy. (g s
the mean around the (o, 3ith pixel and &y, {0, 20 is the filtered
Image.

We have experimentally observed that the standard deviation
over small overlapping windows around each pixel gives better
performance than the other nonlineantes mentoned above.
This nonlinear operator is independent of any parameter, ie.,
mdependent of the dynamic mange of the mput image and also
of the filter amplification.
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Fig. 3. Basic decomposition scheme in this paper.
The nonlinear transform is succeeded by a Gaussian low-pass
i smoothing) filier is of the form
1

Sy (w4 v
240

FEFRTITy (17)
where o determines the passband width of the averaging
window. Formally, the feature image Doaly (g come-
sponding to filtered image fg, (2, y) is given by
o ! - e oz :
Toary, fooyi = ] L Pidey (ol (18)
e,

where Wi -1 is the local energy estimator and {7, ,, is a {7 x (7
window centered at pixel with coordinates i, iy 1. The size O of
the smoothing or the averagmg window in (4 15 an important pa-
rameler. More reliable measurement of the exture feature calls
for larger window sizes so as to accommodate the exture per-
odicity completely. On the other hand, more accurate localiza-
tion of region boundanes calls for smaller windows. Thisis be-
cause averagng blurs the boundaries between textured regions.
Another important aspect 15 that Gavssian-weighted windows
are naturally preferable over unweighted windows because the

former are likely to resull in more accurate localization of ex-
ture boundanes.

We found an averaging window size of 9 = 9 1o be appro-
priate in most of our segmentation expenments, whilke the size
of the window for local energy measurement was found w vary
between 5 = 5 1o 13 = 13, in most cases. However, in some of
the images, other window sizes have also been used.

The images resulting from these operations are the features
denoted by beary,,,, ., Feat,,. ., ele. for+ = 1.2 3, as shown in
Fig. 3.

D, Algorithm

The texture segmentation algorithm based on the A -band
wavelel decomposition is illustrated in Fig. 3. In this figure, a
set of filters H,. (where v, e = 1.2, 3, 1) are used. The output
corresponding Lo the filtering H, . is obtained by convolving the
image in a separable manner with I, along rows and then with
H. along columns. The local energy estumator 15 denoted by
LEE, and the features images | Teaiy 1 are obtained as shown.

This algorithm consists of the following steps.

* The input image 15 first decomposed into 4 < 4 channels
by wavelet analysis without downsampling as referred



in Section LB, In this paper, we have used an eight-lap
four-band wavelet [26], so in all we get 16 decomposition
channels, as discussed in Section 1I-B, which means the
feature set comprises of 16 feature elements. Out of these
16 feamres, we ignore the low-frequency channel feature
corresponding 10 Freataeg, Featnea, o and Featyaag, .
since these are nothing but Teily,,., and Teal,., ., respee-
tively. Now we are left with 13 features.

+ These outputs are subjected to the nonlinear operation fol-
lowed by smoothing as discossed in Section [I-C, which
then form the feature vector £, where g =1, ... 64

* We have a matrix of ¢} x 8, where (3 is the number of
feature clements i each vector (13 in this case) and 5 18
the total data size (the total number of pixels in the input
image, which is N7 for an image of size ¥ x A). This
slep gives us the class map corresponding Lo the composite
Lexlume image.

E Unsupervised Classifier

Having obtained the feature images, the main task is o inte-
erate these feature images o achieve segmentation. We define a
scale—space signature as the vector of features at different scales
Laken at a single pixel in an image

Flayg = Frieyl Filecl Mhle g Pl yl. (19)

Suppose these scale—space signatures are considered as feature
vectors ina feature space.

Let us assume that there are K texture calegories present in
the image. If our texture features that have already been ob-
tained are capable of discriminating between these categories,
then the patterns belonging to each category will form a cluster
in the feare space which is compact and isolated from clusters
corresponding o other texture categones. Pattern-clustenng al-
gorithms are ideal modes for forming such clusters in the fea-
ture space. Segmentation algorithms accept as input a set of
features and vse consistent labeling for each pixel. Fundamen-
Lally this can be considered a multidimensional data clustering
problem. This paper 15 a two-class segmentation problem. A
supervised version of the classifier for document image seg-
mentation would mean that the segmentation 15 dependent on
the knowledge of scale, scanning resolution, rotation, skewness,
font size, type of layout, ete. of the document. Whereas our aim
in this work has been to make the segmentaton scheme inde-
pendent of all the aforesaid issues and is robust, we thus need
an unsupervised classifier. Also, since we emphasize the fea-
ture-exlraction (representation) part, we have thus used a tradi-
tional f-means clustering algorithm [28]. An overview of the
unsupervised k-means clustering algorithm is given below.

k-means (1 €)1 : &, K
[ 64 1 ] ¢ array of structure containing vectors, ¢
Number of feature elements in a feature vector, 5: Data size
(number
of pixels in the image), K Number of classes
begin
begin ( Imualization)
Select & number of vectors arbitrarily from the amray
a Lzt 1 5] and then each of these are assigned a
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class, these form the mital class centers (s,

end

begin
Euclidean distance between each of the 5 vectors and
selected A vectors are found out taking one out of
Hovectors ata time. A ovector 1s assigned o the class &
if it is closest o (0. Recompute the class centers (7,
taking mean of the vectors assigned o class &,
Repeat until there s no change in the class centers.

end

end

IV, EXPERIMENTS
A. Test Images
Several document images were analyeed using our lexture
segmentation algorithm, so as to demonstrate the performance
of our algorithm. These documents were scanned from parts of
pages of the Times of India (TOL) and Hindustan Times, both of
which are popular news dailies in India.

& Structured document image with nonoverapping text and
nontext regions scanned from Times of ndia.

—  Fig. 4a) shows a document image of size 512 « 512,

—  Fig. 5(a) shows the same image rotated by 22 5%,

—  Fig. 6(a) shows the same image rotated 90",

—  Fig. T{a) shows the same image skewed by 257,

—  Fig. 8(a) shows another image of size 512 % 512,

—  Fig. 8(c) shows the same image scanned at hall the
resolution.

* Highly unstructured mmages with  overlapped/mixed
classes of size 512 % 512 scanned from the Hindustan
Times.

—  Fig.9a) shows atest image with document skewed and
text regions with different orentations.

—  Fig. 1 a) shows atest image with nonconvex and over-
lapping object boundares.

—  Fig. 11{a) shows a document image with rregular
nontext region and multcolumn document with mis-
aligned text lines and different languages.

—  Fig. 12{a) shows ext portions with different orienta-
tions, as well as gray values, and different font sizes.

—  Fig. 13(a) shows text regions which overlap with non-
text regions, combinations of varying text and back-
ground gray level, and text regions with widely varying
font size.

—  Fig. 15(a) shows a 512 % 512 test image that has been
used by Randen and Husey [18].

—  Fig. 16(a) shows a 512« 512 test image that has been
used by Jain and Bhattacharjee [ 16].

B. Results

Out of the total 16 features possible in our decomposition
scheme, we have found that only ten features (empircally
chosen) give us the desired result. The number of features
could even be reduced without any perceptble degradation
of our segmentation results. In most of the cases, the number
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of features was limited 10 between three and five. The energy
of each of the 13 subbands were calculated and a ranking of
these subbands were done in accordance to the magnitude of
these energies. In this study, we have aken mto account those
subbands which have the highest values of energies, signifying
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that these subbands would fumish more information than the
others. The higher the value of energy of a subband, the more

information il contains.
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Fig. 10 {a) Test image with nonconvex and ovedapping object boundaries,
(h) Segmented result.

Fig. 4(a) shows 1 512 % 512 pixel scanned image of a portion
of a typical page of TOL and the successful two-class segmen-
tation of the image [Fig. 4(b}-(d}]. In order to prove the efficacy
of our algorithm, we apply this technigque 1o segment the same
image is rotated by 22.57 [Fig. 5(a)]. Since inleger rotations are
distortion free, we use fractional rotation deliberately 1o see how
our algorithm behaves in such cases. The image 15 motated about
an axis through the center of it in a clockwise direction. The
transformed coordinates in the rotated plane for a rotation of &
are given by

o =wensd | ysing and ' = wsind | ycocd.
The segmentation results in Fig. 50h) show that our method s
almost invadant 1o rotation. We also rotate the document by 90°
[Fig. 6ia)] and find that in this case, we also get an excellent
segmentation result [Fig. 6(b)]; thus, we can say that the scheme
is almost independent of any specific layout of the document.

The same image is also given a skewed transform about an
axis through the center and the transformed coordinates for a
skewness of ¢ are given by

=+ ylang and o' =,

The image is given a skew angle of 257 [Fig. 7(a)] and the result
15 shown in Fig. 7(b); so we can also say that our algorithm s
somewhat independent of the degree of skew. Fig. 8(a) shows
a4 512 % 512 image scanned form a typical page in the TOL and
the same image scanned at half the resolution [Fig. 8(c)]. The
corresponding results are provided in Figs. 8(b) and (d). From
the results, we can mfer that our scheme is invariant o scale
also.

Thus far, we have been concentrating on structured data with
nonoverlapping text and nontext regions. However, there are
several instances of documents which are highly unstructured.
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Fig. 11, {a) Test image with iregular nontext region, multicolumn document

with mizaligned text lines and different languages. (h) Segmented result.

{a) (b}

Fig. 12, {u) Test image with text portions having different orientations and
griry values as well as different font sizes. (h) Segmented result.

We have experdmented on several such data for an extensive
study. Fig. 9ia) shows a test image with a document skewed and
text regions with different onentations; the segmentation result
is shown in Fig. 9(b). To prove the efficacy and robustness of
our algorithm over different and diverse types of documents, we
have applied it on another test image with nonconvex and over-
lapping object boundares [Fig. 10a)]. The segmentaton result
[Fig. 10ib)]| shows that the algorithm can efficienty identify the
text and nontext regions in the documents.

Meanwhile, Fig. 11{a) shows a document image with an ir-
regular nontext region and a multcolumn document with mis-
aligned text lines and different languages. The segmentation re-
sult given by Fig. 11(b) clearly reveals that our scheme s quite
capable of identifying the text and nontext regions in such com-
plicated documents also.

In Fig. 12{a), the text regions overlap with nontext regions,
there are combinations of varying text and background gray
level, and text regions have widely varying font size. Fig. 12(b)
shows the wext portion which is segmented. In Fig. 130a), the text
portions have different orientations and gray values, as well as
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Fig. 13
result.

{a) Images with overlapping text and nontext regions. (h) Segmented

Fig.14. Feature images for the document image in Fig. 13. Top mow: Teaty .. .
Second row: Fear ., E Third row: Bea fuin, - Fourth rowe: Featy, g, . Bottom
o Foihae - for i = 1,25

different font sizes. The comresponding text segmentation result
15 shown in Fig. 13(b).

In Fig. 14, we present the feature maps comesponding o
the west mmage m Fg. 130a) This s o give an dea of how
the mmage 15 decomposed inlo its constituenl energes come-
sponding o different frequency bands and orientations. From
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Fig. 15, {u) Segmentation results of the test image used in [18] using (h) our
algorithm, (¢) Randen and Husgy [ 18], and (d) Etemad er al [19].

the figure, it 15 well understood that the signal energies are
discriminably distributed amongst different frequency bands
and onentations, including horizontal, vertical, diagonal, and
horizontal-diagonal and vertical-diagonal directions (here, we
present the hiswogram-equalized versions of the original images
for better visibility and understanding for the readers, although
all the operations are performed on the onginal images).

Throughout the experment, our effort has been o segment
the text part from the graphics part as accurately as possible.
To compare our method with other methods, we have vsed the
same data that has been used by Randen and Huospy [18] [Fig.
15(a)]. Using our algorithm, we find that although some of the
eraphics part of Fig. 15(b) is misclassified as ext data, on the
contrary, we get excellent results as far as text identification is
concemed. The headings of two different font sizes could not be
identified very accurately by Randen’s method [ 18] [Fig. 150c)],
but have been possible by our method. The segmentation result
obtained using classical wavelet packets and features suggested
by Etemad et al. [19] [Fig. 15id)] is also presented here for a
comparative study.

For comparison purposes, we have also used the same data
that has been used by Jain and Bhatachagee [16] [Fig. 160a)].
Using our algorithm, we find that the segmentation results
[Fig. 160c)] are more or less the same as in [18] [Fig. 160c)].
Meanwhile, Randen and Huspy have verfied that their method
gives comparable segmentatnon resulls o that of the method
used by Jan and Bhattacharjee. The result obtained wsing
classical wavelet packets and features given by Elemad er al. 15
also shown i Fig. 16(d).

It 15 seen that there 1s a significant improvement i the seg-
mentation result vsing (A = 2)-band wavelets compared to
the classical wavelet packets, where M = 2. This may be ex-
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Fig. 16, (a) Segmentation mesults of the test image vsed by Jain and

Bhattacharjee [16] using (h) our algorithm, {¢) Randen and Husay [18], and
{d) Etemad er al [19].

plained by the additional information obtained by decomposing
the image into a higher number of subbands for a larger value
of A7, Inaddition, high-frequency signals with relatively narrow
bandwidth are better resolved vsing wavelets with higher values
of Af. The investigation of Chang and Kuo [29] indicates that
the texture features are more prevalent in the intermediate fre-
quency band. Laine and Fan [30] have caried out studies on
texture analysis based on this indication. Therefore, wavelels
with a higher value of M can characterize extures more effec-
tively in erms of is constituent signal energies because these
wavelels give a logarithmic, as well as a linear, frequency reso-
lution quite unlike the classical wavelets { A = 27, which give
only a logarthmic frequency resolution. This may also be at-
tributed to the bandpass nature of higher bands that capture ad-
ditional texture information. Also in our method, we have not
subsampled the image, whereas in both the other methods vsed,
for the purpose of comparison, the image has been subsampled.
The suitability of our method over the subsampled methods may
be explained by the fact that subsampling reduces the size of
the subbands at higher levels of decomposition and can possibly
bias the decomposition.

We have experimented on a varety of data having different
combinations of font sizes of the text and have also considered
diverse varieties of test images which are highly unstructured.
Inall of these data, we could reliably classify the text parts from
the nontext parts.

Unlike [ 18], which uses a subsampling of the image for ex-
traction of features and which introduces some edge inaccura-
cies, since our lechnique uses overcomplete representation of
the image (meaning we have decomposed the image without
downsampling), we get accurate edge localization, and trans-
lation invariance can also be achieved [31].

[EEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEQD TECHNOLOGY, VOL. 12, NO. 12 DECEMBER X2

Although the method used in [ 18] has considerable computa-
tional savings over the approach of Jain and Bhatachagee [ 16],
none of the above-mentioned works have considered test data
that are unstructured or that they have overlapping text and non-
text regions. Whereas the work of Etemad et al. [19] has con-
sidered all of these data types, they have used fuzzy local-deci-
sion information for classification. This step clearly reduces the
ambiguity between the vanous classes and hence gives better
performance. We have shown that the features that we have ex-
tracted are appreciably authentic and provide good enough seg-
mentation. However, we conjecture that incorporation of fuzzi-
ness in the features that we have extracted would have produced
much better results than those reported in this paper.

1t is to be noted that all of our expenments were performed
with no a priori knowledge about the input image. We did
not have any information about the font size or format of the
text. While a knowledge about these can definitely improve the
segmentation results, for this, we can make use of supervised
segmentation.

V. CONCLUSION

In this paper, we have presented a new technique for seg-
menting the text part from the nontext part based on textural
cues using Af-band wavelet fillers. The decomposition gives
a multiscale multidirectional representation of the image and
yields a large number of subbands. The filiering and the fea-
ture-extraction operations account for most of the required com-
putations; however, our method is very simple, computationally
less expensive, and efficient. [t has been expedmentally found
that three o five features out of the 13 features are sufficient
for good-guality segmentation. Hence, the dimensionality of the
feature space is considerably reduced.

We have applied our algorithm on several structured and
unstructured images which were decomposed into 16 channels
without downsampling giving an overcomplete representation.
Features were computed on the decomposed subbands vsing a
local energy estimator over small overdapping windows around
each pixel. A traditional f-means clustering algorithm was used
for segmenting the text and nontext parts of the image, making
use of the featwres so extracted. In contrast o most traditional
methods for text-graphics segmentation, we do not assume any
knowledge about the font size, scanning resolution, column
layout, odentation, ete. of the input; that is, our approach is
purely unsupervised. The results indicate that 14 -band wavelets
have the efficacy to discriminate between textures, and can be
effectively applied for document segmentation.

1t is quite apparent that there is a need for digitization of doc-
uments for making it easily accessible via computers and net-
works, but it is not absolutely necessary to align the document
in raster direction. Itis also very important 1o separate the text
part from the graphics part in paper documents, since it is dif-
ficult to store or retreve the whole digitized document even if
it is in compressed form. This is because if a document image
consists of graphics regions, it is stored in a bitl-map represen-
tation, making it practically impossible w search the text pan
of the document from this bit-map file. Also, if the text and
graphics parts are separated and then coded separately using the
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best-available coding algorithms for text and graphics, then the
overall compression increase is manifold [32].
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