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Let (X, ¥ooi=1,2,.,n be nindependent and identically distributed random
variahles from some continuous bivariate distribution. 1T X, denotes the rth
ordered A-variate then the Yvariate, ¥, paired with X is called the concomi-
ant of the rth order statdstc. In this paper we obiin new peneral results on
stochastic comparisons and dependence among concomitants of order statistics
under different tpes of dependence between the parent random variables Yand Y.
The results oblained apply Lo any distribution with monetone dependence betwesn
Xand Y. In particular, when X and ¥ are likelihood ratio dependent, it is shown
that the successive concomitants of order statistics are increasing according Lo
likelihood ratio ordering and they are TP, dependent in pairs. IT we assume that
the conditional hazard rate of ¥ given X =x is decreasing in x, then the con-
comitants are increasing according to haeard rate ordering and are dependent
according Lo the right corner set increasing property. Finally, it is proved that il ¥
is stochastically increasing in X, then the concomitants of order statistics are
stochastcally increasing and are associaled. Analogous resulls are oblained when
the variables X and ¥ are negatively dependent. We also prove that if the haeard
ritle of the conditional distribution of ¥ given X = x is decreasing in x and v, then
the concomitants have OFR (demreasing lailure rate ) distributions and are ordered
according Lo dispersive ordering.

Kev words and phrases: likelihood rato ordering, haeard rate ordering,
stochastic ordering, dependence by total positivity, dependence by reverse regular
rule, right corner set increasing, assodated random variables, dispersive ordering.

L. INTRODUCTION

Let (X,. ¥, L..0(X,. Y, be a random sample of size n from a con-

"

tinuous bivariate distribution. If we arrange the X's in ascending order as
Y 2X5 - £X, then the ¥'s associated with these order statistics
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are denoted by Y. ¥(2y. ... ¥, and are called concomitants of order
statistics. They are also known as induced order statistics in the literature.
The concomitants are of interest in selection and prediction problems
based on the ranks of the X's. For example, when & (<n) individuals
having the highest X-scores are selected, we may wish to know the
behavior of the corresponding Y-scores. They are also of interest in a
variety of estimation problems (see Bhattacharya, 1984, for details).
Throughout this paper increasing means nondecreasing, and decreasing
means nonincreasing. We assume that expectations are well defined and
multiple integrals can be evaluated irrespective of order.

Let fiy|x) denote the conditional pdf of ¥ given X=x and let
Jrp . n 15 x) denote the joint pdf of X, ,. .. X, with l<r < ... €
rp=n. Then, as discussed in Yang (1977), the juint pdf of the k-con-
comitants (Y, 7. .. Y q) (1=k=n)is

[ F1 s aees _b‘k:l

Jlryiﬂ]‘_' er*] .

R =

@

From this we obtain the marginal pdf of the rth concomitant ¥, as

i
| Il_f'[l’|1:IJ|':.I_,*[T1,.1,T1-IIII|I’T; (1.1}

o V=m0 ] f=

Jrf{¥)= |‘ Sy | x) flx)dx, (1.2)

where f, is the density of X,

Under the assumption that X and Y are linearly related, apart from an
independent error term, the small sample theory of the concomitants of
order statistics has been discussed in David (1973), O'Connell (1974 ), and
Kim and David (1990). The asymptotic distribution theory for the
bivariate normal distribution has been investigated by David and Galambos
(1974). Bhattacharya (1974), Sen (1976), and Yang (1977) obtained results
for the general asymptotic distribution theory of concomitants of order
statistics. For a comprehensive review of this topic see Bhattacharya [ 1984)
and David and Nagaraja (1995),

In this paper we consider the problems of stochastic comparisons and
dependence among concomitants of order statistics. Intuitively, it is clear
that when X and Y are positively (negatively) dependent, the ¥;;'s should
be increasing (decreasing) in some stochastic sense. There are several
notions of stochastic ordering and dependence among random variables
with varying degree of strength. By assuming different kinds of dependence
between X and ¥, we obtain various types of stochastic ordering and
dependence results among the Y, ’s. The results obtained are general in
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the sense that they apply to any bivariate distribution with monotone
dependence between the variables X and Y,

In the next section, we briefly review the various notions of stochastic
ordering and dependence that will be used later on in this paper. In
Section 3, we consider the stochastic orderings among concomitants of
order statistics and in Section 4 we study their dependence properties under
various types of dependence between X and Y. Concluding remarks are
included in Section 3.

2 PRELIMINARIES

Let X and ¥ be random variables with distribution functions £ and G,
survival functions F and G density functions f and g, and hazard rates rp
(=f1F) and r; (= g/G), respectively. X is said to be stochastically smaller
than ¥ (denoted by X <, ¥)if Flx)< G(x) for all x. A stronger notion of
stochastic dominance is that of fzard rafe ordering. X is said to be smaller
than Y in hazard rate ordering (denoted by X<, ¥) if G(x)/Fix) is
increasing in x. In case the hazard rates exist, X =, ¥ if and only if
rolx) Srplx) for every x X is said to be smaller than ¥ in fkelihood ratio
ordering (denoted by X =, ¥) if g(x)/f{x) is increasing in x. Finally, X is
said to be smaller than ¥ in mean residual fife | MRL) ordering ( denoted
by X<,,, ¥) il [*= G(x)dx/{}= Fx)dx is increasing in ¢. In this case
pAx)=uglx) for every x, where uprix)=E X —x| X>x] denotes the
mean residual life function of X Similarly we define ugix) When the
supports of X and ¥ have a common left end-point, we have the following
chain of implications among the above stochastic orders: XY=, Y= Y=
Y=X=_ Y Also XY=, ¥Y=X=, , Y For more details on stochastic
orderings, see Chapter | of Shaked and Shanthikumar (1994),

When confronted with the problem of comparing dependent variables X
and ¥, Shanthikumar and Yao (1991 ) introduced the following criteria: Let

G,=|g: R*— R: glx, y)— gly, x) increasing in x ¥y},
G =lg: R — R:glx, y)—gly, x) increasing in x ¥y < x},
Gp={g:R*=R:glx, y)2gly. x) ¥y <x).
DeFiviTions 210 X is said to be smaller than ¥ according to
[a) joint stochastic ordering (denoted by Xxg Y)if
EglX. Y)] < E[ g Y. X)]. (2.1)
for all g G,,;
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B f
(b} joint hazard rate ordering (denoted by X = ¥)if (2.1) holds for
all g Gy,

ir:y
(¢) joint likelihood ratio ordering (denoted by X = ¥)if (2.1) holds

for all ge G,
bz ) L
We have the following chain of implications: ¥ = Y=Y = ¥=

LI
X=7Y

As pointed out by Shanthikumar and Yao (1991), unless the random
variables are independent, neither joint likelihood ratio ordering nor joint
hazard rate ordering imply the corresponding usual ordering between their
marginal distributions. However, all of these joint orderings imply X <, ¥
They have also extended these concepts to the multivariate case. Below we
give the extension of the joint likelihood ratio ordering.

Let x ={xy, wox,) and ¥y =1{ . .. ¥,) be two vectors. We say that x iy
better arranged than y (X % y) if x can be obtained from y through
successive pairwise interchanges of its components, with each interchange
resulting in an increasing order of the two interchanged components. A
function g: #" — 3 that preserves the ordering % is called an arrangement
increasing function denoted by g e /.7 if X = y = g{x) = gl »). See Marshall
and Olkin (1979, p. 169) for more discussion of such functions.

DeFiviTions 220 Let f denote the joint density of X. Then
ir: y Ir: ir:
LX< X, ofcas.

Notions of Dependence

There are several notions of positive and negative dependence between
random variables and these have been discussed in detail in Barlow and
Proschan (1981), Shaked (1977 )and Lee (19854, b ). For a briefintroduction,
see Boland e ol (1996). The following concepts will be used later in this

paper.

DeFivaTions 230 We say that a function A x, y) is sign regular of order
2 (SR if g hix, y) =0 and

'h[-r'l » V1 ) 'h[-r'li ."’1b ["} "}:

s s

&
2 bx,, 7y) K20 1)
whenever x; <x,, ;y <y and g,e{—1,1} fori=1.2.

If the above relations hold with ¢, = +1 and &,=+1 then & is said to
be totally positive of order 2 (TP;); and if they hold with &,= +1 and
g,= —1 then h is said to be reverse regular of order 2 (RE,).
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Let X, ... X, be random variables with joint distribution function # and
density /7 For =0, let (¢} be defined as follows:

((—8)""YI(s) if t=0
L0 if =10

s i

Define the n-fold integral o, . by

¢ oo

PR "
Wk Xy Xa) = | | [T A" e — e dFity, ot
Y o—on * i1

and define W, o=/ Also define Wby o4, . to be the (n—i)fold
integral

¢ oo ¢ oo

o
&,
- | [1 79—t gy, a2 ) dF( g by | Xy s X,

- S0 feid]

where g, is joint density of (X, .. X)) and Flt; 1.0t | X1, o0 x,) is the
conditional distribution function of (X, ,, .., X,) given X, =x,,.., X,=x,.
for k;s1=0, .. k,=0. Similarly we can define . _, with any subset
of {k,...k,} consisting of zeros. Lee (1983a) introduced the following

concept of positive dependence for the multivariate case which is an
extension of the one studied by Shaked (1977) for the bivariate case:

DeFiviTion 24, The random vector (X, ..., X,) is said to be dependent
by total positivity with degree (k... k&,). denoted by DTP k. ..k, if

T ] T |

Wi, _ e {X1s w0 x,) is TP, in pairs of {x,, ., x,}

e

The corresponding concept of negative dependence was introduced by
Lee [ 1985h).

DeFiniTion 25, We say that (X, ¥) is dependent by reverse regular of
degree k, and k. denoted by DRR(k,. k). il e . (x. ¥) is RR,.

As pointed out by Shaked (1977}, two random variables X and Y are
likelihood ratio (or TP;) dependent if and only if X and ¥ are DTP(0, 0)
dependent. They are DTP(0, 1) (DRR((, 1)) dependent if the conditional
hazard rate of ¥ given X' =x, #{ y | x), is decreasing (increasing) in x. The
random variables X and Y are DTP(1, 1) dependent if the joint survival
function Flx, y)=P[X>x.Y>y] of (X.Y) is TP,. In this case the
random variables X and ¥ are also said to be right corner set increasing
(RCST). The random variables X and ¥ are DTP(0.2) (DRR(0,2))
dependent on whether the conditional mean residual life function of
Y given X=ux, gy | X=x). is increasing (decreasing) in x. We say that
Y is stochastically increasing (decreasing) in X (denoted by S/ Y | X)
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FIG. 1. Implications among notions of positive dependence.

(SDIY|X)Nif P[Y=y| X=x] is increasing (decreasing) in x for all y.
Two random variables X and ¥ are said to be associated (denoted by
ALX, ¥)) if Coviul X, Y), ol X, ¥)) 20 for all increasing functions u and v.
Figure 1 shows the chain of implications that hold among the above
notions of positive dependence. There are many other notions of positive
and negative dependence, but we will not be discussing them here. See
Karlin and Rinott {1980a, b) for many interesting examples of bivariate
distributions which satisfy the above criteria of dependence.

Kim and David (199%0)) studied the dependence properties of con-
comitanis of order statistics for the model

Y=pX) 4 Z (2.3)

where X and Z are mutually independent and g is an increasing function.
The next theorem establishes dependence of different types between X and
Y under various conditions on the distribution of 2.

Tueorem 2.1, Assume the model given by (23) with g increasing
i decreasing). Then
ia) Y i stochastically increasing (decreasing) i X,
iby i £ has a log-concave density, then X and Y are TP, (RRE,)
dependent,
ic) i is IFR, then X and ¥ are DTPO, 1) (DRR(O, 1)) dependent,
idy i€ i DMRL, then X and Y are DTP0, 2) (DRR(0, 2)) dependent.

i A random variable is said 1o be DM RL if its mean residual life function is
decreasing.)
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FProof. (a) Let f; denote the density of Z. Then
PlY>y|X=x]= |‘*mf}:[“'—§[-1':'l'ﬂ’“'
i if

=F y— glx))
is increasing (decreasing) in x since g is an increasing (decreasing ) function.

(b} As the conditional density of ¥ given X B fly|x)=
Szl y— glx)) it follows that the joint density of X and Y is

Jx vlx ¥)=fAy—glx)). flx)

Since f, being PF, is equivalent to Ay, x)=/fzy—x) being TP,, i
follows from Theorems A3 and A2 of Marshall and Olkin (1979, p. 488)
that [y y is TP, when g is increasing and R#; when g is decreasing.

(¢) As seen in the proof of part (a), F(y | x) =F4 y— glx)). This is
clearly TP; (RE;) in (x, y) as Fa{y—x) 8 TP, if Z is IFR and g is an
increasing | decreasing) function.

id) The proof is similar to that of part (¢) and is omitted. |

We shall be repeatedly using the following lemma of Karlin (1968, p. 99)
in the next sections.

Lemma 2.1 Let A, B, and C be subsets of the real line and let Lix, z)
be SR, for xe A, ze B and Mz, y) be SR, for ze B, yeC. Then Kix, y)=
j Lix,z) Mz, p)euiz) is SRy for xed, veC and g K)=g(L) =gl M)

Wi=1,2 Here pis a sigma-finite measure.

Thus according to Lemma 2.1 the composition of two T'P, functions or
two RR; functions is TP, and the composition of a BR, function and a
TP, function is RR,.

3. STOCHASTIC ORDERINGS AMONG CONCOMITANTS
OF ORDER STATISTICS

In this section we consider the problem of stochastically comparing the
concomitant ¥’ under different kinds of dependence between X and Y.
It is proved in the next theorem that if Y is stochastically increasing
(decreasing) in X, then the concomitant variables ¥, are stochastically
increasing (decreasing),
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ThHEOREM 3.1,

(a) |
sy
SNY | X)= Yy 'S Vi Vi Yot for igicjsn (1)

[bi i f
SDIY | X)= Yoy & Yin=Yi2a Yy for 1<i<j<n  (32)

FProof. (a) Let g be any element of &,,. That is, g is such that
glva, ¥i)— gl ¥, ¥a) is increasing in y, ¥y, . (3.3)
It is enough to show that for every such function g,
Eg( Y5 Yigl1—Elg( Y. Y 0)1 200 (3.4)

The L.H.5. of (3.4) after changing the order of integration is

o 0D |d-.\‘.1 0D e 0D
[==]

J {.‘_f[ ¥as ¥1)— gl ¥1s .i’zl} A L x) flva | xz)dvy dys
el fry

Vo Y=

% fy jlxy, xa)dey dxy

0D X

2
=| | [EeY: | Xo=x2 Vi | Xi=x1)

—EglVy | XYi=x. Y2 | Xa=x2))]
% fi lxys xa) dy d,y (3.5)

where (X, ¥y) and ( X3, ¥,) are two independent copies of (X, ¥). Now
SAY | X) implies that for any x; < x,, the expression inside the square
brackets in (3.5) is non-negative for all x; < x,. The required result now
follows from this,

The result Y% Y, for i<j follows from Theorem49 of
Shanthikumar and Yao (1991) as joint stochastic ordering between two
random variables implies usual stochastic ordering between their marginal
distributions,

ib) By the definition of SD( ¥ | X, in this case the expression inside

the square brackets in ( 3.5} is non-positive and hence the inequality in {3.4)
will be reversed. |

In the next theorem, we make a stronger assumption on the dependence
between X and ¥ and establish hazard rate ordering among the con-
comitanis of order statistics.



270 KHALEDI AND KOCHAR

Tueorem 32 Let vl v | x ) the hazard rate of the conditional diseribution
of ¥ given X = x, be decreasing in x. Then for 1<i< j<n,

L
(a) Y[j] % }([ﬂa
(b) ¥insm ¥

The inequalities & (a) and (b) are reversed in case vl y | x) iy increasing
in x.

[ Mote that (b) does not follow from (a) since, as shown in Shanthikumar
and Yao, 1991, joint hazard rate ordering may not imply usual hazard rate
ordering. )

Proof. (a) We prove the result for r( y | x) decreasing in x. The proof is
similar when it is increasing in x. We have to prove that under the given
condition

E[g(Yrpn, Yra) 1 —E[g(Yin, Yr0)]120 (3.6)

for any bivariate function g £ G, that is, for a function g satisfying gl y., y ) —
gl ¥;. ¥2) increasing in y, for y; = y; and for which the expectations exist.
As seen in Theorem 3.1, the LH.S. of (3.6) is

ol gl = I h

2
| [Egl¥a| XYo=x2. Vi | Xi=x))—Elgl Yy | Xi=x1. Vi | Xo=x2))]

Y v

% fy s xa)dy dxg, (3.7

where (X, ¥,) and (X, ¥,) are two independent copies of (X, ¥). By the
assumption that o y | x) is decreasing in x, {¥Y | X=x,} =, |V | ¥Y=x}
for x; <x2. Hence the expression inside the square brackets in (3.7) is non-
negative for x; £x,. The required result follows from this.

{(b) The survival function of ¥ is

F?’s;][y:': | ? [ | Sy | x) filx)dx| dy
F v =D

& 00

= | Fiy| x) filx) dx,

where f; is the pdf of X|;,. Since the successive order statistics are increasing
according to likelihood ratio ordering (cf Shaked and Shanthikumar, 1994,

p. 22), the function fi( x) is TP; in (x, i ). Also the survival function H y | x)
is TP, (RR;) in (x, y) if riy|x) is decreasing (increasing) in x It
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follows from Lemma 2.1, that F}-’:F][ v)is TP, or RR, in (i y)depending upon
whether r( y | x) is decreasing or increasingin x, Thatis, ¥ <,, (=, ¥ yfor
l i< j=nif rly|x)is decreasing (increasing) in x. ||

In case X and ¥ are TP, (likelihood ratio dependent) or RR, dependent,
we get the following stronger result on the stochastic monotonicity of
the }J[;] s,

Tueorem 33 Suppose that X and Y are TP, dependeni. Then
(a) Y=, ¥Yig Jor i<,

Iz f fr:y
(b Fggal somt T

The inequalities in (a) and (b) ave reversed in case X and Y are RRE,
dependent.

FProof. {a) The density function of ¥, is

Sl ¥ =

-

mJ’T v | x) fi{x)dx

As noted in the previous theorem, the function f;(x) is TP, in (x, i) The
TP, (RE5) condition on [ is equivalent to f{y|x) being TP, (ER;) in
(¥, x). The required result immediately follows from Lemma 2.1

(b} First we consider the case when the joint density of (X, ¥) is
TP, We have to prove that under this condition the joint density of
{ ¥119s oo Y 8 arrangement increasing. That is, if u and y are vectors of
order n such that u=_y, then

Frm g =1, - 1 (¥) 20 (3.8)
Clearly the LHS. of (3.8) is

s DD aX
n! |

“e00 Y oe=00

el [Ilﬂ-m u) = [1 fixe v | 11 dx.
T biad i=l

- fe= ]

MNow the function JT7_, flx,. »;) is arrangement increasing if /) (x, ¥} is
TPy in (x, y) (cf Marshall and Olkin, 1979, F. 9. (a), p. 163). Therefore,

| | fNx,u)z | | Flx, ¥ (3.9)
i=1 t=1
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for all x such that x,<x;< ... <x,. This implies that fy |, (0)=
j'y“]m ¥ ¥) for all u=_y. That is, j'ym‘_q Vi €A This proves that
ir: y ir: f
Yiop=< < Yo
MNow consider the case when (X, ¥) are RE, dependent. To establish the
required result we have to prove that (3.9) holds whenever y >_u
Suppose x1= -+ =X, ¥ = - = ¥, Without loss of generality assume
that w=(¥,. ;... ¥,). Then y=_ u and

n n
I I _fl[.Tj-,_b’_r:l— I I j'[_rh u.l':l
g1 =1

=[] flxpu)[Ax0. 31) F(X0 pa)— flxy, ¥2) flxa, ¥1)] (3.10)
J==1

By the RR, property of (X, YY), the quantity inside the square brackets in
(3.10) is non-positive. The rest of the proof follows as in part (a) proving
iy ir: f

thereby that ¥, = ... = Y5 |

Remark.  In the above theorem, (a) does not follows from (b) and vice
versa since, as discussed in Shanthikumar and Yao (1991), joint likelihood
ratio ordering may not imply the usual likelihood ratio ordering among the
marginal distributions of the components of the random vector.

Tueorem 34, Swuppose that the conditional mean residual life of Y given
X=ux, ply| x) is increasing in x. Then for any 1 i< j=n, Yigsaus Y
The ineguality is reversed in case pl v | x) iy decreasing in x.

Proaf. We give the proof for the case when ui v | x), is increasing in x.
The proof is similar when it is decreasing. Since Y| <, Yy iff

ol ol =]

Fr 4l ) dy
is increasing in &,
oo
(" Rl
i

it is enough to prove that the function

@ 0D

hii, 1= | P:[,-][}'Ir{v= [ | .fl'_v | x) c{v] Jilx) dx
J, J i,
is TP, in (i, ¢) if (X, Y) is DTP(0, 2).
The required result follows from Lemma 21 since the function
{5 Fly | x)dy is TPy in (1, x) if p(y | x) is increasing in x and fi(x) is
TPy in (x,i). 1|
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Obviously }[,]H,m Y[ ;implies that E] Y1 = E[ Y, ;] for i < j. How-
ever, as proved in the next theorem, this inequality holds under the weaker
condition that £[ ¥ | X' = x] is increasing in x.

Tueorem 35 Suppose E[ Y | X =x] iv increasing in x. Then
E[Yq1=E[¥ ;] for i< j (3.11)

The ineguality in (3.11) is reversed in case E[ Y| X'=x] is decreasing in x.

Proof. E[ ¥ 4] = I*E E[Y | X=x] fiylx) de= E[f(X;)]. where
wix)=E[ Y| X=x]. The required resuli now follows from this since
Xin=. Xy, for i<jand (x) is assumed to be increasing in x. The
inequality in (3.11) is reversed in case y(x) is decreasing in x. |

MNow we show that if the conditional distribution of ¥ given X=1x is
DFR for each fixed x, then the concomitant ¥ ,%s are also DFR for
l=i=n

Tueorem 3.6, I vy | x), the conditional hazard rate of Y given X' = x,

is decreasing in y for each fived x, then Y, has DFR distribution for
lsisn

Proof. Since a mixture of DFR distributions is DFR (cf. Barlow and
Proschan, 1981, p 103), it follows from (1.2) and the assumption that
r{y | x) is decreasing in y for each fixed x that ¥, has DFR distribution
for l=isn |

A random variable X is said to be less dispersed than another random
variable Y (denoted by X<, Y)if F g — F-Ya)<G-(B) -G (a)
whenever 0 <a< ff<1 where F ! and G ! are the right continuous
inverses of the distribution functions # and G of X and ¥, respectively.
Bagai and Kochar (1986) proved that in case either X or Y is DFR and
they have a common left end-point of their supports, then X =, ¥Vimplies
X =4 Y. Using this result and the above theorem. we get,

Tueorem 3.7, Suppose vy | x) iv decreasing in x and y and the lefi
end-point of the support of the conditional distribution of Y given X = x does
not depend on x. Then

}([;] ﬂd’-"-?-‘ }J[ﬂ Jﬁ'ﬂ' i< _f [312#

The inequality in (3.12) is reversed in case v( v | x) iy mereasing in x for each
Jixed y.



274 KHALEDI AND KOCHAR

Here is an example of a bivariate distribution which satisfies the conditions
of this theorem.

Exampre 3.1, Let (X, ¥y, i=1,..n be a random sample from
bivariate Pareto distribution (see Johnson and Kotz, 1972, p. 285), with
density

flx, yi=ala+ 10,0, (O,x+ 0, y—8,0,) =2,
for a=0x=0,=0, p=0,=0
The conditional hazard rate of ¥ given X is

Dila+1)
oy +tyx—0,0,"

].[ ..'_. | -Ti -

which is decreasing in x as well as in y. It follows from Theorems 3.6 and
3.7 that each ¥,; has DFR distribution and that ¥, <7 ¥, for i< j.

4. DEPENDENCE AMONG CONCOMITANTS
OF ORDER STATISTICS

In this section we discuss the dependence properties of concomitants of
order statistics. By assuming different kinds of dependence between X and ¥,
we obtain successively stronger dependence results among the concomitant
variables ¥, ... ¥[,;. We shall see that monotone (positive or negative)
dependence between X and Y implies positive dependence among ¥ 's.

We need the following lemma proved in the Appendix.

Lemma 4.1, Let

2 Prs o Pul= |‘ |‘ [ Kxp 2000 ] Alxis v [ dx,, (4.1)
. e e i=1 e 1
where
i if x<y
E e : 472
(x. ¥) Ji.ﬂ F X3y, (4.2)

and where x,, =00, Then hix, v) RE;, or TP, in (x, v) implies that the
Junetion z is TP, in pairs.

Using this lemma we prove a general result on positive dependence
among the concomitants of order statistics.
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Tueorem 4.1, If (X, Y)is DRR(O, m) or DTP0, m) then ( Ypq. o Ypq) is
DTPm, ... m) for all non-negative infegers m.

Proaf. Suppose that (X, V) is DRR(0, m). Then by Definition 2.4, for
m =0 we have

ttl‘lfm.._.m[..",'lﬁ aay ] .rar’

5 00 ad oo M
[T 10 s T
il i d—oo o Ja
s gy sdom M
=t [T [T K [ [T T 0
Ji o ] Y e

b II {J'r“rl-xﬁ_.l'r'[‘f;:'l dt, ” dx,

Jum] F I

& 4 0D s M

=nt] -] ] K xi) II ol v) [1 dv,

i Fl|
where

+ oo
Wo,ml X0 ¥i) = PN = ) | x0) S diy,

Yoo

and the function K is given by (4.2),

Since ( X, Y) being DRR(0, m) is equivalent to by .(x, v) being RR, in
(x, ¥), it follows from Lemma 4.1 with hix,, y;) replaced by v, ,.(x. ¥
that . i ¥1. .0 ¥a) 18 TP; in pairs.

MNow ket us consider the case when m =10, In this case the function

Wo, ol ¥1s s ¥u) =S ryg, vl f1s oo )

& 0o wdoo M

=.|. II K(xp Xi41) ” Axi v II dx;

f= =1 f=
is clearly seen to be DTP(0, .., 0). The proof follows from Lemma 4.1 with
hix, )= flx, ¥).
When (X, ¥) is DTP0, m), then the function g ,(x. ¥) is TP, The
required result follows similarly using the TP, part of Lemma 4.1. |

The following results are immediate consequences of the above theorem.

CororLary 41, (1) I X and Y are TP, or RR, dependent, then the
Joint density of (¥4, .. ¥pq) is TP, in pairs.
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i) A the conditional hazard rate of 'Y given X=x iy monotone in x,
then the concomitants (Yp 4. .. Yp,q) are DTP(1, . 1). In particular Y
and Y[ ;; are RCSI for i+ je{l,...n}.

We show in the next theorem that if ¥ is either stochastically increasing
or stochastically decreasing in X, then the ¥[;’s are associated.

Tueorem 42 If Y is stochastically monotone in X, then Y4, .. Y q
are associated.

Proaof.  We give the proof for the case when Y is stochastically decreas-
ing in X. The proof for the other case follows on the same lines.

Consider arbitrary increasing real-valued functions M and N defined on
R" Then by the definition of associated variables it is enough to show that

CCI‘I'[;M[Y[ 1 I, ﬁn'l[?[ 1 ] .,}-'-ﬂ‘.l
whenever it exists. Now

Cov(M(Y[ ). N(Y[ 1)) =Cov( ELM(Y, 1) | X, 1. ELN(Y; ) | X,, 1)
+ B(Cov[ MY, 1) | X, MY ) [ X,1)h  (43)

where Y ;=¥ 5. .0 YY) and Xp =X, . X

Note that the concomitants ( ¥4, ... ¥,;) given the order statistics are
conditionally independent and for 1 i< n the conditional distribution of
Yiq given X, =x is the same as that of ¥ given X'= x (Bhattacharya,
1984). Therefore,

xF

{¥[]|X‘J=x”}%{¥[]|X”=x:]} (4.4)

for x,, =xi, il'Y is stochastically decreasing in X. Here _;;r- denotes mudti-
variate stochastic ordering and we have used the fact for independent
random variables, component-wise stochastic ordering implies multivariate
stochastic ordering (cf Shaked and Shanthikumar, 1994, Chapter 4).

It follows from (4.4) that EfM(Y )| X, =x] is decreasing in X since
M is increasing, The first term in the RHS. of (4.3) is the covariance
between two decreasing functions of order statistics (which are associated)
and hence is nonnegative.

The second term in the RH.S of (43) is also nonnegative since
covariance between two increasing functions of independent random
variables is nonnegative. ||

We consider again the model Y= g(X) + Z, where g is monotone and Z
is independent of X. Kim and David { 1990) proved that if g is increasing, then
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{ ¥[17s o ¥pup)are associated. Under the additional condition that £ has log-
concave density, they proved that the joint density of ( Y5, ... Y1) is MTP,
(cf. Karlin and Rinott, 1980).

Tueorem 43 Let (X, V), (X,
bivariate  distribution  satisfving  the model Y=pg(X)+ 2, where g iy
monotone and Z s independent of X, Then

Y, i he a random sample from a

ia) i the density of £ & log-concave, then the joint density of
( ¥119s oo Ypug) is TP, in pairs,

(b) i Z is IFR, then (Yiq. o0 Yog) are DTP(L (L 1),

(c) if Z£is DMRL, then (Y, .., Yp,q) are DTP(2, ., 2).

Proof. The proofs follow immediately from Theorem 2.1, Theorem 4.1,
and Corollary 4.1. |

Note that the concomitant Y ,;'s are associated under the conditions
of Corollary 4.1, and Theorems 4.2 and 43, and as a consequence
Cov( Y. ¥ ;70 20 for i, je {1, .., n}. However, as shown below this result
holds under a rather weaker condition that £] ¥ | ¥ =x] is monotone
mn x.

Tueorem 4.4 Ler (X, V), (X, Y be a random sample from a
distribution for which ELY | X =x] is monotone in x. Then Cov( Y. Y ;1) 20
for alli, je{l, .. n}.

FProof. From Yang (1977),
Cov( Y. ¥ )=Cov[E( Y, | X, =X,). E(Y, | X,=X;)]
= Cov[ (X R':'[XU::'] =0

since f(x)=E( Y| X=x) is monotone and X, and X, are associated. ||

5. CONCLUDING REMARKS

In this paper we have obtained new results on stochastic orderings and
dependence among concomitants of order statistics from bivariate distribu-
tions which have various types of monotone dependence structures. While
we are not aware of any previous results on stochastic monotonocity
among comcomitants, the results on dependence among concomitants of
order statistics were known only for certain special types of models. The
results obtained in this paper are general in the sense that they apply to
any particular distribution with any monotone dependence between the
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variables X and ¥. It has been proved that if Y is stochastically increasing
in X, then Y[, s are stochastically increasing and are associated. However,
under a stronger condition that the conditional hazard rate of ¥ given
X' =ux is decreasing in x, it is proved that the ¥;1" are increasing accord-
ing to hazard rate ordering and they are dependent according to
DTP(1, ... 1) criteria. In particular, in this case, Y|, and Y| ; are RCS! for
i#je{l...n}. Incase X and Y are TP, dependent. the successive Y[ s
are increasing according to likelihood ratio ordering and their joint density
is T'P; in pairs. Analogous results on stochastic orderings among the con-
comitanis of order statistics are obtained when the variables X and ¥ have
monotone negative dependence. Surprisingly, in this case also the Y ;'s are
positively dependent. We also prove that when the conditional hazard rate
of ¥ piven X'=x is decreasing in y for each fixed x, then ¥ ;’s have DFR
distributions. If in addition. the above conditional hazard rate is monotone
in x as well for each y, then the concomitants are ordered according to dis-
persive ordering. These results may have potential applications in the study
of small sample properties of various estimates and tests for independence
based on concomitants of order statistics.

6. APPENDIX

To prove Lemma 4.1 we first prove the following result which may also
be of independent interest. It is a modified version of Theorem 3.1 of Karlin
(1968, p. 123).

Lemma Al Suppose 4, x, and { traverse the ordered sets A, X, and Z,
respectively, and consider the function f{4, x, ) satisfying the following
conditions: (a) f{A x,{)=0and fis TP, in (4L x); (b) flA, x,{) s RR, in
(A L) as well as in (x, &) for all A, x and £ Then the function &(l, x)=
{2 M4 x. ) du(l), defined on A xX is TP, in (4, x). Here p represents a
a-finite measure,

Proaf. We have to prove that for 4 <4; and x)<x;, hida, xi)
Bid,, x ) —hiiy, x ) R4, x;) 200 That is,

| ,."Iig,-rg,i‘irﬂu[ii| Sld o x O) dul )
o J

[ Sz x . O diD) | a2 0 el 0. (A
o o
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After some simplifications the LH.S. of (A1) can be written as

w00 00

vo—o0o var

[_J'rl[-:nla-‘fzaiif[f:-h-‘-'h u) __J'rl[-:nzaxni:'_fl[in-‘fj_u u)

+ Mz o) A o $) =l xw) A a0, O] el &) dlpa(u)
(A2)

We shall show that the expression inside the square bracket in (A.2) is non-
negative. By assumption (a),

_.I'r'[-:-1=-‘f17£= __I,I"[,:,H_rb.f} -0
_.I'r'[-:-la-‘-'hi:' _.I'r'[ih-‘-'n*flf ¥

It follows after some algebraic manipulations that

[AAz x5, ) fldy . xp . 0)— LAz, x0, &) AL, x5, 4)]

S, x0, 8) flAy, X, 1)

Sldz xauw) fld, x0.8)

WAz, oz ) flAd L x0. O — Ao xuw) flAL x2, O)]

=0. (A3)

Mote that for £ =u the ratio in the LHS. of (A.3) is at most one since [
is RR; in A and { Now since fis TFP; in (4, x) and RR, in (x, ), it can
be shown that the quantity inside the square bracket in the second term of
(A.3) is nonnegative, from which the result follows, ||

Proof of Lemma 4.1, Suppose that A v, y) 8 BR;. By Lemma 2.1 the
innermost integral in (4.1},

& 4 00

g1lxz. ¥1) = Kixy. x) blxy. yo)dxy,

e

is RR, in (x5, yy) since K is TP, and h is RR,. The next integral in (4.1)
is

& 4 00

B X3, ¥4 Yol = Kix5. x3) gilxa. »y) hlxg, yy) dx,. (Ad)

- oo
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Again by Lemma 2.1, the function g, in (Ad)is TPy in ( y,, yob KRR, in
(x3. ;) and in (x5, ¥,). We prove the desired result by induction. Define
for i=1,..n

P il =]

ElX i 1s Frs o Fi)= X P e ¥y ) Blx, v Kixx, ) dx;
o "
[AS)

Assume that g, is TP in (y;. ye). RR; in (x;, y) for Lk e l, . i—1}.
Using Lemma 2.1, the function g, is RR; in (y;, x, ). TPy in (y,, y,) and
RR; in (x;,,.y;) for je {1, ..i—1}. It remains to show that g, is TP, in
(¥ o) for fhke{l,2,.,i—1}. For fixed (y;,.0 ¥jo1s ¥ip1s om Yeo1s
Fra1s o ¥io1s ¥y and x,, the function

mixp ¥y Vi) =hxg v % K(xp X000 X g (X0 ¥1s e ¥im1)

is TPy in (y;, ye). RR; in (x,, y;) and (x,, yp). Now from Lemma Al it
follows that g, is TP, in (y, y) for jke{l,.,i—1}. That is
Bl Xy 15 ¥1s oes ¥ud =2( ¥ 14 s ¥,) 88 TPy in (y,, y)) for i, je {1, ., n}. This
proves the required result

The proof when & is TP, follows on the same lines using Lemma 2.1 and
Theorem 5.1 of Karlin (1968, p. 123). |
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