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1.0 Introduction 

The primary communication process between human beings is Speech. Speech 

synthesis is the automatic and artificial generation of the speech signal by a machine. A TTS 

(Text-To-Speech) synthesis system is one which can generate speech signal from a string of 

text in a given language. The development in the speech synthesis systems in various 

languages has been going on for several decades. With the unprecedented expansion of IT 

(Information Technology) invading the life of the common man it is highly desirable that at 

least the information dissemination be made via the speech mode which is the most natural 

mode of human communication. A speech synthesizer should be able to synthesize any 

arbitrary word sequence with proper intelligibility and naturalness. While recent 

developments in synthesizer technology meet to some degree intelligibility and naturalness 

for some applications, a lot needs to be done for increasing the sound quality and naturalness 

in unlimited speech. There is an urgent need for TTS systems for all major Indian languages. 

The TTS (Text-To-Speech) systems should have the capability of synthesizing an 

unlimited number of sentences from unrestricted text input [5, 6, 83, 149]. The simplest way 

of storing each spoken word in a particular language, like a normal dictionary for written 

language, is not adequate simply because in continuous speech, the adjacent words blend 

together due to co-articulation effects and because of the vital role suprasegmentals play in 

spoken languages regarding the semantic, emphatic, mood and emotional contents. These 

effects contain significant intelligence load of a spoken communication. The method of word 

or sentence concatenation is of course used in some task specific IVRS (Interactive Voice 

Response Systems). With due regards to the usefulness of these in specific cases, these are 

never seriously considered as speech synthesis systems. 

Figure 1.1 schematically presents a TTS system. A TTS system can broadly be 

divided into two units, namely the high level unit and the low level unit. The high level unit 
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basically is a text analyzer. In this unit, the input text string is converted into a phonetic and 

linguistic representation. The second unit is the actual speech synthesizer, which generates 

speech. As will be discussed later in detail, all synthesizers are broadly classified into two 

groups, one in which speech wave is generated directly from some chosen physical properties 

and the other, which uses segments of speech waves instead of basic physical properties for 

generation of continuous speech. The first type is usually referred to as a parametric 

synthesizer and the second as a concatenative synthesizer. 

 High Level Unit Low Level Unit Synthesized SpeechInput Text

Figure 1.1:  Two Main Units of a Simple TTS System 

1.1 History and Development of Speech Synthesis 

To understand the working process of the present synthesis system and to know how 

they have been developed to their present form, a historical review may be useful. In this 

chapter, a brief history of man’s endeavor to synthesize speech from the early mechanical 

efforts to systems that form the basis for today’s high-quality synthesizers is presented.  

1.1.1 From Mechanical to Electrical  

The first effort to produce artificial speech may be traced back to more than two 

hundred years ago [99, 100, 232]. In 1779, Russian Professor Christian Kratzenstein, in St. 

Petersburg, described the production mechanism of five long vowels (/a/, /e/, /i/, /o/, and /u/) 

and developed some apparatus, which can produce them artificially. The apparatus are 

constructed with certain acoustic resonators similar to the human vocal tract, different for 

different vowel sounds. The resonators are activated with vibrating reeds like in music 

instruments. Figure 1.2 shows the basic structure of those resonators. Blowing into the lower 

pipe without a reed produces the sound /i/ like a flute-like sound. 
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Figure 1.2:  Kratzenstein’s Resonators 

Wolfgang von Kempelen introduced his “Acoustic-Mechanical Speech Machine” at 

Vienna in 1791. This device was able to produce single sounds and some sound combinations 

[151, 232]. His experimental studies actually showed that the vocal tract is the main site of 

acoustic control. With the idea of his work, in mid 1800’s, Charles Wheatstone constructed 

his famous machine that was not only able to produce vowels and most of the consonants 

sounds but was also able to produce some full words. In 1838, Wills first showed the 

connection between a specific vowel and the shape of the vocal tract [232]. 

There were many other famous scientists who conducted research and experiments 

with mechanical and semi-electrical analogs of vocal system until 1960’s, but with no 

remarkable success. Among them the notable scientists are Alexander Graham Bell, Herman 

von Helmholz and Charles Wheatstone [99, 100, 232]. 

1.1.2 Synthesis by Electrical and Electronics Means 

More successful talking machines, i.e., synthesizers, became possible with the 

development of electronics, and subsequently that of computers. Stewart, in 1922 [151], 

introduced the first full electric synthesis device that has a buzzer as an excitation and two 

resonant circuits modeling the acoustic resonance of the vocal tract. Later on, a similar type 

of device was also developed by Wagner [99]. The most striking discovery in this field was 

the finding out of the third formant of the vowel [232] by Obata and Teshima in 1932. The 

 4



first three formants are found to be enough for intelligible synthetic speech. Homer Dudley, 

inspired by the VOCODER (Voice Coder) developed at Bell Laboratories, made the VODER 

(Voice Operating Demonstrator) in 1939 [99, 100, 151, 232]. The slowly varying acoustic 

parameters obtained from the VOCODER were used in the VODER to reconstruct the 

original speech signal. Though the speech quality and intelligibility were far from good, it 

showed the potential for producing artificial speech. The basic structure and idea of the 

VODER were based on source-filter model of speech. In 1951, at Haskins Laboratories, 

Franklin Cooper and his associates developed a pattern playback synthesizer [100, 151], 

which reconverted recorded spectrogram patterns into sounds, either in original or modified 

form. PAT (Parametric Artificial Talker), developed by Walter Lawrence in 1953 used a 

three parallel electronic formant resonators. In PAT, for synthesizing voiced speech, a buzz 

source was used, whereas a noise source was used for the production of unvoiced speech. At 

that time, Gunnar Fant prepared the first cascade formant synthesizer OVE I (Orator Verbis 

Electris I) where the formant resonators were connected in cascade. Its next developed 

version OVE II came out 10 years after the previous one and had separate parts to model the 

transfer function of the vocal tract for vowels, nasals and obstruent consonants, and also the 

excitation source could be voicing, aspiration noise and frication noise. In this series, the 

other synthesizers were OVE III and GLOVE at KTH (Kungliga Tekniska Hogskolan or The 

Royal Institute of Technology), Sweden and the present model of the series, Infovox, which 

is being used commercially at present [12, 35, 143]. John Holmes made his first parallel 

formant synthesizer in 1972 [151] followed by another one developed with JSRU (Joint 

Speech Research Unit) [130]. 

George Rosen of MIT (Massachusetts Institute of Technology) was the pioneer in 

introducing the articulatory synthesizer [151] in 1958. His system DAVO (Dynamic Analog 

of the Vocal tract) was controlled by tape recording of control signals created by hand. LPC 
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(Linear Predictive Coding), which was first used in low-cost systems like TI Speak’n’Spell in 

1980, was first experimented with in mid 1960’s [212]. 

1.1.3 Text-To-Speech Synthesis  

Umeda and his companions [151] developed the first full text-to-speech synthesizer 

system for English in the Electrotechnical Laboratory, Tsukuba, Japan in 1968. This system 

was based on articulatory model and had a syntactic analysis module. In 1979 Allen, 

Hunnicutt and Klatt showed the MITalk laboratory text-to-speech system, developed at MIT 

and TSI (Telesensory Systems Inc.), used the technology for their commercial TTS system 

with some modifications [151]. Dennis Klatt demonstrated his famous Klattalk system two 

years later. The system used a new sophisticated voicing source [151]. Modern synthesis 

systems such as DECtalk and Prose-2000 have used the MITalk and Klattalk technology as 

their backbone. The first reading aid with optical scanner was introduced by Kurzweil in 

1976, which was capable of reading the multifont written text quite well. But this system was 

too expensive to be used personally [151]. 

In late 1970’s and early 1980’s, considerable numbers of commercial text-to-speech 

products were introduced [151]. The Votrax chip was the first integrated circuit for speech 

synthesis and consisted of cascade formant synthesizer and simple low-pass smoothing 

circuits. In 1978, Richard Gagnon introduced an inexpensive Votrax-based Type-n-Talk 

system. In 1980, Texas Instruments developed the LPC (Linear Prediction Coding) based 

Speak-n-Spell synthesizer based on low-cost linear prediction synthesis chip (TMS-5100). In 

1982 Street Electronics introduced the Echo low-cost diphone synthesizer, which was based 

on a newer version of the same chip as in Speak-n-Spell (TMS-5220). At the same time 

Speech Plus Inc. introduced the Prose-2000 text-to-speech system followed by the first 

commercial version of famous DECtalk and Infovox SA-101 synthesizer [151]. The progress 

of the development of synthesizer is presented in the figure 1.3. 
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Figure 1.3:  Some Milestones in Speech Synthesis 

1.2 Recent Methods and Algorithms of Speech Synthesis 

All approaches to synthesizing human speech may broadly be divided into two 

categories. In one category the speech signal is generated from the parameters other than the 

signal itself, e.g. Formant synthesizers, LPC synthesizers, Sinusoidal synthesizers and the 

synthesizers based on articulatory model. The other group of synthesizers is related to the 

production of speech signal by using elementary segments of actual signals.  This signal 

elements range from a single waveform to a stretch of phonemes, diphones or VC/CV 

segments, syllables, demi-syllables and even parts of phonemes (partnemes). The systems in 

the first group are known as Parametric Synthesizer and the systems in the second group are 

generally referred to as Concatenative Synthesizer. Though, formant synthesis, which is the 

most popular component in the parametric synthesis group, dominated the early efforts, 

nowadays, concatenative synthesis is becoming more popular. Articulatory synthesis methods 

are not only complicated but also still far from producing high quality speech output. The 
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formant and articulatory synthesizers are mainly based on the theory of production of speech 

[90]. 

1.2.1 Articulatory Synthesis 

The Articulatory Synthesis systems try to model the human speech production system 

directly [80, 198, 278]. The main focus here is to model as accurately as possible the 

dynamics of the vocal fold oscillations.  In this method, the approximate excitation signal is 

generated using the vocal cord model, like a two-mass model with two vertically moving 

masses [272]. This method has the potential for producing high-quality synthetic speech, 

however, it is not only very difficult from the point of view of implementation but also 

computationally overloaded [154, 215]. Further, the position of the articulatory organs, such 

as jaws, lips, and tongue is determined for all the phonemes and these organs are usually 

modeled with a set of area functions. The first articulatory model was based on a table of 

vocal tract area functions from larynx to lips for each phonetic segment [151]. For rule-based 

synthesis the articulatory control parameters could be lip aperture, lip protrusion, position of 

the tongue tip and its height, tongue position and height and velic aperture. The excitation 

parameters are the glottal aperture, chord tension and the lung pressure [154]. The vocal tract 

transfer function is modeled by formant resonators or by a direct transmission line analog of 

the distribution of incremental pressures and volume velocities in a tube shaped like the vocal 

tract. In an articulatory model the tube corresponding to the vocal tract is usually divided into 

many small sections, and each section is approximated by an electrical transmission line 

analog [81, 249]. Articulatory vocal tracts are also simulated by incorporating a frequency-

dependent loss terms, taking the provision for cavity wall motion at low frequency.  This 

improves the modeling of the time varying terminal impedance at the glottis [98, 161]. 

Changes in the shape of the vocal tract between two different sounds are achieved by 
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transition rules. These rules are established by rigorously analyzing all sounds to be 

produced.  

Techniques like X-ray analysis, cine-radiography, filming of high speed lip 

movements, electromyography etc. are used to get data for articulatory models. All the data 

obtained by these techniques are only 2-D, while the natural vocal tract is a 3-D object. This 

deficiency in data of the motions of the articulator and that of the masses or degrees or 

freedom of the articulator [151] makes accurate modeling almost impossible.   

The advantages of this model over the formant synthesis model is that in this method 

the vocal tract models allow better modeling of transients due to abrupt area changes, 

whereas the formant synthesis models only spectral behavior [198]. 

The first articulatory model for the vocal tract was given by Kelly and Lochbaum 

[146]. This model had stored tables of area functions (Cross-sectional area of the vocal tract 

from larynx to lips) for each phonetic segment and a linear interpolation scheme. They tried 

to improve this system by assembling a list of special case exceptions like not constraining 

the vocal tract except at the lip section when synthesizing a labial stop, and including separate 

shapes for velars before front and back vowels. 

The three-parameter description of vocal tract shapes capable of describing English 

vowels [247] abandoned direct specification of an area function in favour of an intermediate 

model possessing a small set of movable structures corresponding to the tongue, jaw, lips, 

velum, and larynx. Various rules for converting phonetic representations to signals for 

controlling the position of quasi-independent articulators in an articulatory synthesizer were 

reported [56, 118, 184, 193, 276]. Other novel articulator-based synthesis-by-rule programs 

were reported by Nakata and Mitsuoka [193], Henke [118], Hiki [124]. An entire text-to-

speech system for English, based on an articulatory model, was created in Japan [177, 260]. 

The text analysis and pause assignment rules of this system were based on a sophisticated 
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parser [269]. Later text-to-speech system at Bell Laboratories [57, 270] used these rules after 

some modifications in combination with the Coker’s articulatory rules. But it is noteworthy 

that though it is possible to generate fairly natural sounding speech using a modern 

articulatory synthesizer [95, 97, 98], rule-based articulatory synthesis programs have been 

difficult to optimize. 

1.2.2 Formant Synthesis 

The formant synthesis method was probably the most popular method for producing 

synthesized speech until the advent of PSOLA (Pitch Synchronous Overlap Add). The basic 

of the synthesizer is the source-filter model of the sound production. In the source-filter 

model, the primary source of sound is the voicing produced by the vibration of the vocal 

cords and the turbulence noise produced due to the pressure difference across a constriction. 

The resonance effects of the acoustic tube formed by the pharynx, oral cavity, and lips are 

simulated by a set of linear filters and the vocal tract transfer function is modeled by a set of 

poles. Each formant i.e. the local peak of the spectrum is represented by complex conjugate 

pairs of poles. To model the sound absorbing properties of the side-branch tubes in complex 

articulations such as nasals, nasalized vowels, and fricatives, the vocal tract transfer function 

in terms of a product of poles is augmented with zeros (anti-resonators) [90].  

For modeling the vocal tract transfer function, some synthesizers use both poles and 

zeros, while others have tried to avoid the necessity of zeros arguing that spectral notches 

caused by transfer function zero are hard to detect auditorily [129], and the primary 

acoustic/perceptual effect of a zero is its influence on the amplitude of any nearby formant 

peak. Parallel formant synthesizer is the outcome of this simplification where, the outputs of 

a set of resonators connected in parallel are summed, and the input sound source amplitude of 

each formant resonator is determined by an independent control parameter. 
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For the production of intelligible speech, the information of at least three formants is 

necessary, whereas for high quality speech production the number is at least five [99]. Here 

each formant is represented by a two-pole resonator [90].   

For synthesis-by-rules, there are a set of rules for generation of synthesized speech. 

The rules are very often highly stylized and simplified approximations of natural speech. 

Actually, the rules are an embodiment of a theory as to exactly which cues are important for 

each phonetic contrast. For formant synthesizer, a set of rules has to be defined to determine 

the parameters necessary to synthesize a desire utterance [151].  

Figure 1.4 shows the schematic diagram of a cascade formant speech synthesizer. 

Each resonator is controlled from outside according to the formant frequency information. 

The main advantage of the cascade formant synthesizer is that the relative formant amplitude 

for vowels does not need individual controls [151]. 

 

Figure 1.4: Schematic Structure of a Cascade Formant Synthesizer 

The quality of non-nasal voiced sounds produced is better for a cascade formant 

synthesizer, but that for the fricatives and plosive bursts is not good enough [149]. Also 

cascade formant synthesizer’s implementation is easier than the parallel formant synthesizer, 

since it requires less control information. 
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Figure 1.5: Schematic Structure of a Parallel Formant Synthesizer 

Figure 1.5 shows the basic structure of a parallel formant synthesizer. In this type of 

synthesizer, resonators are connected in parallel and extra resonators are used for nasals. The 

excitation signals are applied to all resonators simultaneously and the outputs are summed in 

such a manner that the adjacent outputs of the resonators remain in opposite phase. Otherwise 

there may be some unwanted zeros or anti-resonance in the frequency response [198]. For a 

parallel formant synthesizer, more control information is necessary to control bandwidth and 

gain for each of the formant individually. Though the parallel formant synthesizer is found to 

be good for producing nasals, fricative, and stop consonants, some of the vowels cannot be 

produced well with the help of this, as well as with the cascade one [149]. 

Considering his experience with both cascade and parallel formant models, it is 

interesting to note that Holmes ultimately started to favour the parallel one. In 1980, Dennis 

Klatt [149] proposed a more complex formant synthesizer, which incorporated both the 

cascade and parallel synthesizers. The main features of this synthesizer were an additional 

resonance and anti-resonances for nasalized sounds, sixth formant for high frequency noise, a 

bypass path to give a flat transfer function, and a radiation characteristic. The excitation 
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model of this system was also very complex that was controlled by 39 parameters updated 

every 5 ms. The output speech quality of this model is highly satisfactory and this model has 

been used in several speech synthesizer systems, like MITalk, DECtalk, Prose-2000, and 

Klattalk [80]. Another model that used this type of hybridization is PARCAS (parallel-

Cascade) designed and patented by Laine in 1982 for the SYNTE3 speech synthesizer for 

Finnish.  

 

Figure 1.6: Schematic Diagram of PARCAS Model 

Figure 1.6 shows the schematic diagram for PARCAS [157] type of synthesizer.  In 

this model, the uniform vocal tract transfer function is modeled with two partial transfer 

functions each including every second formant of the transfer function. In the figure 1.6, C1, 

C2 and C3 are the constants chosen to balance the formant amplitude in the neutral vowel to 

keep the gains of parallel branches constant for all sounds [157]. In the figure F0, A0, Fn, Qn, 

VL, VH, FL, FH, QN, are the fundamental frequency, amplitude of voiced component, 

formant frequencies, Q-values (formant frequency/bandwidth), low voiced component 

amplitude, high voiced component amplitude, low unvoiced component amplitude, high 

unvoiced component amplitude and Q-value of the nasal formant respectively. This PARCAS 

model used altogether 16 parameters.  
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For the formant synthesizer, the choice of the voicing excitation wave train [8, 91, 96, 

106, 175, 188, 251] is important for the production of good output speech. For improving the 

excitation wave train and to resemble more towards that of the glottal waveform, perceptual 

data [220] and theoretical considerations [262] were taken into account. A number of such 

models were proposed by several scientists and researchers. One such that was used in the 

Infovox SA-101 text-to-speech system was proposed by Rothenberg et al [221]. A 

mathematical model, given by Fant et al [92], has more direct control over the important 

acoustic variables like general spectral tilt, location of spectral zeros, and intensity of the 

fundamental component. Very similar to the Fant model, the Klattalk voicing source 

waveform has the ability to control a) open period, b) abruptness of the closing component of 

the waveform, c) breathiness, and d) degree of diplophonic vibration (alternate periods more 

similar than adjacent periods). But, after applying all these, the quality output synthesized 

speech is far from natural. 

Other than the shape of the glottal waveform, the radiation characteristic of the mouth 

is considered to be important one. Usually the radiation characteristic is approximated simply 

with +6dB/octave filter.  

 1.2.3 Linear Prediction Based Methods 

Linear prediction is a technique that involves the prediction of a future value of a 

stationary random process from observation of past values of the process. For practical 

applications, generally, the one-step forward linear predictor method is used. In this method, 

the prediction of the value x(n) is approximated by a weighted linear combination of the past 

values x(n-1), x(n-2),…, x(n-p). Thus the linear predicted value of x(n) is 

)kn(x)k(
p

1 k 
a-  (n)x̂ p −∑

=
=  … … … (1.1) 
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Here, represents the weight of the linear combination i.e. the prediction 

coefficients, p is the linear predictor order. The negative sign in the definition is only for 

mathematical convenience. 

)}k(a{ p−

The forward prediction error, which is the difference between the actual value and the 

predicted value, is defined as follows: 

                                    )n(x̂)n(x)n(fp −=

                                 … … … (1.2) )kn(x)k(a)n(x
p

1k
p −+= ∑

=

In the speech signal analysis, x(n) is the current speech sample and  is the 

predicted value approximated from the previous p number of samples. Though linear 

predictive methods were originally used for speech coding, they have also been used for 

speech synthesis. This method is based on source-filter-model of speech. The digital filter 

coefficients are estimated from a frame of natural speech.  The linear predictive coefficients 

are obtained by minimizing the sum of the squared errors over a frame. Covariance method or 

autocorrelation method is used to calculate the coefficients, though stable filtration is 

obtained only with the autocorrelation method [152, 278]. 

)n(x̂

For synthesis, a train of impulses is used as excitation signal for the production of 

voiced sounds and random noise is used as excitation signal for unvoiced sounds. This 

excitation signal is gained and filtered with a digital filter using prediction coefficients as the 

filter coefficients those are updated every 5-10 ms. The filter order is taken in between 10 and 

12 at 8 kHz sampling rate. Bur for higher quality, the filter order is generally taken in 

between 20 and 24 at 22 kHz sampling rate [152]. By using the WLP (Warped Linear 

Prediction), which uses the human hearing properties, the filter order can be reduced to 10-14 

from 20-24 for 22 kHz sampling rate [158].  
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Since the ordinary linear predictive techniques use an all-pole model, the nasals and 

nasalized vowels i.e. those phonemes which contain anti-formants, are poorly modeled. There 

is even a possibility that the short plosives could be modeled poorly, as the time-scale events 

for those may be shorter than the frame size used for analysis. In the case of such simple 

source model that is typically used to, these deficiencies make the synthesized speech output 

of the LPC techniques poor. But some modifications and extensions of the basic model 

increase the quality [40, 80]. These modified types of linear predictive method use different 

types of excitation signals than the ordinary linear predictive methods and the source and 

filter are no longer separated. Some of the examples are the MLP (Multi-pulse Linear 

Prediction) where the complex excitation is constructed from a set of several pulses, the 

RELP (Residual Excited Linear Prediction) where the error signal or residual is used as an 

excitation signal and the speech signal can be reconstructed exactly, and the CELP (Code 

Excited Linear Prediction) where a finite number of excitations are used those are stored in a 

finite codebook [33]. 

 1.2.4 Sinusoidal Models 

The basic assumption of the sinusoidal models is that the speech signals are 

representable as the sum of sine waves with time varying amplitudes and frequencies [152, 

170, 179, 180, 210]. This model considers that the speech signal is the result of passing a 

vocal cord excitation function e(n) through a time-varying linear system h(n) representing the 

characteristic of the vocal tract. This linear system is assumed to include the effects of the 

glottal pulse shape and the vocal tract impulse response. 

Avoiding the voiced-unvoiced decision, under the quasi-stationary assumption, one 

frame of the excitation signal can be represented as a sum of sine waves as follows: 

]ω)nncos[()n(a  e(n) k0
L

1k
k −= ∑

=
 … … … (1.3) 
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Here kω  and )n(a k  are the frequency and amplitude of each of the sine waves 

respectively. L represents the number of sine waves in the speech bandwidth and  is the 

pitch pulse onset time. A pitch pulse occurs when all the sine waves add coherently (i.e. are 

in phase) [209]. The time n = 0 is the center of the analysis frame. 

0n

The Fourier transform of the time-varying vocal tract transfer function, h(n), is 

represented by 

n))ω,(.jexp().n,ω(M n) ω,(H Ψ=  … … … (1.4) 

Where and n)ω,(M n)ω,(Ψ  represent the amplitude and phase of the system transfer 

function. 

When the excitation signal represented by e(n) passes through the time-varying linear 

system h(n), the resulting signal is the required speech signal obtained as the sum of another 

sine waves: 

))n(cos().n(A)n(s k
L

1k
k Θ= ∑

=
  … … … (1.5) 

Where )n(M).n(a)n(A kkk =  and )n(M).n(  ω).nn()n( kk0k Ψ+−=Θ .  and 

 respectively represent the amplitude and phase of the system function along the 

frequency tract given by

(n)kA

)n(kΘ

kω . 

In the sinusoidal model as described here the excitation parameters get separated from 

the contributions of vocal tract. This makes it possible to treat them independently at the time 

of prosodic transformation. 

1.2.4.1 Sinusoidal Analysis 

For representing the speech signal using the sinusoidal model, the frequencies, 

amplitudes and phases in the equation 1.5 are obtained from the original speech signal 

divided into a number of windows by the DFT (Discrete Fourier Transform) of the windowed 

 17



signal frames. The figure 1.7 shows the schematic diagram of the analysis system of the 

sinusoidal model [210]. 

 

Figure 1.7: Sinusoidal Analysis System 

1.2.4.2 Sinusoidal Synthesis 

This part of this model recovers the original speech signal using the values obtained in 

the analysis part. The figure 1.8 gives the schematic diagram of this system. 

 

Figure 1.8: Sinusoidal Synthesis System 

For each value of the time index n between two analysis frames, the value of s(n) is 

obtained using equation 1.5. Number of sample points N between two consecutive analysis 

frame imply that the value of )n(Ak and )n(kΘ are needed from n = 0 (center of the first 

analysis frame) to n = N-1 (one sample before the center of the second analysis frame). That 

can be achieved by an interpolation method. A linear interpolation is used for the amplitudes 

and a cubic polynomial with phase unwrapping is used for interpolating the phase [180]. 

Before the interpolation, it is required to match the peaks of one frame j and the following 
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one j+1. This matching is done by connecting one peak of the frame j, to the peak with the 

nearest frequency of the frame j+1. 

The basic model is known as the McAulay/ Quatieri Model [180]. Based on the 

ABS/OLA (Analysis-by-Synthesis/Overlap-Add) sinusoidal model, M. W. Macon developed 

a speech synthesis system [170] and extended the system for singing synthesis [171]. 

Applying the sinusoidal model he also developed an algorithm for the concatenation of 

speech signal segments taken from disjoint utterances [169]. The model is capable of 

smoothing the transitions between separately analyzed speech segments by matching the 

time-domain and frequency-domain characteristics of the signals at their boundaries and this 

technique was applied in a text-to-speech system based on concatenation of diphone 

sinusoidal models.  

There are also other variations of the sinusoidal model, like the Phase Vocoder Model 

[108], the SMS (Spectral Modeling Synthesis) Algorithm [239], the HNM (Harmonic Plus 

Noise Model) [250] and the Hybrid/Sinusoidal Noise Models [210].  

The sinusoidal models are more suitable for the production of periodic signals, e.g. 

vowels and voiced consonants, than the unvoiced speech. But this model is also successfully 

applied for pitch and time-scale modification of unvoiced speech with preserving its natural 

quality [168]. This model is also used successfully in singing synthesis [210].  

 1.2.5 Concatenative Synthesis 

Concatenative model uses different lengths of prerecorded samples, as the building 

blocks, derived from natural speech to reconstruct an arbitrary utterance. All possible signal 

segments for the production of unlimited speech for a language must be collected to form the 

signal dictionary. Connecting these pre-recorded speech signals, in accordance to the input 

text, is a simple and effective way to produce intelligible and natural sounding speech. From 
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the computational point of view, this method is less complex than the others. In this method, 

every complete signal dictionary should be made from the utterances of a single speaker. 

Word, as the signal element, may seem to be the most instinctive first choice. 

However, there is a great difference with words spoken in isolation and in continuous 

sentences. In the continuous speech, co-articulation effects exist in between the ending and 

starting phonemes of the adjacent words. Thus the output speech obtained from a 

concatenative system using words as the unit signal sounded unnatural [151]. Moreover, there 

are thousands of different words and proper names in any language and these make choices 

of words impracticable for unlimited speech. 

Finding out the most suitable speech units is an important task in concatenative 

approach. The preferred unit could be longer or shorter. More natural sounded speech outputs 

are obtained if longer units are chosen. Syllables, demi-syllables, phonemes, partnemes and 

even tri-phones have been tried as the signal elements for the concatenative systems. 

The number of different syllables in any language is considerably smaller than the 

number of words, but the size of unit database, even then, is usually uncomfortably large for 

unlimited speech. Also the co-articulation effects at the syllabic boundary, required for 

naturally sounding speech, are not present in the syllable. 

Demi-syllables represent the initial and final parts of syllables. The number of demi-

syllables, which is sufficient to construct the language, is much lower than the number of 

total syllables of a language. A TTS system, using the demi-syllables, requires considerably 

fewer concatenation points than those using phonemes or diphones. Demi-syllables also take 

account of most transitions as well as a large number of co-articulation effects and also cover 

a large number of allophonic variations due to separation of initial and final consonant in 

clusters. But, the memory requirement is still higher compared to phonemes and diphones. 

Also, with a purely demi-syllable based system, all possible words cannot be synthesized 
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properly, particularly for the case of some proper nouns [123]. In systems using variable 

length units and affixes, demi-syllables and syllables might be a good choice, e.g. HADIFIX 

[73]. 

Phonemes, the normal linguistic representation of speech, may also be considered as a 

candidate for the preparation of a signal dictionary. The total number of this basic units lies in 

between 40 and 50, which is the lowest in number compared to the other candidates [151]. 

The use of phonemes gives much more flexibility with the rule-based system than the syllable 

or demi-syllable based systems.  

The efforts to concatenate phoneme chunks of speech did not attain to much success 

due to the well-known co-articulatory effects between adjacent phonemes that causes 

substantial changes to the acoustic manifestations of a phoneme depending on context [116]. 

Co-articulatory influences tend to be minimal at the acoustic center of the phoneme. This 

phenomenon led Peterson and others for proposing the “diphone” i.e., the acoustic chunk 

from the middle of one phoneme to the middle of the next phoneme, as a more stationary unit 

in 1958. The concatenation point will be in the most steady state region of the signal, which 

hopefully reduces the distortion in concatenation. The other advantage of the diphone is that 

the co-articulatory effects need no longer to be formulated as rules. The total number of 

diphones of a language is equal to the square of the number of phonemes though all 

combinations need not arise in a language. To make distinction between stressed and 

unstressed syllables several different versions of each diphone need to be included in the 

signal dictionary. Allophones are also to be in the signal dictionary. In 1967, at M.I.T. 

Conference on Speech Communication and Processing, first diphone system was presented 

that based on a set of stylized stored parameter tracks to control a formant synthesizer [75]. 

Triphones, the acoustic units that contain one phoneme between steady-state points 

(half phoneme-phoneme-half phoneme), are also used as the speech inventories in some 
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systems [176, 195]. Though this type of units are rarely used just like the other unit, 

tetraphones. 

There is another kind of concatenative speech synthesis system, the Unit Selection 

system that involves finding an appropriate sequence of non-uniform units from a large single 

speaker speech database and concatenating them for a given input. The notion of non-uniform 

units for speech synthesis was first given by Sagisaka [223] at ATR Interpreting 

Telecommunications Research Labs. After the ATR-ν-TALK Speech synthesizer [224], A. 

Black and P. Taylor [24] as well as Campbell [32] applied that framework to larger corpora 

in CHATR system with implementation carried out by Hunt and Black [139]. 

In the Unit Selection synthesis method, the choice of unit size has got a wide range. 

Some of them have shown the syllables as the good choice [147], while other have used 

diphones [189], sub-phonemic units like half-phones [19], unit size of length 5ms [268] as the 

unit. 

There are altogether three main phases to build up the unit inventory for the 

concatenative synthesis system [131]. First one is the recording of the natural speech 

containing all phonemes within all possible allophones. Second is the segmentation of the 

speech signal, and the final one is the choosing the most appropriate units. 

1.2.5.1 PSOLA Methods 

The PSOLA (Pitch Synchronous Overlap Add) [189] method was first introduced by 

France Telecom CNET (Centre National d'Etudes Télécommunications). This Text-to-Speech 

synthesis technique has got considerable attention due to its efficiency for smoothing 

concatenation of the prerecorded speech signals as well as for controlling the pitch and 

duration. PSOLA technique was used also in some commercial systems like ELAN 

Informatique’ s ProVerbe [87] and HADIFIX [208]. 
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Among of the several versions of the PSOLA technique, time-domain version (TD-

PSOLA) is used most commonly for its computational efficiency [153].  In this method, the 

original speech signal is first divided into separate but overlapping short-term analysis signal 

(ST) by windowing. These short-term analysis signals are then modified to synthesis signal. 

At the time of synthesizing, these analysis signals segments are recombined by means of 

overlap adding [271]. 

The short-term analysis signal segments, sm(n), are given by 

sm(n) = hm(tm – n)s(n)  … … … (1.6) 

Here, s(n) be sequence of the digital speech waveform and hm(n) be the sequence of 

pitch-synchronous analysis window hm(n) and m is the index for the short-term signal. The 

windows are Hanning type and centered around the successive instants tm, called the pitch-

marks that are set at a pitch-synchronous rate on the voiced parts of the signal and at a 

constant rate on the unvoiced parts. The used window length is proportional to local pitch 

period and the window factor is usually form 2 to 4 [271]. The pitch markers are determined 

either by manual inspection of the speech signal or automatically by some pitch estimation 

methods [153]. After defining a new pitch-mark sequence, the segment recombination in 

synthesis step is performed. 

The fundamental frequency i.e. the pitch change is achieved by changing the time 

intervals between pitch markers. The duration is modified by either repeating or omitting 

speech segments. Also, modification of fundamental frequency entails a modification of 

duration [153] 

The FD-PSOLA (Frequency Domain PSOLA) and LP-PSOLA (Linear Predictive 

PSOLA) are the two other types of PSOLA techniques that provide independent control over 

the spectral envelope of the synthesis signal [190]. FD-PSOLA is used only for pitch-scale 

modifications and LP-PSOLA is used with residual excited vocoders.  
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However, as far as the TTS synthesis is concerned, PSOLA technique suffers from the 

problems arise at the border of two segments extracted from different words, due to three 

incoherent events, respectively related to phase, pitch and overall spectral envelope 

mismatches [84]. In a database of more than one thousand segments, the phase and pitch 

mismatches can hardly be avoided. Automatic procedures for coherent positioning of the 

pitch markers are computationally intensive, and suffer from a lack of precision and needs 

some manual corrections [84] also. Another problem with the PSOLA technique is that the 

pitch can be determined only for the voiced signal and applied to the unvoiced signal part, a 

tonal noise may be generated [190]. 

1.2.5.2 ESNOLA method 

In 1990 the ESNOLA (Epoch Synchronous Non-Overlap Add) method originated in 

India for speech synthesis [48, 66]. It uses the fact that in voiced regions, the perceptual 

phonetic load is significantly borne by only in the small segment (about 1.5 milli-sec.) of the 

pitch-period measured from a particular point called epoch. This epoch lies close to the 

beginning of the corresponding glottal cycle. The window used for modification of pitch and 

duration as well as for generation of steady states is aligned with this epoch. A time domain 

algorithm is used for detecting epochs in continuous speech. Raising of pitch by about 5 

octaves on normal female voice was reported to preserve phonetic and personal identity in 

synthesized singing [48, 64]. This method will be elaborately discussed in later sections.  

1.3 Other Techniques for Synthesis  

Though time domain synthesis is able to produce high quality and natural sounding 

speech segments, the produced speech might be sometimes discontinuous at the 

concatenating point in some segment combinations. Rather than this, for wide range of 

fundamental frequency variation, the overall complexity will increase for concatenative 
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synthesizer while formant synthesis can produce more homogeneous speech allowing a good 

control of fundamental frequency but the voice timbre sounds more synthetic. These types of 

limitations, both in concatenative and formant synthesis, lead to the proposition of hybrid 

type of synthesizer system combining both of them [102]. The figure 1.9 shows the schematic 

diagram of a hybrid system based synthesizer. 

 

Figure 1.9: Schematic Diagram of the Hybrid Synthesis System 

Artificial Neural Networks has been used to control parameters, such as duration, 

gain, and fundamental frequency [142, 233], for last ten years. The detailed experiments, 

using Neural Nets in speech synthesis, were done by many researchers [36, 215]. 

Development of data-driven or corpus-based speech synthesis system requires large 

databases [266]. Statistical learning algorithms are used to train these systems automatically. 

HMMs (Hidden Markov Models) are used largely for constructing such synthesis systems 

and have become a popular method. This method is based on a statistical approach to 

simulate real life stochastic processes [218]. A hidden Markov model is a collection of states 

connected by transitions. Each transition carries two sets of probabilities: a transition 

probability, which provides the probability for taking the transition, and an output probability 
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density function, which defines the conditional probability of emitting each output symbol 

from finite alphabet, given that a particular transition is taken [159]. 

HMM-based approaches to speech synthesis are categorized into four groups [266]. 

They are a) Transcription and segmentation of speech database [162], b) Construction of 

inventory of speech segments [78, 137], c) Run-time selection of multiple instances of speech 

segments [76, 131], and d) Speech synthesis from HMMs themselves [89, 109, 174, 281].  

Applying HMM, an English speech synthesis system [267] was developed. A HMM 

based multilingual TTS system in Brazilian and Portuguese [172] and some other adaptive 

speech synthesis systems using HMM are also reported [255, 256]. The HMM-Based Speech 

Synthesis System, HTS v1.0, was released in 2002 [134] and it is till being developed by the 

HTS working group and others. 

1.4 Commercial Products 

Because of the emerging need of speech synthesis in IT, a large number of 

commercial products, developing tools and ongoing speech synthesis projects have come into 

the market. Some of them are commercially available till now, while some of them become 

obsolete and exits no longer. Since the computers are getting more and more powerful in 

terms of memory and computational speed, most synthesizers today are software-based 

systems. Some of the large product ranges of TTS systems are reported here. 

Telia Promotor AB Infovox speech synthesizer family is a multilingual text-to-speech 

system. The first commercial version was Infovox SA-101 developed in Sweden at the Royal 

Institute of Technology in 1982. The latest full commercial version, Infovox 230, is available 

for American and British English, Danish, Finnish, French, German, Icelandic, Italian, 

Norwegian, Spanish, Swedish, and Dutch (Telia 1997). Infovox 230 is a formant based 

synthesis product. In 1998, the diphone concatenation based product Infovox 330 was 

introduced on the market. Later Infovox Desktop replaces the Infovox 330. The DECtalk 
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system is originally descended from MITalk and Klattalk system. The present DECtalk 

system is based on conventional digital formant synthesis [113]. The development process of 

the concatenative synthesis system at AT&T Bell Laboratories (Lucent Technologies) was 

started by Joseph Olive in mid 1970's [15]. The system was based on concatenation of 

diphones, context-sensitive allophonic units or even of triphones. Though Bell Labs has a 

long history in the area of text-to-speech research, this effort died in November 2002. The 

AT&T Next-Generation Text-To-Speech system [18] was introduced in 1998 for general 

U.S. English text. This system is based on best-choice components of the AT&T Flextalk 

TTS [246], the Festival System [26], and ATR’s CHATR [24, 32] system. The present 

system is now called AT&T Natural Voices [9] and it is still broadening the range of 

applications in which TTS can be deployed. Laureate, the speech synthesis system developed 

by BT Laboratories (British Telecom), was written in standard ANSI C [107]. The Laureate 

system was optimized for telephony applications. Laureate is now being used in the BT’s 

broadband teletext and talking book [30]. The latest version of SVTTS is the fifth generation 

multilingual TTS system for Windows, available for English and Spanish with 20 preset 

voices including males, females, children, robots, and aliens. In mid 1980's, France Telecom 

CNET (Centre National d'Etudes Télécommunications) developed a diphone-based 

concatenative synthesizer, which uses the PSOLA algorithm. The latest commercial product 

is available from Elan Informatique as ProVerbe TTS system. The system is available for 

American and British English, French, German, and Spanish. Acapela [1], the first European 

speech group evolves in 2004 from the strategic combination of three major European 

companies in vocal technologies. They are Babel Technologies of Belgium, Inforvox of 

Stockholm (Sweden) and Elan Speech of France. The multilingual TTS of Acapela group is 

now available in 23 languages. ORATOR, a TTS system based on demi-syllable 

concatenation [167, 226, 244], was developed by Bell Communications Research (Bellcore, 
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now Telcordia). Eurovocs is an autonomous text-to-speech synthesizer developed by T&R 

(Technologie & Revalidatie) in Belgium. The synthesizer uses the TTS technology of 

Lernout and Hauspie. Apple has developed three different speech synthesis systems for their 

MacIntosh Personal Computers. MacinTalk2 is the wave table synthesizer with ten built-in 

voices. It uses only 150 kilobytes of memory. MacinTalk3 is a formant synthesizer with 19 

different voices and supports also singing voices and some special effects. MacinTalkPro is 

the highest quality product of the family based on concatenative synthesis. AcuVoice is the 

software based concatenative TTS system. It uses syllable as a basic unit to avoid modeling 

co-articulation effects between phonemes. The database consists of over 60000 speech 

fragments and requires about 150 Mb of hard disk space. The memory requirement is about 

2.7 Mb. A dictionary of about 60 000 proper names is also included and names not in the 

dictionary are produced by letter-to-sound rules. AcuVoice is available as two different 

products, AV1700 and AV2001. AcuVoice Inc. was acquired by Fonix Corporation [101] in 

1998, and the AcuVoice TTS system became fully integrated into Fonix’s product line. The 

software CyberTalk was developed for English male and female voices by PTI (Panasonic 

Technologies, Inc.), USA. This hybrid formant/concatenation system used rule-based formant 

synthesis for vowels and sonorant, and prerecorded noise segments for stops and fricatives. 

ETI Eloquence is a multi-voice, multi-language, rule-based TTS system based on the Delta 

synthesis technology [120]. It is developed for British and American English, Mexican and 

Castillian Spanish, French, German, Mandarin Chinese, Brazilian Portuguese and Italian. 

Virtually any intonation pattern may be generated in this system. The Festival TTS system 

was developed in CSTR at the University of Edinburgh by Alan Black and Paul Taylor. The 

current system is available for American and British English, Spanish, and Welsh. In 

Festival, the diphone database consists of a dictionary file, a set of waveform files, and a set 

of pitch mark files. Waveform files may be in any form, as long as every file is the same type. 
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These may be standard linear PCM waveform files in the case of PSOLA or MBROLA. But 

for the residual LPC synthesizer, LPC coefficients and residuals are used [25]. With the 

development of the Festival Speech Synthesis System [26], it has become much easier for 

people to develop their own synthesis technique. The FestVox project [21] specifically 

addresses the issues of building new voices, and particularly within Festival. The Festival 

Speech Synthesis System [26] is useful not only for research but it also serves as the basis for 

several commercially available synthesis systems [23]. Festival speech synthesis system is till 

being improved and its beta version 1.95 was released on July 2004 [21]. Flite [23], a 

synthesis engine designed as an alternative run-time synthesis platform for Festival, is 

suitable for embedded systems and servers. In 1995 the TCTS Lab (Circuit Theory and 

Signal Processing Lab) of the Faculté Polytechnique de Mons (Polytechnic faculty of Mons), 

Belgium started the MBROLA [83, 85, 178] project. The goal of this project was to boost 

academic research on speech synthesis and prosody generation and develop a freely available 

multilingual speech synthesis system. The MBROLA is a diphones concatenation speech 

synthesis system. It takes a list of phonemes as input, together with prosodic information 

(duration of phonemes and piecewise linear description of pitch) and produces the 

synthesized speech. Another system MaxMBROLA [63] which can perform both speech and 

singing synthesis is also reported. The Trainable Speech Synthesis System developed by IBM 

is a trainable, unit-selection based concatenative speech synthesis system [79]. The system 

was previously introduced in 1998 [76], and developed on the basis of the work described in 

[77, 80], and also has similarities with that described in [22, 136]. The system uses HMM 

(Hidden Markov Model) state-sized segments as its basic synthesis units and decision trees in 

its segment search [79]. To generate the expressive synthetic speech, IBM has developed an 

Expressive Speech Synthesis system [86, 114]. Cepstral Swift, Text-To-Speech System of 

Cepstral LLC [37] is a scalable, multilingual cross-platform voice rendering engine for 
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server, desktop and hand-held platforms on any operating system. The version 4.0 of it was 

released in January 2006 for U.S. and U.K. English, German, Canadian French, Americas 

Spanish, and Italian languages. The speech synthesis group and the language technologies 

group of Edinburgh University together formed the Rhetorical Systems in 2000. Their 

product rVoice was released in July 2001. rVoice used the unit selection technology for 

speech synthesis. In November 2004, after acquiring Rhetorical Systems, ScanSoft, Inc. (at 

present Nuance Communications, Inc.) [231] becomes a leading provider of speech synthesis 

or text-to-speech solutions for a variety of speech-based applications. NeuroTalker, a TTS 

system with OCR (Optical Character Recognition) for American English was developed by 

INM Inc. (International Neural Machines, Canada). The TTS system Listen2 of JTS 

Microconsulting Ltd., Canada was developed in the languages English, German, Spanish, 

French, and Italian languages by using the ProVoice speech synthesizer. SPRUCE (SPeech 

Response from UnConstrained English) is a high-level TTS system from Universities of 

Bristol and Essex [160]. The system is dictionary based where the pronunciation of certain 

words are stored for several situations. The TTS system HADIFIX (HAlbsilben, DIphone, 

SufFIXe) for German was developed for both male and female voices at University of Bonn, 

Germany. The system was based on concatenation of demi-syllables, diphones, and suffixes 

[207, 208]. The inventory structure consisted of 750 units for initial demi-syllables, 150 units 

for diphones, and 180 units for suffixes. Another German text-to-speech synthesis system 

SVOX was developed at TIK/ETHZ (Swiss Federal Institute of Technology, Zurich) [204]. 

SYNTE2 was the first full text-to-speech analog formant synthesizer system for Finnish 

developed by Tampere University of Technology. SYNTE3, the improved version of 

SYNTE2, was based on a new parallel cascade (PARCAS) [157] model. Another Finnish 

speech synthesis system Mikropuhe was developed by Timehouse Inc and based on 

microphonemic method concatenating about 10 ms long samples uttered from natural speech. 
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Sanosse synthesis, based on concatenation, was developed at University of Turku. Bani is the 

Bengali TTS system under development at CDAC, Calcutta (India). The basic technique, 

used in that system, is similar to the method described in chapter two. 

Thus, it is seen that several systems for speech synthesis are available in the world 

now. But, most of the systems are for the European languages. It is also seen that extensive 

research has been done in several European languages in this regards. There are some sketchy 

attempts to synthesize speech in some Indian languages. In this context, speech synthesis in 

Indian languages is at a nascent stage. India being a multi-lingual, there is extensive scope of 

research for speech synthesis for all the major Indian languages. The present study on 

concatenative synthesis for Bengali may be viewed in this context.  

1.5 Scope of the Thesis 

In the present thesis, the major problems addressed are related to production of 

intelligible and natural-sounding speech in terms of quality of sound and intonation using 

concatenative synthesis for Standard Colloquial Bengali speech.  

There are around 20 major languages spoken in India. Bengali is a language spoken 

by around 70 million people in India. Apart from this, it is also the national language of the 

country Bangladesh, whose population is around 130 million. The study is related to the 

development of TTS for SCB (Standard Colloquial Bengali), a dialect understood by all the 

people in the state of West Bengal in India and in Bangladesh, and is used on Television 

stations and radio stations. 

Naturalness is a multi-dimensional subjective attribute that is not easy to quantify 

[151]. Any of a large number of possible deficiencies can cause synthetic speech to sound 

unnatural to varying degree. It is more difficult to compare systems that have been heard on 

different days or with different synthetic materials since extraneous factors can add an 

unpredictable amount of “noise” into listener preference judgment data [151]. Again, 
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naturalness and intelligibility are two different matters of considerations [151]. For example, 

some of the low bit rate linear prediction systems sound like slightly distorted recordings of 

natural speech (which is what they are), and so are judge fairly natural, but they test out to 

have rather poor intelligibility scores [151]. On the other hand, intelligibility and naturalness 

together make the output of the text-to-speech system to sound good [151]. 

The text-to-speech synthesis problem can be broadly divided into two parts, one is 

language dependent part and another is purely signal processing part. The total synthesis 

procedure is a good amalgamation between the two parts. The language processing part 

consists of an input device, a text analyzer, a NLP (Natural Language Processing) Unit and a 

supra segmental rule base unit. The supra segmental rule base unit may contain the 

phonological rules, prosodic rules and intonational rules of the concerned language. The 

signal processing part consists of the actual synthesis unit, i.e. the speech engine. This unit 

performs the synthesis task after getting detailed information about the input text from 

language processing part. For the synthesis work, the synthesis unit takes the required 

resources from the signal dictionary unit. The methods and related algorithms of synthesis 

technique depend on the type of resources it is using for the generation of the speech signal. It 

may be noted that the information to be generated in the language dependent part for the use 

in the signal processing part is to some extent depends on the synthesis approach. 

Depending on the type of resources, approaches to synthesize speech may broadly be 

divided into two categories. In one category the speech signal is generated from the 

parameters other than the signal itself. The formant synthesizers, LPC (Linear Predictive 

Coding) synthesizers and the synthesizers based on articulatory model are in this category. 

The other group of synthesizers is related to the production of speech signal by concatenating 

different speech signal units stored in the dictionary. The signal units may range from a single 
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waveform to phoneme, diphone, vowel-consonant-vowel segment, syllable, demi-syllable 

etc. 

1.5.1 Brief Descriptions of the Investigations 

The whole thesis can be divided into two major parts. In one part, a new 

concatenative algorithm has been extensively studied and formalized for the synthesis unit. 

The concatenation of the signal units is done using ESNOLA (Epoch Synchronous Non-

OverLap Add) method. For the present concatenative speech engine, a new set of the smallest 

units of speech is proposed.  The used units are sub-phonemic in character and termed as 

partnemes (= part of a phonemes). Basically, this partnemes set consists of the pure 

consonantal parts, the co-articulatory transition portions, i.e., CV and VC parts, and a single 

PPP (Perpetual Pitch Period) portion for the lateral and nasal murmur and vowels (defined in 

chapter 2). Chapter two is devoted to the analysis of ESNOLA technique, the method of 

speech generation for input text and the description of the partnemes. The various steps 

required for concatenative synthesis are discussed and appropriate methodologies are 

developed in this chapter. This chapter also includes the developed algorithms, required to 

incorporate features, like, intonation, shimmer, jitter, and complexity perturbation into the 

generated speech signal. 

The second part of the work is related to the development of the computer applicable 

rules corresponding to the language dependant features, like, phonology (chapter four), 

intonation (chapter five) and to the study of shimmer, jitter and complexity perturbation 

(chapter six). For this, a detailed analysis of the speech signals has been done with respect to 

random perturbations and pitch modification. One of the first tasks of a text to speech 

synthesis system is to convert the grapheme string into the corresponding phoneme string. 

Every language has its own phonology. It is therefore necessary to have the comprehensive 

phonological rules for the selected language. It may be noted that for Bengali a 
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comprehensive and complete set of phonological rules suitable for computer application is 

not available. Such a compilation has been done and it is included in the thesis (chapter IV). 

To provide naturalness, it is required to develop necessary set of rules for supra segmental. 

The problem in developing these rules is also discussed  (chapter V). 

It may be mentioned here that the language dependant features, such as, phonology 

and supra-segmental can also be studied from the point of view of linguistic studies without 

any computer implementation. Unfortunately there are few studies and little modeling of 

these phenomena in Bengali. A computer implementable model for phonological rules has 

been developed.  

For the study of intonation (chapter V), pitch has to be extracted from the continuous 

speech signal. A new PDA (Pitch Detection Algorithm) using state phase method (chapter 

III) has also been extensively discussed. This method also includes the VDA (Voice 

Detection Algorithm). This state phase method can also be used as a phoneme classifier. 

Using the properties of the state phase method, an analysis-resynthesis of continuous speech 

signal has also been developed. 

The following sections give the chapterwise division of the thesis. Before going to the 

break up, the justification of using the partnemes is given initially. 

1.5.1.1 Justification of using Partnemes 

In concatenative speech synthesis, the smallest speech signal units might have the 

range from a single waveform to a stretch of phonemes, diphones or vowel-consonant-vowel 

segments, syllables, demi-syllables. The present speech engine is developed on the basis of 

the smallest speech unit, namely, the partnemes. The properties and definitions of the 

partnemes are stated in chapter 2 and those are very efficient from the point of view of using 

them as the smallest speech units in concatenative speech synthesis system. There are certain 

limitations for using phonemes, diphones, syllables, demi-syllables as the smallest signal 

 34



units.  Though syllables are linguistically appealing unit, there are thousands of different 

syllables in any language. For the case of phonemes, SCB consists of thirty-four segmental 

phonemes. Among these, seven are vowels and twenty-seven are consonants. But all efforts 

to make synthesizing speech by concatenating the phoneme string failed because of the well-

known co-articulatory effects between adjacent phonemes that cause substantial changes to 

the acoustic manifestations of a phoneme depending on context. The minimal co-articulatory 

influences at the acoustic center of a phoneme lead to the idea to use the diphones as the 

smallest signal unit. There are altogether 34 times 34 numbers of diphones possible, though 

all do not occur. But the main problem in using diphones is to incorporate stress and 

intonation in the synthesized speech. Changing the duration as per the prosodic rules, though 

problematic in the case of diphones, could be taken care of through appropriate technique like 

PSOLA. Those are true for the case of syllables also. The number of diphone units and also 

the syllable units increases very much to handle these issues. These problems can be tackled 

easily with the use of partnemes as the smallest units. Besides these, the potential 

disadvantage of the diphone approach is that discontinuities may appear right in the middle of 

vowels if the two abutting diphones do not reach the same vowel target. This type of problem 

may also occur in the case of partnemes. This has been taken care of in this investigation by 

generating some portion of the CV or VC transition. Introduction of stress also becomes very 

handy in the case of partneme by lengthening or shortening the CV transitory portion. So, 

handling the change of the fundamental frequency, duration and stress do not require storing 

extra signal units. 

 1.5.2 Concatenative Speech Synthesizer [42, 43, 45, 46, 48] 

Chapter 2 of the thesis describes the speech engine and the basic signal units i.e. the 

partnemes, in detail. The core concatenative approach, ESNOLA i.e., Epoch Synchronous 

Non Overlap Add technique is also described and a mathematical analysis of it is given. The 
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use of the same ESNOLA technique as a pitch modifier has also been shown in this chapter. 

Experimental results are presented [Chapter 2, pp. 83] showing that the pitch modification 

technique keeps the spectrum almost identical to the original one for up to ± one octave. 

Listening tests show the clarity and naturalness of the synthesized output speech. The main 

block diagram of the proposed speech synthesis system is given and described in this chapter. 

Basically the total speech synthesis system is the hybridization of the two separate units, one 

is the text preprocessing and corresponding rule base generation unit and other one is the 

low-level synthesizer unit, i.e. the actual synthesis unit. In the low-level synthesis unit, the 

speech is produced by taking the phoneme string along with information about intonation and 

prosody as input. The aforesaid information comes from the other unit, which is the high 

level part of the synthesizer. The sub units that build up the two units are also described in 

detail. A syllable-breaking algorithm is included in the chapter. The details of the partneme 

dictionary, how it is to be built up from the recorded signal is described here. We have also 

described here the recording process and what should be the utterances from where the signal 

dictionary is to be prepared. The method for amplitude normalization and pitch normalization 

of the signal unit is also described here. 

1.5.2.1 Transition Generation  

The problem of the spectral mismatch between the steady vowel and the vowel ends 

to CV or VC transitions in concatenative synthesis using partneme is also discussed in this 

chapter. It has been shown that the problem could be resolved by regenerating the transition 

from the given terminal pitch period at both ends by a linear approximation method. An 

attempt is also made to regenerate the whole transition by superposition using the same linear 

approximation method in the signal domain.  
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1.5.3 State Phase Analysis: A PDA/VDA Algorithm [44, 65] 

In chapter 3, the speech signals are analyzed using the state phase analysis method. In 

state phase method, some simple manipulations of the high dimensional trajectory matrix 

generated from the one dimensional time series representing the continuous speech signal 

provide a low dimensional parametric representation of the signal. This is a VDA (Voice 

Detection Algorithm) as well as a PDA (Pitch Detection Algorithm). The accuracy of 

performance of the algorithm as a VDA, which separates the signals into three types, quasi-

periodic, quasi-random and silence, is found to be 99%. The pitch values extracted by this 

method are compared with the pitch data obtained from four software, namely, Speech 

Analyzer, Wave Surfer, CSL model 4400 and PRAAT and the results are found to be similar. 

Finding out the fundamental frequency, (i.e. pitch of the speech signals) is necessary for the 

analysis of intonation pattern. The state phase analysis also provides some parameters that 

help to classify phonemes into three basic groups, low open vowels (group I: / , 

other vocalic segments (group II: /e/, /i/, /u/, /o/, /l/, /m/, and /n/) and purely quasi-random 

segments (group III: /s/ and /

�/, /a/, /æ/

S/). The recognition rate is found to be 91.1%. A guard-zone 

technique is also used here to improve the recognition rate from 91.1% to 97%. This 

classification helps to build up a synthesis by analysis rule that is also described in this 

chapter.  

It has also been shown in this chapter that using the ESNOLA technique in 

conjunction with the state phase analysis it is possible to build up an analysis-resynthesis 

system. In the proposed system a small subset of signal elements is extracted on-line from 

continuous speech at the input end using aforesaid PDA/VDA algorithm and are properly 

tagged whether it is silence part, or quasi-periodic part or quasi-random part of the sound 

signal. The signal elements that are taken at the voiced zone are perceptual-pitch-periods. For 

the other part of the sound signal, a suitable length of the signal is taken. These signals are 

 37



described by simply inserting two information bytes at the beginning of each element signal. 

The information of the no-of-samples of signal elements and no-of-periods to be generated in 

between the two consecutive signal elements are obtained from the information bytes. The 

regeneration is done using this information. The intervening signals are regenerated by linear 

estimation from the two consecutive signal elements. This analysis-resynthesis method 

induces a ten-fold information reduction by keeping the quality close to that of the original. 

1.5.4 Phonological Rule Base [54, 55] 

In speech synthesis, it is necessary to identify the sound units in every word to be 

converted to speech. This conversion of input text into linguistic representation at the time of 

input text preprocessing, i.e., text-to-phoneme or grapheme-to-phoneme conversion rules are 

given in chapter 4. These rules are proposed by the eminent linguists in this language. But 

these rules are not in the computer implementable form. For this, a computer implementable 

RDB (Rule Data Base) table is constructed from this set of rules. An algorithm is developed 

in this chapter to find the exact phonetic representation for a word in the input string from 

this RDB table. Given a set of rules, the proposed algorithm generates a forest of trees from 

the RDB table and traversing along the tree ultimately lead to the leaf node that points to the 

exact phonetic transcription for that particular word. The searching algorithm at the time of 

text processing is also described in this chapter. A set of words, which do not follow the 

grapheme to phoneme conversions rules, is also found out from an electronic Bengali 

dictionary of most frequently occurring 50,000 words. This set of words consists of an 

exception dictionary where the phonological transcriptions of them are kept. At the time of 

text processing, this exception dictionary is looked first for any match of the input word 

before entering into the forest search. The advantage of this proposed method is that the RDB 

table can be upgraded easily when a new rules or an exception has been found. The method 

of upgradation is user friendly and it does not need any knowledge of computer 
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programming. After the upgradation of the RDB table, the forest of tree will be upgraded 

automatically at the beginning of the text processing. We have also described the details of 

the Bengali phoneme set (all consonants and vowels) and their classification according to the 

place of articulation and manner in this chapter. 

1.5.5 Intonation [51, 52, 53] 

In chapter 5, the intonation patterns are studied for text reading in SCB for the 

development of the intonation rules to be used in text-to-speech synthesis. Intonation is one 

of the prosodic elements and its physical correlation is the changes in the pitch patterns in the 

course of utterances. Taking help from linguists, we have chosen 109 SCB sentences for the 

study of the intonation patterns. According to the linguists, the sentences represent the usual 

intonation patterns in text reading mode. The spoken sentences database consists of 184 

clauses/phrases, 669 words and 1409 syllables and it is a voice of a native female speaker. 

The state phase method is used to get the pitch patterns of the sentences. 

In general, the intonation-modeling problem can be broken down into two parts. First 

one is the identification of those pitch sweeps, which plays role in the communication 

(voluntary pitch movements), from those, which does not play a role in communication 

(involuntary pitch movements).  Second one is the search for the classes from the voluntary 

pitch movements. In the present study, the first part has been tackled initially by stylizing the 

pitch movement at the syllabic level by linear regression and later by using several psycho-

acoustical results obtained by many researchers. This type of modeling of intonation patterns, 

using the syllabic level stylization, is a new approach. 

For the second one, some assumptions have been made to further reduce the number 

of classes at the word level intonation patterns. Finally the sentence or clausal/phrasal 

intonation patterns are obtained from the word level patterns. 
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In the present study, we have tested which one of the syllabic level pitch movements 

is perceivable with the help of a well-known formula that is obtained after many psycho-

acoustic experiments by many researchers. To apply this formula, the pitch movements are 

converted into logarithmic unit from Hertz. Since, the syllabic pitch movements are replaced 

by straight line the syllabic patterns are either increasing (Rise = R) or decreasing (Fall = F). 

Among this syllabic pitch movements, which are not perceptible according to the psycho-

acoustical analysis, are termed as flat/null (N). This analysis finally expressed the syllabic 

pitch movements into R, F and N (RFN) patterns. Subsequently, the sentence level intonation 

pattern is the sequences of the word level patterns constituting the sentence. Intonation 

patterns for sentences are broken into clauses/phrases using declination reset. In the 

considered data set, total number of word level intonation patterns is found to be eight, of 

which only five patterns cover 99% of the words. 

A perception test has been done in order to validate the syllabic level RFN patterns. 

To change the intonation pattern by ESNOLA technique, detection of epochs are necessary. 

An epoch detection algorithm is also developed and described in this chapter. The perception 

experiment is conducted with 24 listeners to verify any perceptual differentiability between 

the new representation and the original intonation. For perception experiment, the original 

signals are re-synthesized according to the original pitch values such that the generated 

signals have the same intonation patterns as the original ones. This is done to bring a sort of 

timbre equivalence between the signals with original intonation and the modified ones. The 

detailed perception test results are presented in this chapter. The perception results show that 

with a confidence of around 95% of the informant level, the signals with original intonation 

and the modified ones were found to be perceptually identical. 
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The purpose of intonation modeling is to help generate naturally intonated speech 

output from the synthesizer. In this chapter, two methods, based on statistics, have been 

provided to introduce the obtained results into the synthesized speech. 

1.5.6 Study on Shimmer Jitter And Complexity Perturbation [47, 49, 50] 

Normal human voice is not perfectly periodic. Two successive pitch cycles do not 

produce exactly the same pressure waves. The variations are random in nature and occur for 

pitch, amplitude and complexity, referred to as jitter, shimmer and complexity perturbations 

respectively. The perceptual manifestation of these is the quality of sound. The study for 

finding out the values of shimmer, jitter and CP in the natural speech is thus necessary to 

make the synthesized speech signal to be more natural.  

The chapter 6 includes the studies on jitter, shimmer and complexity perturbation, the 

three non linear parameters present in the normal speech. The goal of the studies in this 

chapter is to get the optimum values of these three parameters so that after inclusion of these 

values in the synthesized speech would increase the quality and naturalness. For the studies, 

the signals of some non-sense utterances are collected from a native Bengali female speaker, 

the same voice that was used for the partnemes signal dictionary, in CVC form. The 

informant is a Standard Colloquial Bengali speaker. The study is conducted with the seven 

Bengali vowels (//, /a/, /Q/, /e/, /i/, /u/ and /o/) in conjunction with unvoiced non-aspirated 

plosives (/k/, /c/, /t /, /t/, /p/), one of the nasal murmurs /m/, the lateral (/l/) and the voiced 

sibilants /h/. The jitter, shimmer and CP for CV, VC and the steady states of the vowels are 

separately studied and their results are presented in this chapter. The variation of jitter, 

shimmer and CP obtained from different vowel signals, occurring in normal CVC syllables, 

shows characteristic patterns with respect to the position of tongue for the production of the 

vowels. The transitory region shows less jitter than the steady states. To study these three 

 41



parameters, period-by-period pitch detection is necessary. A PDA is also developed 

separately for this purpose. 

A perception test has been done among thirteen informants to get the range of jitter 

value that should be incorporated into the steady portion of the synthesized output speech to 

make it sound natural. The detailed procedure and results of this perception experiment are 

also presented in this chapter. The strong correlation of jitter with perceptual gradation of 

quality of vowels indicates that the increase in jitter value from 0% to 4% changes the output 

speech from robotic to hoarse. From the data obtained, a compromise range of jitter values 

between 1-1.5% have been found for vowels. The vowels are found to sound natural for these 

values. The information obtained in this chapter will be helpful to improve the quality of the 

output speech from the ESNOLA based synthesizer system. 

1.5.7 Conclusions and Scope for Further Work 

The concluding remarks with further scope for research are presented in chapter 7. 

Details of the signal files in the CD, attached with this thesis, are given in the Appendix A. 

The CD also contains the softcopy of the thesis. In the Appendix B, some of the Bengali 

sentences used for the analysis of intonation patterns (Chapter 5) are given. 
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Concatenative Synthesis Using 
Epoch Synchronous Non-Overlap 
Add (ESNOLA) Algorithm 
 
[42, 43, 45, 46, 48] 



2.0 Introduction 

Concatenative speech synthesis, one of the most successful approaches for 

synthesizing speech, uses pre-recorded speech units for building utterances. This chapter 

presents the core of a new concatenative TTS (Text-To-Speech) system for SCB (Standard 

Colloquial Bengali) using a new set of signal units in sub-phonemic level, namely, 

partnemes. The ESNOLA (Epoch Synchronous Non Overlapping Add) algorithm is formally 

developed for concatenation, regeneration as well as for pitch and duration (prosodic) 

modification. It may be noted that the prosody of the stored units is often not consistent with 

that of the target utterance and must be altered at the time of synthesis. Furthermore, several 

types of mismatches can occur at unit boundaries of the synthesized signal, which have to be 

properly truncated and matched. The problems related to combining signal units (such as 

prosody control, spectral mismatch) for producing natural speech output are analyzed and 

appropriate solutions are given in this chapter. ESNOLA (Epoch Synchronous Non-Overlap 

Add) technique is shown to preserve phonetic quality even when pitch is modified by an 

octave. The different operations of concatenation for producing unlimited set of proper 

utterances in Standard Colloquial Bengali (Bangla) are also included. Listening tests confirm 

that the new synthesis units yield synthetic speech with high intelligibility and naturalness. 

The advantages of a partneme-based synthesizer using the epoch synchronous method are 

also discussed. In this chapter we have given the full Bengali phoneme set along with their 

IPA symbols. Thus, this chapter is devoted to the basic design of the TTS system based on 

ESNOLA technique along with the description of the different units of the synthesizer system 

and their interdependencies. 

A concatenative TTS (Text-To-Speech) synthesis system produces synthesized 

speech, as specified by the input text, by conjoining the stored speech units. In any TTS 

system, the stored signal units and the prosody modification algorithm are the most important 
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factors to determine the quality of the synthetic speech produced [254]. In conventional 

concatenative systems, insufficient variations of speech unit cause artificial sounding speech. 

All existing prosody modification algorithms fail to produce natural speech if large amount of 

prosody modification is required [254]. To reduce quality degradation caused by prosody 

modification, a solution is to prepare several variations of relevant speech units by taking into 

account a large number of prosody variations. The basic assumption behind it is that the 

larger the number of synthesis units, the smaller the amount we require to use for prosody 

modification algorithm. The systems, using this model, have to store several variations of the 

same signal units for each dialect of language to handle prosody modification. For this more 

storage space is required than that for a flat system. Though memory space is not of major 

concern for existing computer systems, it is nevertheless a problem for an embedded system 

application. 

The choice of signal unit set for any concatenative synthesizer is the cornerstone for 

producing a good synthesized output, for retaining the natural sounding quality after prosodic 

modification, and for implementation in a portable system. This chapter presents a set of new 

speech synthesis units together with appropriate prosody modification procedures. Prosody 

modification is basically a pitch, amplitude and duration modification algorithms of speech. 

These contribute to develop a high-quality TTS system for SCB (Standard Colloquial 

Bengali).  

Since the advent of concatenative synthesis techniques for unlimited vocabulary, 

several kinds of synthesis units, such as, diphone, syllable, demi-syllable, phoneme, CV 

(Consonant-Vowel) sequence, VCV (Vowel-Consonant-Vowel) sequence, CVC (Consonant-

Vowel-Consonant) sequence, and tri-phone (context dependent phonemes) [29, 60, 73, 103, 

104, 112, 225, 229, 230, 265], have been proposed. These choices seem to be dictated by the 

demand of naturalness, size of the signal dictionary, ease and extent of manipulation and the 
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domain of use. As a general rule the naturalness and the size of the signal dictionary increase 

with the increase in the size of signal units. On the other hand ease and extent of 

manipulation seem to be better when the unit size is small. One of the challenges for the 

development of a synthesizer is to improve naturalness of acoustic quality in concatenative 

synthesis using small units, at least to the level of, if not better than, those using larger units.  

In the present system, partnemes i.e. part of the phonemes, which are, so far, believed to be 

the smallest units are being used as the signal units for the concatenation [42, 45]. It may be 

noted that the aim of speech synthesis is to attain a perceptually identity rather than an 

acoustic identity to natural speech. 

The different types of synthesis units have their own merits and demerits. Among the 

synthesis units, the sizes of databases for diphones, syllables or demi-syllables are 

uncomfortably large for unlimited speech. A well-known synthesis technique, which is based 

on pitch synchronous waveform processing and uses diphones as synthesis units, is TD-

PSOLA [189]. Although TD-PSOLA provides good quality speech synthesis, its limitation 

lies in spectral mismatch at segmental boundaries and tonal quality degradation when 

prosodic modifications are applied on the acoustic units [252]. This technique has a relatively 

narrow range of prosody modification wherein naturalness is retained; speech distortion is 

evident if prosody modification is large. MBROLA [82] tries to overcome the TD-PSOLA 

concatenation problems by re-synthesizing voiced parts with constant phase and constant 

pitch. This artificial processing produces buzz in the output signals. Some sinusoidal models 

[61, 170] perform concatenation by making use of glottal closure instants. Often what they 

care most about is a very precise estimate of pitch. In some systems the quality of the output 

signal is poor because of phase mismatch at segment boundaries. But some more successful 

systems do not have problems with phase mismatch at segment boundaries. 
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The current chapter presents the core of the concatenative speech synthesis system 

and a time scale modification technique for the SCB (Standard Colloquial Bengali) using 

ESNOLA technique. ESNOLA algorithm is based on the result that the phonetic quality 

including speaker’s identity remains almost intact in case of sonorants if the first part of the 

signal corresponding to that of the glottal period [66] (i.e. the signal starting from the epoch 

position) is retained. This chapter presents the ESNOLA framework, its mathematical 

analysis and analytical results, in detail. The primary need in building the segment dictionary 

for concatenative synthesis is to record natural speech so that all used units in all possible 

contexts (allophones) are included. The speech inventories used in our technique are sub 

phonemic by their character and are termed as partnemes. Partneme signifies part of a 

phoneme. We have also presented the speech signal inventory used in the speech synthesis, 

their organization and methods for their preparation. The discussion on the supremacy of the 

ESNOLA over the existing concatenative synthesizers is also presented in section 2.5. 

2.1 Basic Working Principle of the Proposed Synthesizer 

Any TTS system broadly has two basic units, (a) A language processing unit for the 

input text analysis at the front end and (b) A signal processing unit, that takes care of proper 

concatenations of the basic units and at the same time modifying them, if necessary, to 

incorporate pitch, duration and amplitude changes. Both the parts are important for the 

production of synthesized speech of good quality. 

In this technique, the text to be synthesized is first pre-processed. Text preprocessing 

is a language dependent problem and complex in nature [245]. The preprocessing deals with 

the numerals, abbreviations and acronyms present in the text. These are converted into text 

form. In Bengali texts, the uses of abbreviations or acronyms are not abundant. The 

abbreviations are generally followed by a ‘dot’ and rarely followed by a colon. Since in 

Bengali, dots are not used for punctuation its presence is an indicator that the preceding group 
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of characters is an abbreviation. The conversion to the text then is a simple look up operation 

in the table consisting of the abbreviations and corresponding full forms. The other problem 

in preprocessing is with numerals. These are not normally read digit by digit. Instead they are 

generally converted into a corresponding set of words, e.g., the sequence of digits 1,25,336 

(1,25,336) will be read as /Qk lokkHo p‰cish hazar tinso cHottris/ . The commas in the digit 

strings indicate different units like /lo  (lakh), /hajar/ (thousand), /sato/ (hundred) etc. 

The scanning and conversion of these are very simple. 

kkHo/

The next step is to convert the input grapheme string into the corresponding linguistic 

or phoneme representations. In a language, the grapheme form of a word does not always 

follow exactly the indicated phoneme at the time of its pronunciation. These mappings are 

not only language specific but also depend on the dialects present in the particular language. 

These deviations from the standard pronunciation of a word are guided by the phonological 

rules of the particular dialect for a language. Thus, to get the natural speech i.e., to synthesize 

the usual pronunciations of a word for a particular dialect, proper grapheme to phoneme 

conversion is required. This grapheme to phoneme conversion requires the comprehensive set 

of phonological rules for the particular selected dialect as every dialect has its own 

phonology. Phonology of Bengali has a large number of rules and corresponding exceptions. 

However to imitate natural speech one must not compromise phonetic clarity of output 

speech. The details of phonological rules and a method of their incorporation at the time of 

text processing are discussed in chapter 4. 

There are many aspects of naturalness. One is the acoustic quality. Another is the 

prosody. For the acoustic quality, attention must be paid to the signal dictionary and to the 

random perturbations associated with quasi-periodic parts of the speech signal (Chapter 7). 

The structure of the signal dictionary, used in the present synthesizer system, has been 

discussed in the next section of this chapter. For the introduction of prosody it is necessary to 
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develop a set of rules for supra-segmental i.e. intonation and prosodic rules for the particular 

language. For a TTS system, one of the major problems is that of finding the rules for 

appropriate intonation, stress, duration and amplitude profile from the written text. Their 

physical correlates are fundamental frequency, segmental duration, and energy, whereas, 

melody, rhythm and emphasis respectively are their perceptual associations. In human 

speech, the prosody depends not only on its words, but also on its intended meaning (i.e., 

whether it is neutral, imperative or interrogative), its intended audience, emotion (anger, 

happiness or sadness etc.) or physical (sex and age) state of the speaker, and many other 

factors. Many of these factors are present even in normal reading, because a human being 

generally interprets and understands the text that they are reading out. Thus, a TTS system 

will perform as well as humans only when it too can understand the input text, using some 

form of artificial intelligence. This kind of analysis of text is beyond the scope of the present 

thesis. The details of finding out the intonation rules for normal text readings will be 

discussed in chapter 5. In the present thesis we did not study the durational rules for the 

Bengali syllables. But if the durational rules are available, the system has the capability to 

incorporate them in the synthesized speech. Introduction of stress can be easily accomplished 

by proper adjustment of the intonation patterns themselves. 

The basic synthesis engine for concatenative synthesis, as envisaged here, is 

concerned with the production of continuous speech signal by concatenating appropriate 

signal elements in the signal dictionary after due transformations dictated by the rules of 

prosody, random perturbations i.e. shimmer, jitter and complexity perturbation. Detailed 

discussions on the shimmer, jitter and complexity perturbation is presented in chapter 6. The 

signal processing unit has used the ESNOLA technique in the present system. 
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2.2 Partneme: The Sub-Phonemic Signal Inventory for Concatenative 
Synthesis 

It has already been discussed before that for the production of high quality 

synthesized output speech, both for flat as well as broad range prosodic modification, the 

choice of speech inventory constituting the signal dictionary plays an important role. In 

general, our speech inventory is chosen keeping the following criteria in view: 

1) Number of units should be small. 

2) The definition of the units in signal space should be precise. 

3) Average size of a unit should be small. 

4) The units should either contain all necessary co-articulatory and anticipatory 

influences in the signal domain or have the possibility of creating them easily during 

synthesis. 

5) The units leave scope of modification of signal during synthesis to 

accommodate the demands of supra-segmental features. 

In this context the two most popular candidates are phonemes and diphones. 

Phonemes have been the smallest units of spoken language used by the linguists for centuries. 

Their numbers are also the smallest in any language. From the point of view of production 

and perception they are very well defined. However, in the signal domain their definitions are 

vague and imprecise. Except for sibilants and un-aspirated intermittents, a consonant does not 

have a well-defined boundary in the signal domain. For example an aspirated plosive has a 

small segment after plosion, which is really a part of the consonant. But it also represents the 

anticipatory influence of the following vowel and thus is referred to as aperiodic transition. 

For all vocalic phonemes, except nasal murmurs, a phoneme is not a single consistent 

phenomenon. It has a nucleus whose boundary is fuzzy but has a nature of its own. 

Additionally, it has parts, which bear strong influence of the contiguous phonemes. Their 

presence can be ignored neither in terms of production nor in terms of perception. Though 
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they play extremely important role in perception of speech, they have no existence in the list 

of phonemes. 

Diphones are considered to be one of the most promising candidates for concatenative 

synthesis [189]. They have well defined boundaries, though not minimal in size in signal 

domain. The set of diphones is complete for the production of continuous speech with 

unlimited vocabulary. However it is not economic in the sense that many portions of a signal 

are repetitive resulting in an unnecessary increase in the size of signal dictionary. One such 

example is that for a particular C and all Vs the C is repeated and usually the segment length 

for the C is of the same order as that of the rest of the signal. Furthermore, all possible 

consonant clusters are included in the dictionary, which, as we shall see later, is avoidable. 

This also lends to the increase of the size of the dictionary. In this set up, at the time of 

introduction of intonation and prosody, an additional complication is introduced to detect the 

vocalic portion of the signal as against the non-vocalic region. 

Some of the limitations mentioned above, we have chosen “partnemes”, which are 

sub-phonemic by their nature, as the speech inventory. For deciding on the inventory of the 

signal dictionary we assume that the speech signal may be generally divided into two groups 

without any loss of clarity or significant loss of naturalness, in synthetic speech. The first 

groups are those, which have their own separate identity. These are the segments 

corresponding to the phonemes. The other groups represent the co-articulation between 

adjacent phonemes, like CV, VC and VV etc. According to this approach, the continuous 

speech signal is considered to consist of partnemes only as phonemes have no precise 

boundary. It must be noticed that even the phonetic quality of the phonemes are not the same 

even for the same speaker. They are also highly dependent on the context, mood, etc. The co-

articulatory and anticipatory influences are known to occur with distant phoneme event. 

However, such exactitude is not considered at the present level of speech synthesis and 
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therefore we shall assume that representative partnemes would be quite sufficient for almost 

natural quality of synthetic speech. Considering all these, a different set of basic speech units 

called partnemes (i.e. part of a phoneme) is used here.  Partnemes include identifiable 

portions unique for phonemes as well as the segments representing co-articulation. The set of 

partnemes is divided into two sub-groups. The first group consists of the segments of 

occlusion or voice-bar along with the plosion or affrication, sibilants, semivowels and 

diphthongs etc. and a single perceptual-pitch-period for the steady vocalic regions like 

nucleus vowel, nasal murmurs and laterals. The second group has all CV, VC, and VV co-

articulatory regions. It may be noticed that though VOT (Voice Onset Time) is an integral 

part of the plosives and affricates, it is not included in the consonantal parts for these 

phonemes. This is because during the VOT, particularly for aspirated counterpart of these 

phonemes with long VOT, strong co-articulatory influences of the succeeding vowels are 

manifested in terms of aperiodic transitions. It is therefore, judicious to keep them in the 

corresponding CV transitions.  

The plosives and affricates can be broken down into two acoustical subdivisions as: 

 

Plosive            Occlusion/Voice-bar  +  Plosion
Affricate         Occlusion/Voice-bar  +  Affrication 

 

The segments corresponding to this group are taken from the starting of the occlusion 

to the completion of the release of closure. It may be noted here that even for the aspirated 

counterparts of these phonemes, this definition holds good. As already mentioned, the 

aspirated portion is considered as a part of the CV transition. 

Figures 2.1 to 2.6 show the consonants  /k/, /kh/, /g/, /gh/, /c/ and /ch/ respectively 

according to aforesaid definition. Each figure has two parts, the upper portion shows the time 

domain representation of the respective consonant and the lower part is its spectrographic 

representation. In these figures, for the time domain representation, the sample values are 
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plotted along Y-axis and for the spectrographic representation, the frequencies in kilo Hertz 

unit are plotted along Y-axis. In all cases, times in second are plotted along X-axis. The 

occlusion or the voice bar and the burst portions are indicated clearly in each figure. 

 
Figure 2.1: Consonant /k/: the upper part represents the signal and the lower one is its 

spectrographic representation. 

 
Figure 2.2: Consonant /kh/: the upper part represents the signal and the lower one is its 

spectrographic representation. 
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Figure 2.3: Consonant /g/: the upper part represents the signal and the lower one is its 

spectrographic representation. 

 

 
Figure 2.4: Consonant /gh/: the upper part represents the signal and the lower one is its 

spectrographic representation. 

 54 
 



 
Figure 2.5: Consonant /c/: the upper part represents the signal and the lower one is its 

spectrographic representation. 

 

 
Figure 2.6: Consonant /ch/: the upper part represents the signal and the lower one is its 

spectrographic representation. 

The other elements of the first group are sibilants, trills, semi vowels and dipthongs. 

These are easily and unambiguously identifiable. Signal corresponds to the complete 

consonantal parts of the phonemes of largest possible duration. These form the comparatively 

longer units of the dictionary. 

Figures 2.7 and 2.8 show the consonants /h/ and /s/ respectively. Similar as in the 

above pictorial representations of the consonants, each figure has two parts. 
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Figure 2.7: Consonant /h/: the upper part represents the signal and the lower one is its 

spectrographic representation. 

 
Figure 2.8: Consonant /s/: the upper part represents the signal and the lower one is its 

spectrographic representation. 

Other members of the first group are the vowels, nasal murmur and laterals. For each 

of the vowels, only a single perceptual-pitch-period from the steady state of each of the 

vocalic portion is kept as segment for the signal dictionary. Signals corresponding to the 

complete consonantal parts of the steady portion of the phonemes of largest possible duration 

are kept for the nasal murmur and laterals. Figure 2.9 shows the lateral /l/ and its 

spectrographic representation. For all the vowels only a single perceptual-pitch-period from 
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the steady state of each of the vocalic portions is kept as segment for the signal dictionary. 

The figure 2.10 shows the PPP (Perceptual Pitch Period) for the vowel /Q / in between two 

vertical lines. The definition of epoch points and Perceptual Pitch Period have been provided 

in the later section 2.4. 

 
Figure 2.9: Consonant /l/: the upper part represents the signal and the lower one is its 

spectrographic representation. 
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Figure 2.10: Perceptual-Pitch-Period (PPP) for the vowel /Q / 

The segment corresponding to the transition class can be thought of as the 

intermediate part between the aforesaid identifiable parts of the consecutive interacting 
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phonemes and are the elements of the group 2. These consist of i) all CV transitions, ii) all 

VC transitions and iii) all VV transitions. The segments under group (i) start from the point 

where release of the occlusion is complete upto the beginning of the steady state of the 

vowel, where the coarticulation effect is just stabilized. The segments under group (ii) are 

extracted in the reverse way i.e from the end of steady state of the vowel part upto the 

beginning of a consonant. The segments corresponding to group (iii) start from the end of the 

steady state of the preceeding vowel upto the begining of that of the following vowel. 

The figure 2.11 shows the signal and its spectrographic representation for /ge/. The 

figure clearly shows the CV, VC and steady V regions along with the voice bar and burst for 

the consonant /g/. 

 
Figure 2.11: Signal /ge/: the upper part represents the signal and the lower one is its 

spectrographic representation. 

2.3 Partneme Based Synthesizer System 

Figure 2.12 below gives the schematic diagram of the proposed partneme based TTS 

(Text To Speech) synthesis system. The whole system consists of two main blocks, block A, 

the high level part of the synthesizer and block B the low-level synthesizer. Block A is 

consisting of the units for the language processing. It may be noted here that the structure of 

this part may differ for different languages. The units constituting the block B are for the 
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purpose of signal processing.  The block B actually generates synthesized speech after getting 

language dependent information corresponding to the input text. 

Figure 2.12:  Schematic Diagram of Partneme-based Synthesizer 
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The block A consists of a text input device, a text analyzer, an NLP unit and a unit for 

phonological, prosodic and intonational rule bases. It may be noted here that though the NLP 

(Natural Language Processing) unit has been shown in the present system, the development 

of this unit is not a part of the present thesis and it is beyond the purview of the present work. 

The information, which is expected from the NLP unit, has been tagged with the input text to 

test the performance of the present system. The input text, essentially a string of characters 

corresponding to the Bengali grapheme string, may be data from a word processor, standard 

ASCII from e-mail, a mobile text message or a scanned text from newspapers. After 

preprocessing the input text for the numerals and acronyms, the next job for the text analyzer 

is to analyze the input grapheme string and convert the grapheme string into the 

corresponding ASCII string according to tables 2.1, 2.2 and 2.3. Thus the text analyzer in 

block A is basically a grapheme to ASCII string converter with some added features. 
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The output of the text analyzer is a string of ASCII representation of Bengali 

grapheme [tables 2.1, 2.2 and 2.3] with some additional information, such as the word 

number, syllable number and special emphasis, if any, in the input text. This additional 

information is required to get the respective rules for intonation, duration and stress for the 

input text. The word number, syllable number and the special emphasis, if any, in the input 

text are fed into the NLP unit along with the ASCII string. The NLP unit then analyzes the 

ASCII string for parts of speech and for clausal/phrasal boundaries. It may be mentioned here 

that in the present practical situation, the parts of speech and clausal/phrasal boundaries 

information are tagged manually in the input text. After getting all this information, the unit 

for phonological, intonational and prosodic rule bases generates corresponding rules for 

intonation, duration and stress. The phonemic string bus is the output from the NLP unit, and 

the corresponding prosodic and intonational rule buses are the output from the unit of 

phonological, intonational and prosodic rule bases. All these are fed into the speech engine 

unit in block B for the synthesized output speech corresponding to the input text. 

After getting the phonemic string and the corresponding language dependent rules 

from block A, the speech engine generates the necessary tokens for partnemes. The details of 

the token generation method would be discussed in a later section 2.7. After taking the 

required partnemes from the partneme dictionary, the concatenation and signal processing 

tasks, as dictated by the rule buses, are done using the ESNOLA method to produce 

synthesized output. 

2.3.1 Signal Units Representation 

The performance of a synthesizer depends on, to some extent, the method of 

representing the smallest units at the time of storing them electronically in the computer. In 

the present case, the smallest speech signal units are partnemes. The partneme representation 

should be such that the computer can process it easily at the time of synthesis. One such 
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representation is ASCII (American Standard Code for Information Interchange) characters 

since ASCII code is standardized to facilitate transmitting text between computers or between 

a computer and a peripheral device.  

  In the present system, partnemes are represented by some combinations of the ASCII 

characters while storing them in computer, and are kept in Windows “wav” format. The 

tables 2.1, 2.2 and 2.3 show the three-character, two-character and one-character 

representations (ASCII representation) of the Bengali consonants, vowels and semi-vowels 

with their IPA notations. This set of phonemes is used in the present synthesis system for the 

generation of unlimited vocabulary. The ASCII representations are used in the ESNOLA 

speech synthesis system for the token generation. The co-articulatory representations between 

two phonemes are expressed simply by the combination of the two strings used to represent 

the two phonemes, e.g., if one phoneme is represented by the string X and another is 

represented by the string Y, then the co-articulatory representation between the two phoneme 

would be simply XY. Here, X and Y might be one, two or three character representations of 

the Bengali phonemes. In the tables, the dashes mean that those kinds of phonemes are not 

present in SCB [38]. All phonemes in SCB can be represented by one, two and three 

character representations. 

 

 61 
 



  Unvoiced &   
Un - aspirated   

Unvoiced &  
Aspirated 

Voiced & 
Un-aspirated 

Voiced &   
Aspirated   Nasal   

  IPA  ASCII   IPA ASCII IPA ASCII IPA ASCII   IPA   ASCII 

Velar   
Plosive   /k/   K   /k h /  KH  /g/  G  /g h/  GH   / N /   NG  

Palatal   
Affricate   / t S /   C   / t S H /  CH  / d z /  J  / dzH /  JH   / ̃  /   N1  

Al veolar   
Retroflexed   

Plosive   
/ t  /   T0   / t H /  TH0  / d  /  D0  / d H /  DH0   -   -  

Alveolar   
Plosive   -   -   -   -  -  -  -  -   / n /   N0  

Dental   
Plosive   /t/   T   /t H /  TH  /d/  D  /d H /  DH   /n/   N  

Labial   
Plosive   /p/   P   /p H /  PH  /b/  B  /b H /  BH   /m/   M  

Trill   -   -   -   -  /r/  R  -  -   -   -  

Trill   
Retroflexed   -   -   -   -  / r  /  R0  / r H /  RH0   -   -  

Lateral   -   -   -   -  /l/  L  -  -   -   -  

Sibilant  
Alveolar   / s /   S1   -   -  -  -  -  -   -   -  

Sibilant   
Dental   / S /   S   -   -  -  -  -  -   -   -  

Sibilant   
Palatal   /  /   SH   -   -  -  -  -  -   -   -  

Sibilant   
Glottal   -   -   /h/   H  -  -  -  -   -   -  

 

Table 2.1: Three-character, two-character and one-character representation of consonantal 
phonemes and their IPA notations. 
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Back Central Front 
  

Nasal Non-
nasal Nasal Non-

nasal Nasal Non-
nasal 

IPA /ƒ/ /u/ - - /…/ /i/ 
High 

ASCII U0 U - - I0 I 

IPA /„/ /o/ - - /†/ /e/ 
Middle

ASCII O0 O - - E0 E 

IPA /ˆ/ /a/ /‰/ // /‡/ /Q/ 
Low 

ASCII AA0 AA A0 A EE0 EE 
Table 2.2: Three-character, two-character and one-character representation of Bengali 

vowels and their IPA notations. 

IPA /y/ /w/ /j/ 
Semi-vowels/Glides ASCII Y W j0 

Table 2.3: Three-character, two-character and one-character representation of Bengali semi-
vowels and their IPA notations. 

Another representation of the phoneme set could be the ISCII representation. In ISCII 

representation, the grapheme sets used in Indian languages are mapped into the ASCII 

character set having the values in between 128 to 255. This type of representation would be 

very helpful for developing the synthesizer in the major Indian languages. For this kind of 

representation, the users would be able to enter the text in the script of the language of their 

own. Another type of representation for the phoneme set might be the UNICODE, a standard 

developed by the Unicode Consortium, that governs character encoding and provides a 16-bit 

extensible international character coding system for information processing that covers the 

world’s major languages. The Unicode 2.1 standard defines encoding for approximately 

40,000 characters, and work is ongoing to define encoding for additional characters.  
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2.3.2 Word Number Bus: Word Segmentation 

One of the information buses resulting from the text analyzer unit, after analyzing the 

input text, is the word number bus. Word boundary detection from text is a relatively simpler 

task for Bengali. These are indicated by the presence of a space character or one of the 

punctuation marks like stop, comma, semi-colon, colon, question mark, exclamation mark 

and double quotation. The apostrophe marker is not a word boundary marker. 

 The word number, i.e. the position of a word in a sentence is important for the 

introduction of the intonation in the synthesized speech. The general tendency of the voice 

sound is to begin with a moderate pitch value and lower the median pitch line during the 

sentence. This goes up to a syntactic boundary, like phrase, clause or the end of the sentence 

[205]. Thereafter, the pitch value again resets to a moderate higher value and the process 

repeats. This lowering of pitch during continuous speech is called declination and the reset of 

pitch at the syntactic boundaries is called the declination reset. To introduce the declination 

over the pitch contour within a sentence the knowledge of the word position is necessary. The 

position of the declination reset point of the pitch contour is obtained by finding the sentential 

or clausal/phrasal boundary from the written text. Sentence end is indicated by well defined 

punctuation marks like stop, question mark etc and clausal or phrasal boundary is indicated 

by the punctuation mark comma, semi-colon etc present in the input text. 

2.3.3 Syllable Number Bus: Syllable Breaking Algorithm 

Another output of the text analyzer is the syllable number bus for a word of the input 

text. This syllable marking of a word is necessary for the introduction of intonation and 

prosody in the word level. The word intonation pattern (chapter 5) signifies the syllabic level 

intonation pattern. So, the variation of the pitch in the word level is accomplished by 

introducing the variation in the syllabic level. Also, the prosodic variation due to duration is 
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based on knowing the syllable markers for a word. Thus for making the output synthesized 

speech more natural, syllable marker is one of the most important parameters. 

In a language, words are nothing but a string of the combination of consonants (C) 

and vowels (V). To automate the process of getting the syllable positions of a word in 

Bengali, the following algorithm is developed. For the purpose of syllabification semi-vowels 

are considered as consonants. 

1. If there is a consonant-consonant cluster …XXVCCVXX… in a word (here ‘X’ is 

either C or V), then first break the CC cluster and apply the rule 4 for both the parts. 

2. If there is a vowel-vowel cluster …XXCVVCXX…  in a word (here ‘X’ is either C or 

V) then first break the VV cluster and apply the rule 4 for the first part and rule 5 for 

the second part. 

3. If the vowel-vowel clustering is at the beginning of the word like VVCVCV… then 

the cluster VV should be treated as a separate syllable and restart the process for the 

remaining portion of the string. 

4. If the word is a CVCV… chain, then simply break it in the units CV, CV, … and 

mark them by 1, 2, … 

5. If the word is starting with a vowel (V), like VCVCV… then first treat V as a first 

syllable and then apply rule 1. 

This algorithm was applied to a set of 5000 Bengali words and no misclassification 

was found. 

2.3.4 Special Emphasis Bus 

The fourth information, given by the text analyzer unit, is the special emphasis bus. It 

gives the indication, if there were any special emphasis that has to be given in the synthesized 

speech. Getting the information from the input text string about the special emphasis is not an 

easy task. For this only the syntactic analysis is not sufficient. Some sort of semantic analysis 
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is necessary to get this information from the written text. The semantic analysis is beyond the 

scope of the present thesis. In the proposed system, to put emphasis in the synthesized 

speech, diacritical markers are introduced into the written text where special emphasis has to 

be given.  

2.3.5 Natural Language Processing (NLP) Unit 

NLP (Natural Language Processing) is an important part of a TTS system. It is the 

part that can find out the clauses, phrases, and parts of speech from the given text input. The 

output from this drives the phonological, and prosodic rules unit. As we shall see in later 

relevant chapters that while clause and phrase boundaries need to be known in the context of 

prosodic and intonational rules (Chapter 5), the parts-of-speech tags are often required by the 

phonological rules (Chapter 4). 

The NLP is altogether a separate and vast area of language research and analysis 

technique in text form. Thus, no attempt has been made for the development of this unit. For 

the present work, the input text is manually tagged for the necessary information those are 

expected from this NLP unit. 

2.4 Speech Engine: The ESNOLA Technique 

The units, described in the above section 2.2, constitute the high level part of the 

synthesizer. They do the language processing job for the synthesizer. The units constituting 

block B are for the signal processing work. These are the speech engine and the signal 

dictionary. It may be noted that speech engine unit and the signal dictionary unit are different 

for different types of synthesizers. In the present case ESNOLA technique is used for 

synthesizing the input text using partnemes as the basic signal units. 

 66 
 



2.4.1 Epoch Synchronous Non Overlap Add (ESNOLA) Technique 

ESNOLA, the synthesis technique described here, allows prerecorded voiced speech 

signal samples to be smoothly concatenated and at the same time it provides good control 

over pitch and duration. From the algorithmic point of view, this is a windowing technique 

that can modify the signal as well as can regenerate some portion of the signal in between 

two given voiced segments (section 2.6). The novelty of this windowing process is the way of 

placing of the window on the signal. Each time the windowing begins from the epoch 

position of the signal.  

A. Epoch Points for Voiced Speech Signals and Perceptual Pitch Period (PPP) 

The quasi-periodic vibration of the vocal folds is the source for generation of the 

voiced speech. An air pressure difference is created across the closed vocal folds by 

contraction of the chest and/or diaphragm muscles. When the pressure difference becomes 

sufficiently large, the vocal folds are forced apart and air begins to flow through the glottis; 

this is the abduction phase of the glottal cycle. When the pressure difference between the sub-

glottal and supra-glottal passages is sufficiently reduced, airflow begins to reduce and the 

glottis begins to close. This is the adduction phase of the glottal cycle. It is observed that the 

adduction occurs more rapidly than abduction. The glottis quickly closes, resulting in the 

closed phase of the glottal cycle. The figure 2.13 shows a modeled glottal volume velocity 

function. It is to be noted that the actual excitation of the vocal tract is generated by the 

pressure changes associated with the cyclic variation in volume velocity. The shape of the 

pressure variation function is similar to the volume velocity function as shown in the figure. 

Pressure increases during the abduction phase, drops sharply during the adduction phase, and 

returns to zero during the closed phase of each glottal cycle. These phases are clearly shown 

in the figure 2.13.  

 67 
 



Figure 2.13: A Modeled Glottal Volume Velocity Function 

The glottal pressure pulses are responsible for generation of voiced speech. In glottal 

pulses, the positive rate of change of pressure corresponds to abduction of vocal folds 

whereas negative change corresponds to the adduction of vocal folds. The maximum of slope 

of the first one occurs at the epoch positions where the major excitation of the glottal pulses 

coincides [7] for the voiced speech signal. Each of the glottal pulse acts as an impulse and the 

air column in the oral-nasal cavities begins to oscillate. The oscillation dies down 

exponentially during the adduction phase of the vocal folds. In normal voice, the next pulse 

appears before the oscillation died out. This produces the voiced speech signal (figure 2.14). 

It may be noted here that if the next glottal pulse starts before the previous pulse has decayed 

sufficiently, the voice will be breathy. Otherwise, if the next pulse starts after the previous 

glottal pulse has decayed, then the voice will be creaky. 

 
Figure 2.14: Vowel /Q/ As an Example of Voiced Speech Signal 

The figure 2.15(a) shows the time plot of the vowel /Q/ for four consecutive pitch 

periods (shown as “Signal” in figure), the time plot of the absolute values of the same (shown 

as “abs(Signal)” in figure) and time plot of the sequence (shown as “Envelope” in figure) 

defined as below: 
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A new sequence x(n) is constructed from the sequence y(n), representing the speech 

signal, such that 

     xi  =  |yi|.                 

Now, to get the envelop, the sequence x(n) is modified in the following way: 

 xi  =  xi    if xi > (xi-1)*C 

      =   (xi-1)*C               if xi ≤ (xi-1)*C. 

The modified sequence x(n) is the envelope, C is the time constant and in the present 

case its value is 0.98. 

The aim to calculate the envelope over the voiced speech signal is to get the parts of 

speech signal that corresponds to the decaying portions of the glottal pulses. For this, analysis 

similar to the full-wave rectifier circuit of ac current has been done here. The figure 2.15(b) 

shows the time plots of the three sequences for a single pitch period. In the figures 2.15(a) 

and 2.15(b), the “Envelope” plots corresponds to the smooth rectified version of the speech 

signal. The fluctuation of amplitude within a period can be seen easily within a period. Now, 

we define epoch point as the point of zero crossing closest to the minima of envelope. When 

the zero crossing near to the minima is not obtained, we take the minima point as an 

approximation to the epoch point [42]. 

In the figure 2.15(a), we have shown the epoch positions in a portion of the speech 

signal for the vowel /Q /. The four vertical lines are passing through the epoch points in the 

segment of the signal.  

For any periodic signal, any portion equal to the pitch period if repeated would have 

the same timbre quality. However for voiced speech, if a portion of the signal significantly 

smaller than a pitch period is repeated may produce different phonetic quality. However, if 

the beginning of such a period coincides with the epoch point, defined above, the phonetic 

 69 
 



quality is retained [64]. This particular period of a speech signal is named here as PPP 

(Perceptual Pitch Period). 

In the figures 2.15(a) and 2.15(b), the vertical lines pass through the epoch points and 

the pitch periods in between two consecutive epoch positions represents the PPP’s 

(Perceptual Pitch Periods). 
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Figure 2.15(a): Vowel /Q / and Epoch Positions (Repetition of Figure 2.10) 
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Figure 2.15(b): A single PPP for Vowel / / and Epoch Positions Q
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B. ESNOLA Framework 

The ESNOLA synthesis scheme involves three steps. These are (1) generation of 

short-time signals from original speech waveform, (2) epoch synchronous modification 

brought to the short-term signals, and finally, (3) the synthesis by the concatenation of the 

modified signals. These three steps are described below. 

1) Generation of Short-Time (ST) Signals 

Let  be the digitized speech waveform and let  m = 1, 2, … represent the 

successive epoch positions in the signal. The intermediate representation of  is a 

sequence of short-time (ST) signals , defined by 

 =  for 

x(t) me :

x(t)

)t(x n
m

)t(x n
m pT)(t)x(tw p −  nTt0 <≤  … … … (2.1) 

Here, (t)w p  = )1/α(  for positive integers p, n such that the value of p runs from 1 to 

n for each ST signal and α is an empirically chosen constant and it is greater than 0. T is the 

time interval between epoch positions 1

1-p

me −  and me .  In the equation 2.1, the value of p is 1 

for the range Tt0 <≤ , the value of p is 2 for the range T2tT <≤ ,… the value of p is n for 

the range nTt1)T(n <≤−  The physical implication of equation 2.1 is that the mth ST signal 

for the  o

th an

 by the factor  with increasing 

value of p. Th ngth of the ST n s on t u

 mth ch points of the original signal constituted f n numbers of intermediate 

signals, constructed from the same PPP (Perceptual Pitch Period) in between (m-1)

epo

d mth 

epoch points, but each time the amplitude is diminished  1-p)1/α(

e le  signal depe d he val e of n.  
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Figure 2.16: Epoch Positions Indicated by Arrorws 

The figure 2.16 shows the three consecutive epoch positions and let we denote the 

three as e1, e2, and e3 from left to right. Figure 2.17 shows the ST signal for the epoch e1

the original signal. The ST signal is for n = 3 and α = 4. The ST signal constitute of

generated signal. The part of the signal, left to the left vertical line is for p = 1, that in 

ween the two ver

 of 

 three 

bet  3. It is to be noted 

that the num

tical line is for p = 2 and the right most one is for p =

ber of generated ST signals is equal to the number of epoch points in the original 

signal. 
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Figure 2.17: ST Signal for e1 in Figure 2.16 for n = 3 and α = 4  

It is obvious that if α is chosen a large value, then the amplitude of the generated 

signals for p > 1 become negligibly small. The effect of it in the synthesized signal would be 

like that a glottal pulse is generated much after the dying down of the previous glottal pulse. 

This condition would create a creaky voice. Similar, if the value of α is much lower, then the 

effect of it in the synthesized signal would be like that a glottal pulse is generated much 

before the dying down of the previous one. Thus, this will create a breathy voice. Empirically 

the value of α is obtained 0.25 for the production of good synthesized output. 

From this ST signal, the smallest pitch that can be generated is 

nT
1

mf = . 

Each Short-Time signal is generated for the production of a single PPP of the 

synthesized speech signal. The value of n depends on the required pitch value of the 

synthesized signal. After generating the ST signal for a particular epoch points of the original 

signal, all the parameters are being reset and we shift to the next epoch point for the 

generation of ST signal for that. 

The next step in the ESNOLA is described below. 
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2) Epoch Synchronous Modification (ESM) of Short-Time signals:  

Epoch synchronous modification of  is described below. )t(x n
m

During pitch modification, the stream of Short-Time signals is converted into 

modified stream of synthesized signals by placing a window appropriately and giving rise to 

a new set of epoch marks . Let { : m = 1, 2, …} denote the epoch positions of the 

synthesized speech signal. The algorithm works out a mapping f: { : m = 1, 2, …} → 

{ : m = 1, 2, …} between original and synthesized epoch marks such that the time 

difference between two consecutive epochs equals the corresponding synthesis pitch period. 

The modified stream of synthesized signals can be represented as: 

)t(x n
m

ms e ms e

me

ms e

(t)(t)xw(t)x n
m

n
mms =   … … … (2.2) 

In the above equation, the left side represents the synthesized speech signal for the mth 

ST-signal and  represents the window function for it. Note that this window is defined 

for every t less than or equal to the modified pitch period and it is zero beyond the pitch 

period. Selection of 

)t(w n
m

(t)w n
m and its consequence on are described below. (t)xms

3. Mathematical Analysis of Windowing Processes 

a. Bell Function 

The fundamental window function that may be used for ESM is the Bell Window 

(Hanning Window) function, which is defined below. 

)]T
t2cos(1[)t(w

12
1 π−= , for 0 ≤ t ≤ 1T  

           = 0, otherwise. … … … (2.3) 

In the equation 2.3,  is the pitch period of the modified signal and its value has to 

be less than or equal to nT. The figure 2.18 shows the graphical representation of the Bell 

1T
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Window. In the figure, time is plotted along X-axis and the function value is plotted along Y-

axis. 

 
Figure 2.18: Graphical Representation of Bell Function 

Analytically the speech signal wave f(t), having the period T (T ≥ T1), could be 

expressed as, 

∑ π=
k

)
T
kt2sin(ka)t(f  … … … (2.4) 

where,  are the amplitude corresponding to ks'a k
th harmonics.

The windowing method gives the resultant signal  as: (t)fw

)t(w)t(f)t(fw =  … … … (2.5) 

In equation (2.5)  is defined in the region 0 ≤ t ≤  and zero outside of it. The 

equation 2.2 is equivalent with the equation 2.5. Assuming that  has the same period of 

the window length, by substituting the values of and  in the equation 2.5 and 

simplifying, we get the functional form of the synthesized signal as: 

)t(fw 1T

)t(f

)t(f )t(w

]t)1k(
1T

2sin[ka4
1]t)1k(

1T
2sin[ka4

1)
1T
kt2sin(ka2

1)t(f
kkk

w −π−+π−π= ∑∑∑  

… … … (2.6) 
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where,  are the amplitude corresponding to ks'a k
th harmonics.

Equation (2.6) yields the amplitude kA of the kth component of the synthesized speech 

as 

4
a

4
a

2
a

A 1k1kk
k

+− −−=  … … … (2.7) 

b. Preservation of Monotonic Properties of Harmonics in the case of Bell Function 

During the speech production, the glottal pulses are modulated by the resonating 

property of the vocal cavities i.e. by the response curve of the vocal cavities. The harmonics 

present in the glottal pulses are changed according to the response curve. Let us find out the 

conditions under which the monotonic properties of the response curve also preserve this 

windowing process. 

Monotonic Increasing and Decreasing Properties 

Let the response curve of the vocal cavities posses the monotonic increasing 

properties where the relation between the harmonics is 1kk1k aaa +− << . This condition 

implies that 0aa 1kk >− −  and 0aa k1k >−+ . Now it is to be found whether 0AA 1kk >− −  

and 0AA k1k >−+  hold after the windowing process. Using the equation 2.7 we get, 

)]aa()aa(3[AA 2k1k1kk4
1

1kk −+−− −−−=−  … … … (2.8a) 

)]aa()aa(3[AA 1k2kk1k4
1

k1k −+++ −−−=−  … … … (2.8b) 

The right side of the above two equation will be positive only when the following 

inequalities hold. 

)aa()aa(3 2k1k1kk −+− −>−  … … … (2.9a) 

)a(a)a(a3 1k2kk1k −++ −>−  … … … (2.9b) 

Combining the above two inequalities we get the following condition, which is to be 

satisfied between the harmonics for holding the monotonic increasing property. 
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5.0
aa
aa

2k2k

1k1k >
−
−

−+

−+  … … … (2.10a) 

Let us suppose that the response curve has the monotonic decreasing property, i.e. at 

that point the relation between the harmonics is 1kk1k aaa +− >> . This condition implies that 

0aa k1k >−−  and 0aa 1kk >− + . Similarly it can be seen that, to satisfy 0AA k1k >−−  and 

0AA 1kk >− + , the following condition is to be satisfied by , ,  and . 1ka + 2ka + 1ka − 2ka −

5.0
aa
aa

2k2k

1k1k <
−
−

−+

−+  … … … (2.10b) 

Inequalities 2.10a and 2.10b give the relations, which are to be maintained among the 

harmonics of the original speech signal units in order to preserve the monotonic increasing 

and decreasing properties among harmonics. In normal speech signal the harmonics generally 

satisfy these inequalities. The figures 2.19 to 2.21 support this. 

Properties Related to Peak 

At the peak in the response curve of the vocal cavities, the condition between the 

harmonics would be 0aa 1kk >− −  and 0aa 1kk >− + . As similar to the above process, let us 

now find the conditions for which 0AA 1kk >− −  and 0AA 1kk >− +  hold after the 

windowing. Using the same method as above, the obtained condition is as below. 

0.5
2ka2ka

k3a1k2a1k2a
<

++−

−++−  … … … (2.10c) 

Similar to the above, 2.10c also gives the relation that has to be maintained among the 

harmonics of the original speech signal units at the peak, in order to maintaining the same 

condition among the harmonics of the modified signals. 

Properties Related to Valley 

At the valley in the response curve of the vocal cavities, the condition between the 

harmonics would be  and 01kaka <−− 01kaka <+− . As similar to the above process, let 
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us now find the conditions for which 01kAkA <−−  and 01kAkA <+−  hold after the 

windowing. Using the same method as above, the obtained condition is as below. 

0.5
2ka2ka

k3a1k2a1k2a
>

++−

−++−  … … … (2.10d) 

Thus, the relation in 2.10d has to be maintained among the harmonics of the original 

speech signal units at the valley in order to preserve the same property among the harmonics 

of the modified signals. 

Figures 2.19, 2.20 and 2.21 clearly show that the peaks and valleys of the harmonics 

for the original signals are preserved in the case of synthesized signal also. 

Figures 2.19, 2.20 and 2.21 show respectively the spectrum sections for vowels /u/, /a/ 

and /i/. In the figures, series1 represents the spectrum section of the signal obtained by 

concatenation of the one Perceptual Pitch Period for several times and series2 represents the 

spectrum section for the signal generated by concatenating the same signal for the same 

number of times after modifying with the Bell window function. It may be seen that in 

accordance with theoretical consideration, the spectrum reveals that the position of extrema 

in the spectrum are not shifted except in a few rare instances, with respect to frequency. 

However for the vowel /a/, there is some shift after 6 kHz which is of no significance for 

phonetic quality and of little significance in voice quality. Similar results have been obtained 

for other voiced signal also. It is to be noted that in all the above cases the pitch is not being 

modified. 
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Figure 2.19: Spectrum Sections for Vowel /u/ Without (series1) and With (series2) 

Modification by Bell Function 

 
Figure 2.20: Spectrum Sections for Vowel /a/ Without (series1) and With (series2) 

Modification by Bell Function 
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Figure 2.21: Spectrum Sections for Vowel /i/ Without (series1) and With (series2) 

Modification by Bell Function 

c. Model for real life Situations: The Extended Bell Function 

In practical applications the window function that we have used in the present purpose 

for concatenation and for modifying the pitch is the Extended Bell Window function, which 

is defined below: 

)]KT
tcos(1[)t(w
12

1 π−=               for 0 ≤ t ≤  1KT

         = 1,                                                for  11 TKtKT ′<<

         = )}]K1
K32(

1T)K1(
tcos{1[2

1
′−
′−π+′−

π+           for 11 TtTK ≤≤′  

… … … (2.11) 

Here,  is the modified pitch period and its value must be less than or equal to nT. K 

and 

1T

K′  are constants such that K+ K′  = 1. In a practical situation, the value of K is chosen to 

be .125 and K′  to be .875, i.e. it is a symmetric extended Bell function. The figure 2.22 

shows the graphical representation of the symmetric extended Bell Window function. In that 

figure, time ‘t’ is plotted along the X-axis and the function value is plotted along the Y-axis. 
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Figure 2.22: Graphical Representation of Extended Bell Function 

If K = K′ , then the equation 2.11 reduces to the Bell Function. Thus, the Bell 

Function is a special case of the Extended Bell Function. The mathematical analysis for this 

Extended Bell Function is more cumbersome and an analytic solution could not be obtained 

for the harmonics as we have done in the case of Bell Function. In the case of Extended Bell 

Function, the wave signal is modified only in a small region. More precisely, the small region 

is on both sides of the point of concatenation. In the present case, only 25% of the total 

Perceptual Pitch Period is modified if Extended Bell Function is used while for the case of 

Bell Function it is 100%. Thus, if we use the extended Bell function as the window function 

at the time of concatenation, a very small portion of the original signal is being doctored. 

Thus, it can be assume intuitively that the harmonics present in the signal will also be 

modified only within the tolerance limit as in the case of Bell Function.  

The figures 2.23, 2.24 and 2.25 show the spectrum sections for the vowels /u/, /a/ and 

/i/ respectively. In each of them, series1 represents the spectrum section of the signal obtained 

by concatenation of the one Perceptual Pitch Period for several times and series 2 represents 

the spectrum section for the signal generated by concatenating the same signal for the same 

number of times after modifying with the Extended Bell Window function (pitch is not 

modified here). The study of the two series in the above said three figures reveal that the 

monotonic increasing and decreasing property, property at the peaks and valleys for the 

harmonics of the original signal are also preserved among the harmonics of the concatenated 
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signals using the extended Bell function. Thus the windowing does not modify the harmonics 

present in the signal too much. As in the case of Bell Function, in all the above said cases the 

pitch is not being modified. 

 
Figure 2.23: Spectrum Sections for Vowel /u/ Without (series1) and With (series2) 

Modification by Extended Bell Function 

 
Figure 2.24: Spectrum Sections for Vowel /a/ Without (series1) and With (series2) 

Modification by Extended Bell Function 
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Figure 2.25: Spectrum Sections for Vowel /i/ Without (series1) and With (series2) 

Modification by Extended Bell Function 

2.4.2 Pitch Modification Using Extended Bell Function 

As concluded in the above section, we have used the Extended Bell Function, in our 

proposed system, for modifying pitch. Figures 2.26 to 2.31 show the spectrum sections 

separately for the vowels /u/, /a/ and /i/ respectively, for the cases of when the pitch is the 

double of the original PPP, and when the pitch is half of the original PPP. In each figure the 

spectrum section of the modified signal is given along with the original one to show that the 

formant structures remain almost same for all cases. 

After a careful study of all the spectrum sections, it can be concluded that the 

amplitudes of the harmonics are generally reduced from the previous values. The 

fundamental frequency component is relatively boosted, whereas the formant positions are 

normally preserved. Similar observations are found for other vocalic signals. 
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Figure 2.26: Spectrum Sections for Vowel /u/ Signal Having Original Pitch (series1) and 

Having Half Pitch Obtained by Extended Bell Function (series2) 

 
Figure 2.27: Spectrum Sections for Vowel /u/ Signal Having Original Pitch (series1) and 

Having Double Pitch Obtained by Extended Bell Function (series2) 
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Figure 2.28: Spectrum Sections for Vowel /a/ Signal Having Original Pitch (series1) and 

Having Half Pitch Obtained by Extended Bell Function (series2) 

 
Figure 2.29: Spectrum Sections for Vowel /a/ Signal Having Original Pitch (series1) and 

Having Double Pitch Obtained by Extended Bell Function (series2) 
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Figure 2.30: Spectrum Sections for Vowel /i/ Signal Having Original Pitch (series1) and 

Having Half Pitch Obtained by Extended Bell Function (series2) 

 
Figure 2.31: Spectrum Sections for Vowel /i/ Signal Having Original Pitch (series1) and 

Having Double Pitch Obtained by Extended Bell Function (series2) 

In case of sonorants, it has been observed experimentally that the phonetic quality 

including speaker’s identity remains within a small region of PPP starting from the epoch 

position [66]. The principle of ESNOLA technique depends on this. When the required time 

period T1 is greater than T, the original pitch period, the additional part may be filled up with 

zero sample values. This will produce a creaky voice. To avoid this phenomenon, glottal 

period is extended by another suitably reduced version of the same waveform and take the 

required period T1 from it starting from the epoch as described in the earlier sections. The 
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success of this method lies in the fact that the acquired signal retains the phonetic quality 

including the speaker’s identity [64]. 

2.5 Preparation of Signal Dictionary  

For a concatenative speech synthesizer, construction of ‘good’ dictionary is the 

cornerstone of the whole process since its quality determines the quality of the output speech, 

particularly with respect to phonetic clarity and naturality of the timbre. In case of 

concatenative speech synthesis system, the speech units for the signal dictionary are obtained 

from natural utterances. Thus, the primary need in building the segment dictionary is to 

record natural utterances. The structure of the signal dictionary, i.e. the nature of the speech 

inventory constituting the signal dictionary, plays a dominant role in the selection of natural 

utterances from where the signal units are to be obtained. The natural utterances should be 

such that they include all units used in all possible contexts (allophones). Besides, the 

selection of goal, economy of design consideration (the size of dictionary, complexity of the 

rules for the picking of segments from the analysis of text), etc. are also considered at the 

time of selection of the natural utterance. As for example, co-articulatory and anticipatory 

phenomena between even non-contiguous phonemes are the facts in natural speech. But 

accepting these as a goal in the name of providing naturalness increases the size of the 

segment dictionary manifold leading, possibly, to an unwieldy size. This, therefore, has to be 

carefully weighed against the economy aspect. In the same vein, the naturalness of the output 

speech, a commendable criteria, must be carefully weighed against clarity, which is 

considered to be of utmost importance in synthetic speech. It must be noted that while words 

from continuously spoken sentence possess high degree of naturalness they often lack clarity. 

In the proposed system, supra-segmental features, like intonation, duration, stress etc. 

are being introduced online at the time of synthesis. Thus, the recordings of natural utterances 

must be free from these features, i.e. there should not be any variations in intonation, duration 
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and stress at the timing of recording. At the time of utterance of a dictionary word by a native 

speaker, these features may be introduced unconsciously. At the time of the preparation of 

signal dictionary, it has been found that the informants sometimes put stress at the first 

syllable of the utterances. It has been also found that at the time of utterances, the last 

syllables are sometimes weak or incomplete.  

Considering all these situations it is decided to use nonsense words for building the 

segment dictionary. For getting the correct and signal elements with adequate clarity, 

nonsense words of the form CVCVCVCV and CVVCVVCVVCVVC are chosen. Here, C’s 

are the elements of the set of all Bengali consonants and V’s are the elements of the set of all 

Bengali vowels. From these the best, stress free VCV and CVVC syllables, are selected 

through careful listening. Partneme dictionary has been prepared from these selected 

syllables. This dictionary contains altogether 1142 number of distinct signal units where the 

total number of 1) Consonants (C) + Semi-vowels (C) is 36, 2) Vowels (V) is 14 (7 nasals + 7 

non-nasals), 3) CV is 504 (252 nasals + 252 non-nasals), 4) VC is 504 (252 nasals + 252 non-

nasals), and 5) VV is 84 (42 nasals  + 42 non-nasal). The signals are stored in 22.05 kHz, 16 

bits format. The size of the signal dictionary is 3431768 bytes (1715884 samples), means 1 

minute 17.817 seconds speech signal. 

2.5.1 Recording 

In the proposed synthesis system, nonsense isolated words are used for extraction of 

different unit segments. The reading of the words should be as free as possible from stress or 

emphasis. Maintenance of constancy of pitch is another important requirement at the time of 

recording. To achieve all these as well as to obtain a good voice quality, a professional 

speaker was chosen as the informant for the recording of the nonsense utterances.  

 At the time of recordings, the order of the nonsense words is important. We have put 

the nonsense words, where the same vowel is combined with all consonants, in a group. The 
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number of such groups is equal to the total number of vowels (non-nasal and nasal) in 

Bengali. At a single sitting, the recordings are done for the nonsense words of a group, i.e. for 

a single vowel. The order of vowels is taking from back-vowels to front-vowels. At first the 

recordings of non-nasal vowels are done followed by the recordings of nasal vowels. All 

these will enable the speaker to maintain constant phonetic quality for the same vowel 

throughout reading the words in the list. 

The entire natural voice quality mainly remains within 8-10 KHz. The 20 kHz 

sampling rate is good enough to digitize the signals to keep all the harmonics within the said 

ranges. With lesser sampling rate there will be a loss of naturalness of sound quality. Also for 

good audio recording, lesser than 12 bit per sample is not recommended. We have stored the 

signals at the sampling rate 22,050 Hz, 16 bit. This constitutes the raw digital signal files of 

nonsense words. After the recordings, the partneme dictionary is prepared manually. After 

the preparation of the partneme dictionary, normalizations in amplitude and pitch are done for 

each of the partneme units. These normalizations are required to reduce the pitch and power 

mismatch at the junction of two signal units. Besides, these two types of mismatch, there is a 

third one, which is the spectral mismatch at the boundaries. To reduce this spectral mismatch, 

a regeneration technique is developed and applied where it is required. The methods of these 

three types of normalizations are described below: 

2.5.1.1 Pitch Normalization 

At the time of concatenating two sounds, there must be a close match in pitch across 

the junctions. Otherwise, a mismatch will generate audible warbles at the background. This 

will decrease the quality of the output speech. To bring the pitch of the all the voiced signals 

in the signal dictionary to a single value, the pitch normalization has been done for all of 

them. Before going for pitch normalisation, the following factors are kept in mind. These are: 

1) The formant frequencies are not rigid values. The formant frerquencies of vowels in 
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continuous pitch have in general a large spread around the mean values. In natural speech, a 

shift of formant frequencies within ± 10 % of the mean values do not perceptually affect 

phonetic quality of the vowels in any significant manner. 2) Pitch modification using change 

in the sampling rate changes the resonance frequencies proportionately. However this neither 

changes the interrelationship between the fourier components nor introduces any unwanted 

charateristics usually present in time domain manipulation of pitch. 3) For a professional 

informant, it is not difficult for him/her to maintain the pitch of his/her utterances within 

±10%. 

Under these considerations the average pitch for the entire vocalic region is first 

determined for the raw digital signal files of the nonsense words and let this be P. Then, the 

pitch of the individual partneme unit is normalized to this value by over-sampling or under-

sampling method. In this method, if a digitized speech signal is over-sampled, but played 

back in its original sample rate, then the output sounds will have a decrease in pitch. 

Similarly, if the digitized signal is under-sampled, but played back in its original sample rate, 

the output sound will have an increase in pitch. 

 Now, for pitch normalization of a partneme unit, the average pitch value of the 

corresponding signal unit is measured and let this value of pitch be P1. This measurement is 

done using the CoolEdit Software of Syntrillium Corporation. After this, using the equation 

2.12 the new sampling rate is found out. 

P
P

S = S 1new ×   … … … (2.12) 

where, is the new sampling rate and S is the original sampling rate. newS

 To change the pitch value from P1 to P, the signal unit is resampled using the new 

sampling rate but saving it as the old sampling rate S. From the equation 2.12, it is clear newS

 90 
 



that to increase the pitch from the previous value, the signal unit has to be under-sampled 

from the previous sampling rate and to decrease it has to be over-sampled.

2.5.1.2 Amplitude Normalization 

At the time of concatenating two sounds, there must be a close match in instantaneous 

power across the junction. Otherwise, a mismatch will generate audible clicks at the 

background. This will decrease the quality of the output speech. The power mismatch across 

the junction is eliminated by normalizing the amplitudes. There are two aspects for amplitude 

normalization, one is the already spoken power mismatch at the junctions and other one is to 

adjust the intrinsic loudness of the vowels. The different vowels having same amplitude do 

not produce equal loudness. This effect is known as intrinsic loudness of vowels. For Bengali 

vowels the data for intrinsic loudness is available [69]. Thus, the amplitude normalization is 

also required to conform all signals containing vowels to these required values so that the 

output has equal loudness over the continuous sentences. This normalisation is necessary for 

putting proper amplitude as required by prosodic considerations. 

Amplitude normalization of the signal is done in the following way. Let the segment 

of the discrete speech signal whose amplitude is to be normalised be y(n) [1 ≤  n ≤ N], where 

N is the total number of sampling points in the signal and n is an integer. Now the amplitude 

normalization factor α is defined as 

α = K/(max-min), … … … (2.13) 

where ‘K’ is a positive integer and max is the maximum value of {y(n)} and min is 

the minimum value of {y(n)}. 

The amplitude normalized signal y1(n) is obtained as follows: 

y1(n) =  α∗y(n) … … … (2.14) 

where, 1 ≤  n ≤ N. 
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The property of intrinsic loudness of vowels [69] is introduced by changing the 

normalizing factor (α), different for different vowels, by varying the values of ‘K’. 

2.5.1.3 Complexity Matching: Regeneration of signal 

The source of mismatch of complexity between two component signals lies in the fact 

that complexity can not exactly be kept equal while reading the long list of words. This is of 

particular significance with steady state for vocalic signals, which are represented by a single 

unit, chosen from a large number of possible candidates. While for one vowel this is fixed for 

the CV and VC elements these could be all different, at least to some degree. This means that 

complexity at the target end is likely to be different for different elementary units involving 

the same target vowel. In this thesis, attempt has been made to minimize the complexity 

mismatch by the manipulation of the complexity at the target end for all the CV and VC 

transitions. 

In normal speech when there are two adjacent phonemes in the utterence, there is a 

continuous change in the articulator position going from the first phoneme to the second. This 

is revealed in the formant structure, i.e. the complexity pattern, for this utterance. Thus we get 

a transition part, which correspond the dynamic change of the articulators in going from the 

shape to produce first phoneme to that shape to produce next one. The transitory movement 

of the spectral structures particularly the formants is generally non-linear and a non-linear 

manipulation is complex and requires elaborate study of the non-linearities. One way to 

circumvent this is to use linear manipulation and subject these to perceptual tests. This 

section deals with a signal domain approach to solve the problem. 

First, an attempt is made to regenerate the whole of CV, VC and VV transitions from 

the two terminal pitch-periods. The basic principle is simply to mix these two terminal 

waveforms with suitable weights.  
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Let Y1(n)  and Y2(n) [1 ≤ n ≤ N ] be the two given discrete speech signals, where N is 

the total number of sampling points in each of the waveforms. The number of sampling 

points are equal here since the signals in the signal dictionary are pitch normalized.  

Also let, Xi  [1 ≤ i ≤ M] be the ith waveform in between Y1(n) and Y2(n). Then, the jth 

sampling point of Xi will be given by, 

M
i*(j)2Y

M
1iM*(j)1Y(j)iX +

+−
=  … … … (2.15) 

where, 1 ≤ j ≤ N. 

The results of the above said method are examplified in the figures from 2.32 to 2.38. 

These figures represent syllables of the form VCV where the figures having the numbers with 

‘a’ show the generated signals and the figures having numbers with ‘b’ show the original 

signals. In the generated signals, the original CV and VC transitions are replaced by the 

recreated counterpart. As for example, seven non-nasal vowels are taken with the 

combination of that consonant which produces large transitory movements in the formant 

structures. The combinations are chosen such that the positions of articulations of one vowel 

and the corresponding taken consonants differ largely. Thus, these combinations show long 

transitory movements in their formant structures. 

Comparisons of the formant sturcutures between the recreated VCV syllables with the 

original one reveal extremely good reconstruction. Perceptually, the recreated signals also 

showed good agreements with their counterparts. These examples definitely show that the 

linear generation of the whole transitions could be the alternatives of the original one. but, 

However for the purpose of matching the transition with target in the signal dictionary it is 

not required to recreate the whole transition. It would be sufficient to recreate the last two to 

three pitch periods to obtain a match with the target vowels. 
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Figure 2.32(a): Spectrogram of the Generated Transitions for /at a/ 

 

 
Figure 2.32(b): Spectrogram of the Original Transitions for /at a/ 
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Figure 2.33(a): Spectrogram of the Generated Transitions for /Q kQ / 

 

 
Figure 2.33(b): Spectrogram of the Original Transitions for /Q kQ/  
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Figure 2.34(a): Spectrogram of the Generated Transitions for /k/ 

 

 
Figure 2.34(b): Spectrogram of the Original Transitions for /k/ 
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Figure 2.35(a): Spectrogram of the Generated Transitions for /epe/ 

 

 
Figure 2.35(b): Spectrogram of the Original Transitions for /epe/ 
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Figure 2.36(a): Spectrogram of the Generated Transitions for /iti/ 

 

 
Figure 2.36(b): Spectrogram of the Original Transitions for /iti/ 
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Figure 2.37(a): Spectrogram of the Generated Transitions for /oto/ 

 

 
Figure 2.37(b): Spectrogram of the Original Transitions for /oto/ 
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Figure 2.38(a): Spectrogram of the Generated Transitions for /ut u/ 

 

 
Figure 2.38(b): Spectrogram of the Original Transitions for /ut u/ 

2.6 Synthesis Procedures   

In this section the steps occurring in succession in the TTS system are described. The 

details of the techniques and methodologies for each steps are already described in the 

previous sections. The input text is preprocessed in the Text Analyzer Unit resulting in the 1. 

ASCII string corresponding to input Bengali grapheme, 2. Word Number Bus, 3. Syllable 

Number Bus, and 4. Special Emphasis Bus, if any present in the input text. These are fed into 

the NLP unit of the synthesizer. The NLP unit generates a phonetic string that consists of five 

tuple codes of the form (Token, F0, Ampl, Dur, Tag). The token field may be one of the 
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following: the consonant-vowel transition (CV), the vowel-consonant transition (VC), the 

vowel-vowel transition (VV), the vowel (V), the consonant (C) and pause (pause). 

2.6.1 Rules for Token Generation 
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1. /C1VC2/                            /C1/ + /C1V/ + /V/ + /VC2/ + /C2/

2. /C1C2/                               /C1/ + /C2/ 

3. /V1V2/                              /V1/ + /V1V2/ + /V2/ 

4. /, /, /./, /?/, /;/, /:/ etc         /Pause/ 

 

 

 

The phonetic string bus in ASCII form are parsed in accordance with the above rules 

ce the token for the synthesis operation. For any puntuation marks the token ‘pause’ 

ated. The /V/, /CV/ and /VC/ tokens are characterised by the ‘F0’ and ‘Ampl’ fields 

 ‘Dur’ field only characterises the /V/ token. Proper values of these fields are obtained 

e Phonological Prosodic and Intonational Rules Unit. For the /C/ and /pause/ token 

ree fields have the value ‘null’, that means nothing is to be done with these fields. The 

ield provides information to the synthesis unit about what has to be done with the 

nit corresponding to the token. For the /V/ tokens, the ‘Tag’ field contains the string 

hich means that extension operation has to be performed with the signal unit 

onding to /V/ token. It is to be noted here that the nasal (/m/ and /n/) and the lateral 

 considered as /V/ tokens. At the time of this operation the other fields namely ‘F0’, 

 and ‘Dur’ are used. ‘Tag’ field contains ‘con’ string for the /C/, /CV/ and /VC/ 

which implies that simple concatenation have to be performed with the signal unit 

onding to these tokens. Again for /C/ token, the other three fields are null. This means 

r this time there would not be any type of manipulation on the signal unit 

onding to /C/ token. But for /CV/ and /VC/ tokens the ‘F0’ and ‘Ampl’ field may 

 values and in that case the signal units corresponding to these tokens are modified 
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accordingly. For the /pause/ token, the ‘Tag’ field contains the amount of pause that has to be 

incorporated at the time of synthesis according to the puntuation marks obtained at the time 

of text preprocessing. All these are fed into the synthesis unit for the actual synthesis and 

proper signal processing. 

2.6.2 Synthesis Operations 

The synthesis unit  performs the actual concatenation and signal processing operations 

for each of the signal units corresponding to each token and the values in the fields 

characterizing the token. It should be noted here that corresponding to each token there exists 

a unique signal unit in the partneme database and therefore a signal unit is always selected 

each time corresponding to any token. 

2.6.2.1 Signal Processing Aspects  

The following signal processing operations are done on the concatenating signal 

according to the instruction obtained from the ‘Tag’ field and the values obtained from the 

‘F0’, ‘Ampl’ and ‘Dur’ fields. 

a) Intensity Modification (Amplitude Modification) 

The intensity modification is nothing but manipulation of the amplitude of the signal 

unit that can be achieved by increasing or decreasing the sample values in that signal unit. 

This is done by multiplying each of the sample values of the selected segment by the value 

specified by ‘Ampl’ field parameter of the corresponding token. 

b) Duration Modification 

The “duration modification” manipulates the syllabic duration. In any syllable, there 

is no scope to increase or decrease the duration in the /CV/ or /VC/ parts since their lengths 

are fixed according to their definitions. Thus the only way to increase or decrease the syllabic 

duration is by changing the steady state duration of the vowel. This is done by calculating the 
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number of the perceptual pitch period of the corresponding vowel that has to be concatenated 

to obtain the required duration. The value of duration is obtained from the ‘Dur’ tag 

corresponding to the /V/ token. 

c) F0 or Fundamental Frequency Modification 

To introduce intonation in the synthesized speech pitch has to be modified. The values 

of the pitch corresponding to a token is obtained from the Phonological Prosodic and 

Intonational Rules Unit and stored in the ‘F0’ field. For CV, VC, and VV transitional 

segments and vowels (V), nasal murmurs and laterals successive periods are modified 

according to the value of pitch specified by the F0 field. The pitch modification is done using 

the ESNOLA technique already described. 

d) Introduction of Shimmer, Jitter and Complexity Perturbation (CP) 

Normal human voice is not perfectly periodic, it is quasi-periodic in nature. In normal 

speech two consecutive periods differ in pitch, amplitude and complexity and these variations 

are random in nature. They are known as jitter, shimmer and CP (Complexity Perturbation). 

Absence of these parameters produces a perceptible machanical horn like quality over and 

above the normal quality of the voice. To eliminate this, proper values of jitter, shimmer and 

CP have to be introduced into the synthesized speech signal. The introduction of jitter means 

the incorporation of random pitch change with certain percentage over and above the normal 

pitch value in the synthesized speech. The introduction of shimmer means the incorporation 

of random change in amplitude with certain percentage over and above the normal amplitude 

value. The incorporation of shimmer, to some extend is done when one introduces the 

complexity perturbation into the synthesized speech. The detailed discussion on jitter, 

shimmer and CP are done in chapter 6. In that chapter, the exact values of those parameters 

are found which have been introduced in our present system to improve the quality of the 

synthesized output. 
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Figure 2.39: Synthesized output for /ami bari jabo/(I shall go home.): upper, middle and 

lower parts are the waveform representation, pitch profile and spectrographic representation 
respectively of the output signal. 

Finally, to remove striation in the synthesized speech, a smoothing is performed. The 

smoothing basically block the higher harmonic components of the synthesized signal, those 

are introduced at the junctions due to concatenation and also due to manipulation of the 

signal for the introduction of prosodic features. The applied smoothing algorithm is defined 

below: 

Let the segment of the discrete speech signal on which smoothing has to be applied be 

y(n) [1 ≤ n ≤ N], where N is the total number of sampling points in the signal. The modified 

smooth signal y
M

(n) is given by, 

yM(i) = [y(i) + 2y(i+1) + 2y(i+2) + y(i+3)]/6  … … … (2.16) 

where, y(i) and yM(i) are the ith sample of the original and the modified signals respectively. 

Using the described techniques, we have synthesized several sentences in SCB. In all 

the cases, the quality of the synthesized speech is found to be good. As the example the figure 

2.29 shows the waveform and spectrographic represention (the upper and lower part of the 
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figure) of a synthesized signal for a Bengali sentence /ami bari jabo/(I shall go home.). The 

figure also shows the calculated pitch values (middle part of the figure) for different parts of 

the sentence. 

2.7 Partnemes Based ESNOLA Technique and Other Standard Methods 

A popular concatenative technique that is being used now for synthesizing speech is 

PSOLA (Pitch Synchronous OverLap Add) technique. Among the several versions of the 

PSOLA technique, time-domain version (TD-PSOLA) is used most commonly for its 

computational efficiency [153]. In PSOLA, the original speech signal is first divided into 

separate but often overlapping short-term analysis signals (ST). These short-term analysis 

signals are then reused to synthesize the required signal. At the time of synthesizing, these 

analysis signal segments are recombined by means of overlap adding [271]. The short-term 

analysis signal segments, sm(n), are given by 

sm(n) = hm(tm – n)s(n) 

Here, s(n) is a sequence of the digital speech waveform and hm(n) is the sequence of 

pitch-synchronous analysis window and m is the index for the short-term signal. The 

windows are Hanning type and centered around the successive instants tm, called the pitch-

marks that are set at a pitch-synchronous rate on the voiced parts of the signal and at a 

constant rate on the unvoiced parts. The used window length is proportional to local pitch 

period and the window factor is usually taken to be a value in between 2 and 4. The pitch 

markers are determined either by manual inspection of the speech signal or automatically by 

some pitch estimation methods [153]. After defining a new pitch-mark sequence, the segment 

recombination in synthesis step is performed. 

The fundamental frequency i.e. the pitch change is achieved by changing the time 

intervals between pitch markers. The duration is modified by either repeating or omitting 
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speech segments. Also, modification of fundamental frequency means a modification of 

duration [153]. 

In the PSOLA method, the pitch markers determine the placing of window function. 

The pitch markers could start from anywhere in the signal. But, PSOLA method typically sets 

the pitch markers at the signal maximum positions and places the center of the window 

function there. This assures that the epoch positions will lie well inside the window and 

degree of attenuation will be less at epoch positions. But, when pitch is changed by too great 

a degree, the possibility of modification increases [31]. It is reported that the perception of 

phonetic quality depends only on a small segment (about 1.5 msec) of the pitch-period 

measured from the epochs [64]. This epoch lies close to the beginning of the corresponding 

glottal cycle. Thus if this modification is large enough, that might distort the phonetic quality 

of the synthesized speech. In contrast to PSOLA, in ESNOLA method, the windows used for 

modification of pitch and duration as well as for generation of steady states are aligned with 

this epoch. The epoch markers are determined either by manual inspection of the speech 

signal or automatically by some epoch detection methods. An offline measurement of the 

epoch positions and keeping them properly could reduce the time complexity of the 

ESNOLA based synthesizer. 

In concatenative speech synthesis, the smallest speech signal units might have the 

range from a single waveform to a stretch of phoneme, diphone or vowel-consonant-vowel 

segments, syllable, demi-syllables. There are certain limitations in using phoneme, diphone, 

syllable, demi-syllables as the smallest signal unit.  Though syllable is a linguistically 

appealing unit, there are thousands of different syllables in any language. In the case of 

phonemes, SCB consists of thirty-four segmental phonemes [38]. Among these, seven are 

vowels and twenty-seven are consonants.  
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But efforts to synthesize speech by concatenating the phoneme string create problems 

because of the well-known co-articulatory effects between adjacent phonemes. However 

CHATR is a phoneme-based synthesizer and in some respects it cab be considered quite 

successful. Co-articulations cause substantial changes to the acoustic manifestations of a 

phoneme depending on the context. The minimal co-articulatory influences at the acoustic 

center of a phoneme led to the idea of using the diphones as the smallest signal units [151]. 

The number of possible diphones in the language Bengali is 342, though all may not occur. 

The main problem in using diphones is the incorporation stress and intonation in the 

synthesized speech. Changing the duration as per the prosodic rules is also complex in the 

case of diphones. This is because, the change in duration means the shortening or lengthening 

the steady vowel portions. Since the steady part of the vowels are the part of the diphone 

signal units, to change their length would require extra efforts, though in practice it is not too 

hard achieve. These are true for the case of syllables also. The increase in the number of 

diphone units (or syllable units) is too steep to handle the entire gamut of feature space. 

Besides these, the potential disadvantage of the diphone approach is the appearance of 

discontinuities in the middle of vowels of the two abutting diphones. This is because the 

spectral dynamics of the two steady regions may not reach the same target value. However 

there are a number of approaches that have been developed to remove discontinuities at 

diphone boundaries [83]. 

The aforesaid limitations of diphones and others speech units can be handled very 

easily with the use of partnemes. The problem of discontinuities between two abutting 

vocalic units may also occur in the case of partnemes. But, in the previous sections, we have 

shown that this problem is tackled by generating some portion of the CV or VC transition by 

ESNOLA technique. It is found experimentally that the stress on a syllable decrease the 

length of the corresponding CV or VV transitions. CV and VV are well defined units in the 
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partneme dictionary. Thus, only by lengthening or shortening the CV transitory portion stress 

can be handled. It may be noted here that the CV or VV transition portions also constitute of 

a number of PPP. To shortening the length of CV or VV transitions, we have to first detect 

the epoch positions in the CV or VV transitory regions and then depending on stress one or 

two PPP has to be eliminated from steady vowel target side of the CV or VV transitions. The 

lengthening of the transitory portion is nothing but regeneration of one or two PPP in the 

transitory regions. 

So, handling the change of the fundamental frequency, duration and stress do not 

require storing extra signal units. This essentially reduces the size of the signal dictionary. 

Since, in partneme dictionary, the consonants are well defined, the gemination of consonants 

and clustering of consonants can be done easily by concatenating appropriate consonantal 

segments one after another. Apart from the size of signal dictionary, for SCB which is 

3431768 bytes in 22.05 kHz and 16 bits format, the choice of partnemes as the basic building 

blocks has twofold advantages over the standard diphone units. Some of the redundancies 

associated with standard diphone dictionaries are removed from the database. For example 

the consonantal segments are not replicated in all CV and VC combinations. This enables 

significant reduction in the size of segment dictionary. The second advantage is the ease of 

controlling the prosody by the use of ESNOLA framework. These advantages give rise to the 

choice of partnemes as the speech inventory for an epoch synchronous based synthesizer. 

For any portable device application, till now, memory is a matter to be considered. 

Text-to-speech would have wide range of applications in any portable or mobile system. To 

reduce the memory requirement  as well as the time complexity, partnemes based synthesizer 

could be a good choice. 
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2.8 Conclusions and Discussion 

In this chapter, a system for concatenative speech synthesis has been described using 

ESNOLA technique. Partnemes are used as the smallest signal units in the paper. The 

theoretical analysis of the ESNOLA technique clearly shows its advantages in speech 

synthesis. The graphemic forms of the Bengali consonants and vowels are also given with 

their IPA representations. The details of the partneme dictionary have been described with 

their signal and spectrographic representations. The method of preparation of partneme 

dictionary from nonsense utterances has also been described. The advantages of a partneme-

based synthesizer using the ESNOLA technique for concatenation are also presented. 

The ESNOLA framework and partneme inventories altogether give a simple approach 

for the production of high quality synthesized speech, particularly useful for intonated 

concatenative synthesis system. Using only the epoch information of the voiced speech 

signal, the pitch and prosody can be manipulated by keeping the quality intact. The 

attractiveness of the present approach is its computational simplicity for pitch and duration 

manipulations. For prosody modification, it is also necessary to manipulate the pitch and 

duration in the CV, VC, murmur and laterals portions of the stored signals. The epoch 

detection algorithm is necessary for manipulating pitch and duration in these cases. But this 

can be avoided by an offline detection of the epochs and storing them in files. 

It may be noted here that in the ESNOLA framework, the amplitude modification is 

nothing but multiplying the extended Bell function with a constant before using it as the 

window. The choice of window function is important in this method. Though the window 

function used in the article provides good results, there is a scope for choosing a different 

function for better quality results. 
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3.0 Introduction 

This chapter presents an analysis of speech signals using the state phase approach. 

This provides a time domain approach for pitch detection as well as identification of three 

different basic class of speech signal, namely, quasi-periodic, quasi-random and quiescent. 

Beside these, this method also provides certain parameters, which help in classification of 

voiced signals from continuous speech into certain phonetic categories. In the context of 

development of a speech synthesis system in a particular language, the extraction of pitch 

from continuous speech signals is necessary for the study of intonation patterns (variation of 

fundamental frequency in course of utterances). This is more important in the case of a 

language where no comprehensive and exhaustive rules for intonation are available. The state 

phase approach has been reported to be extremely useful both as a PDA and VDA [44]. 

For any speech synthesis system, the ultimate goal is to produce natural speech. The 

introduction of intonation into the synthesized speech makes it more natural. For the 

introduction of intonation in the synthesized speech, the primary requirement is the 

availability of comprehensive rules of natural intonation for the particular language under 

consideration. To the best of our knowledge, comprehensive and exhaustive intonation rules 

are not available for SCB. Thus, in the context of the development of a speech synthesizer in 

SCB, the study and formation of usable and comprehensive set of rules of intonation becomes 

a part of the design of the synthesis system. The study of intonation can only be done through 

the extraction of pitch from continuous speech signals followed by a detailed analysis of 

these pitch patterns. 

Accurate and reliable pitch measurement of a speech signal is not straightforward [98, 

214]. The reason for this is that the pitch signal is quasi-periodic in nature, i.e. the periods of 

speech waveform varies both in period as well as in the detailed structure of the waveform 

within a period. Besides these, the interaction between the vocal tract and the glottal 
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excitation makes it difficult to measure pitch [214]. The formants of the vocal tract, in some 

instance, can alter significantly the structure of the glottal waveform. This also adds to the 

difficulties in the detection of pitch period [214]. During the rapid movement of the 

articulators, this problem becomes more prominent. Another difficulty lies in defining the 

exact beginning and end of each pitch period during voiced speech segments [214]. This 

choice is often arbitrary. Sometimes, in the signal domain, the beginning and end of the 

period can be marked by the maximum value during the period, the zero crossing before the 

maximum etc [214]. But these definitions may give spurious pitch period estimation. These 

erroneous results are not due to the fact that the speech waveforms are quasi periodic in 

nature. This is because peak positions are sensitive to the formant structure during pitch 

period and the zero crossing of a waveform depends on the formants, noise and any change in 

dc level in the signal. Lastly, distinguishing between unvoiced speech segments and low-level 

voiced speech segments are difficult [214]. Zero crossing rates are often used to distinguish 

between the quasi-periodic (voiced) and the quasi-random (unvoiced) signal [217]. Besides, 

this zero crossing approach often fails particularly because of large overlap in zero-crossing 

rate between sibilants and front vowels. 

Due to these different kinds of difficulties in pitch calculations, various pitch 

detection techniques have been developed [13, 14, 28, 35, 41, 62, 111, 115, 135, 140, 141, 

145, 156, 173, 182, 194, 211, 213, 222, 279, 280, 283]. Generally, most of the pitch detection 

algorithms just determine the pitch during voiced segments of speech and rely on some other 

technique for the voiced-unvoiced decisions [214]. A pitch detection method, which have the 

properties of distinguishing the voiced and unvoiced regions of the speech signal as well as 

have the capability of finding out the silence zones would surely be welcome. 

Pitch detection methods are broadly divided into three categories depending on the 

properties of the speech signal they use for the detection, (1) time domain based, (2) 
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frequency domain based, and (3) both time and frequency domain based. Zero crossing 

measurement, peak and valley measurement, auto-correlation technique, maximum likelihood 

method etc. are some of the time domain based pitch measurement techniques, whereas, 

harmonic measurement technique, cepstral method, wavelet based method etc. are some of 

the well known frequency domain based techniques. The class of hybrid pitch detection uses 

the features of both time domain and frequency domain approaches of pitch detection. For 

example, a hybrid pitch detector might use frequency domain based technique to provide a 

spectrally flattened time waveform, and then use the time domain based maximum finding 

technique to estimate the technique. A survey of such techniques is available in the literature 

[122]. It may be noted here that in chapter 6, a hybrid pitch detection technique has been used 

to get the values of jitter, shimmer and complexity perturbation. 

The performance of a pitch detection algorithm is judged on the basis of the criteria 

[214], like, (1) accuracy in estimating pitch period, (2) accuracy in finding voiced-unvoiced 

region, (3) accuracy in finding the silence region, (4) robustness of the technique, (i.e., the 

more robust the technique is, the less it is modified for different transmission conditions, 

speakers, etc). (5) speed of operation,  (6) complexity of the algorithm, (7) suitability for 

hardware implementation, and (8) cost of hardware implementation. It may be noted here that 

depending on the requirement and method of acquisition of speech signal, different weights 

are given on the aforesaid factors to measure the effectiveness of a PDA. 

The proposed state phase scheme is time domain based. In state phase approach multi-

dimensionality is introduced into the one-dimensional time series through introduction of 

different delays. In this approach, some manipulations of the speech signal provide some low 

level parametric representation of the signal. As will be shown later, this representation 

simultaneously performed very well for continuous speech in (1) finding out the pitch very 

accurately, (2) detecting the voiced and unvoiced regions (quasi-periodic and quasi-random 

 
 

113 
 



regions) with almost 100% accuracy, and (3) finding out the silence region with 100% 

accuracy. Besides these properties, the algorithm is (1) very simple in its nature, (2) speed of 

operation is also high, and (3) complexity of the algorithm is also small. 

Apart from the above properties, the state phase method simultaneously provides 

following information for speech signals from the same calculated parameters. The 

parameters help in developing a, (1) phoneme-group classifier (into three basic groups) and 

(2) they can also be used to label a continuous speech signal on the basis of the above 

classification. Nowhere in the literature, the same scheme, with a few modifications here and 

there results in these many different outputs.  

It is to be noted here that the ability of this method as phoneme-group classifier of a 

continuous speech signals can also be used for word recognition by generating pseudo-word 

by the creation of sub-groups in a very large vocabulary [70] facilitating use of lexical 

knowledge for improving word recognition rate in Automatic Speech Recognition system. 

In addition to the above, the state phase method helps in developing a new analysis-

resynthesis technique [65] of continuous speech. This is also described in this chapter. The 

versatility and simplicity are the attractive features of this proposed state phase approach. 

The extracted pitch values obtained by state phase method is compared with the 

results obtained from four well known software, namely, Speech Analyzer [243], Wave 

Surfer [274], CSL model 4400, version 2.4 of Kay Elemetrics [58] and PRAAT [27]. The 

results of comparison are also provided in this chapter. 

3.1 State Phase Analysis 

In our proposed state phase approach, some simple manipulations of the high 

dimensional trajectory matrix generated from the one-dimensional time series (representing 

the continuous speech signal) provide a low dimensional parametric representation of the 

signal. This parametric representation may be used for a VDA (Voicing Detection 
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Algorithm).  The parameters can further be used for certain low-level phonetic classification 

like low open vowels (gro , other vocalic segments (group II: /e/, /i/, /u/, /o/, 

/l/, /m/, and /n/), purely quasi-random segments (group III

up I: //, /a/, /Q/)

: /s/, /S/)and silent regions (group 

IV). 

The discrete time series representing a signal may be denoted by the sequence {x1, x2 

.., xn,.. xN} where n is a positive integer. Here ‘N’ is the total number of samples in the 

discrete signal. Let the vector yL, in the k dimensional vector space, be constructed from the 

discrete set such that yL = (x1+L, x2+L, .....,xk+L)T ∀ L = 0, 1, 2, ..., where k+L ≤ N. Now a 

matrix Y can be formed whose rows are the vector yL, i.e.  

          Y = (y0  y1  y2 .... yk-1)T  … … …  (3.1) 

           =  … … …       (3.2) 
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This is the trajectory matrix. In practice k is set large enough to capture the lowest 

frequency component in the original signal [191]. A plot of the ith row versus the mth row, 

where i, m < k, gives a phase-portrait in the two-dimensional phase space. Here (m-i) 

represents a delay.  

For a periodic signal with period T, if the delay (m-i) corresponds to T/4 or an odd 

multiple of it, the scatter would be most widely spread. For a perfectly periodic signal the 

displacements at two points with a phase difference of 2π or a multiple of it (i.e. when the 

delay corresponds to the time period T or multiple of it), would have the same values. This 

implies that in the phase-portrait the points representing such pairs would be lying on a 

straight line with a slope of 1 to the axes. It may be seen that as the delay increases the points 

are scattered over a broad region.  It collapses into a straight line at the phase difference 

corresponding to delay of T or an integer multiple of it. 
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Figure 3.1: Phase-portrait of Vowel /  at Time Delay T/4 Q/

Similar phenomenon would happen also for quasi-periodic signals like voiced speech. 

When the delay is T/4, or odd multiple of it, the phase-portrait becomes widely spread (figure 

3.1). For a delay T or integer multiple of it, the points lie in a narrow region, very flattened 

with the axis having a slope of 1 through the origin (figure 3.2). In phase-portrait, the line 

passing through origin and having slope 1 is called the identity line. The root mean square of 

the deviation from this straight line would be minimum for this case. The corresponding 

delay gives fundamental frequency or integer multiple of it of the signal. 

The figure 3.1 shows the plot of the values in the 0th row of the trajectory matrix in 

equation 3.2 along X-axis with the corresponding values in the mth row of the same matrix 

along Y-axis. In this case, the value of ‘m’ is such that the time delay becomes T/4, where T 

is the periodicity of the taken signal of the vowel / . Similarly, the figure 3.2 shows the plot 

of 0

Q/

th row of the trajectory matrix in equation 3.2 along X-axis with the corresponding values 
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in mth row along Y-axis and the value of ‘m’ corresponds to the periodicity T of the signal of 

the vowel /  . For the other vowels, we will also get the same kind of phase-portrait. Q/

 

Figure 3.2: Phase-portrait of Vowel / at Time Delay T Q/
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Figure 3.3: Showing Relation of a Data Point in the Phase Portrait with the Identity Line  
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In figure 3.3, let, R(xi, xi+m) is a single point on the phase-portrait obtained by plotting 

the values in the 0th row of the trajectory matrix in equation 3.2 with the corresponding values 

in the mth row of the same matrix respectively along X-axis and Y-axis. Here xi is the value of 

the trajectory matrix element for the first row and ith column and xi+m is that for mth row and 

ith column. PR is the deviation of the point R from the line OP passing through the origin 

having slope 1 (identity line).  

In the figure, the position of R is (xi, xi+m). RP is perpendicular to OP and it is the 

measure of the deviation of the point R from the identity line OP. The angles ∠QOA, ∠OQB, 

∠PQR, and ∠PRQ have the value π/4.  

(PQ)2 + (PR)2  = (RQ)2 

 or,  2(PR)2 = (RQ)2  [since, PR = PQ] 

or, 2(PR)2 = (RA-QA)2  = (RA-OA)2 

=  2)ixmi(x −+

∴ (PR)2  =  
2

2)ixmi(x −+  

Thus, in the phase-portrait, the square of the perpendicular distance of a point on the 

identity line is given by the above equation. So, the sum of the square of the perpendicular 

distances of all points in the phase-portrait, for a particular delay m, would be the sum of the 

right hand side of the above equation for all i’s. For a fixed number of points in the phase-

portrait, when the scatter is most widely spread about the identity line (i.e. delay m is equal to 

T/4 or an odd multiple of it), the sum of the square of the perpendicular distances of all points 

will have the highest value and in the case of a narrow spread of the points about the identity 

line in the phase-portrait (i.e. delay m is equal to T or a multiple of it), the sum of the square 
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of the perpendicular distances of all points will attain the lowest value. This means that the 

sum of the square deviation will be minimum for the minimum value of ∑ .  −+
i

2)ixmi(x

In state phase analysis the dynamic behavior of the signal could be represented by the 

square matrix A formed from vector Y in equation 3.1, defined below, at each point of the 

space.  

A  =   … … … (3.3) 
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Define the mean square deviation for delay m by the following equation, 

∑
=

−+=∆
k

1i k

2)ixmi(x
m  … … …  (3.3a) 

The right side of the above equation is the mth diagonal element of the matrix AAT/k. 

Here, k is the dimension of the square matrix A.  Therefore,  

∆m = (AAT/k)mm  … … …  (3.3b) 

This value of ∆m would be minimum when the delay m is equals to the period T of the 

signal or the integer multiple of it. 

 

 
119 

 



 

Figure 3.4: Deviations Against Delay for Quasi-periodic Signal /   Q/

 

Figure 3.5: Deviations Against Delay for Quasi-periodic Signal /i/ 
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Figure 3.6: Deviations Against Delay for Quasi-random Signal /s/ 

Let, the sequence ∆ = {∆m}, is the deviation sequence.  

Figures 3.4, 3.5 and 3.6 represent the plot of the values of deviation ∆ against the 

delay ‘m’ respectively for vocalic signals (/ , /i/) and a sibilant (/s/). Q/

An examination of these plots reveals the following characteristics. The number of 

minima is significantly very large for the quasi-random signals in figure 3.6. The distribution 

of the minima also appears to be quite different. Furthermore, an examination of the values of 

the minima reveals the sibilants show highest average values and the signals in group I and 

group II have in general the lowest values. A similar separability can be observed for the rate 

of minima. This will be discussed in more details in later sections. 

Another interesting feature that can be observed from the deviation plots is the 

occurrence of flat segments in the plot. This happens when the signal is of very low 

amplitude. Figures 3.7 and 3.8 show the nature of the deviation for amplitude of -60 dB and   

-70 dB respectively for the vocalic signal / . The amplitudes are obtained using the Q/
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software Cool Edit 96 of Syntrillium Software Corporation [59]. It can be seen that the total 

amount of flat segments increases with the decreasing amplitude. This behavior of the 

amount of flat segments may be used to determine inter-vocalic gaps.  

 

 

Figure 3.7: Deviations Against Delay for Quasi-periodic Signal /  [-60 dB] Q/
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Figure 3.8: Deviations Against Delay for Quasi-periodic Signal /  [-70 dB] Q/

 

Figure 3.9: Flatness Against Amplitude Plot for Quasi-periodic Signal /   Q/

Figure 3.9 shows the plot of flatness against the amplitude of the quasi-periodic signal 

 . The curve is flat and close to the axes almost up to –40 dB. The value of the amplitude /Q/
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during the occlusion period lies below –40 dB, while the amplitude of a normal vowel signal 

is generally around -10 dB or greater than this. Thereafter as the amplitude decreases the 

flatness increases sharply up to almost -75 dB of the amplitude. After that it again falls down. 

This fall is insignificant because at that low amplitude value, the sample values become 

insignificantly low. The flatness is defined formally in the next section 3.2. 

3.2 Pseudo Phonemic Labeling 

A direct fall-out from the state phase analysis of speech signal is the labeling of 

continuous speech into pseudo-phonemic labels. We present here the labeling of continuous 

speech into four pseudo-phonemic classes using some properties of the trajectory matrix. 

These classes are silence, low vowels, other vocalic sounds and sibilants. The low vowels 

represent the vowels  , /a/, /  . The other vocalic sounds contain /e/, /i/, /u/, /o/, /l/, /m/, 

and /n/. /s/ and /

// Q/

S/ represent the sibilant class. The initial trajectory matrix has a large 

dimensional default value, which is reduced drastically through equation 3.3b. Altogether 

four parameters are extracted directly from the sequence ∆, constructed from the acoustic 

signal for classifying them. These parameters are used in the final decision-making. Standard 

Euclidean distance with inverse of variance as weighting function is used for classification. A 

total number of sixteen sentences spoken by one male native Bengali speaker are used as the 

database. The total duration of these sentences is approximately 104 seconds. 

3.2.1 Parameter Definitions 

Four parameters based on the analysis of phase-portraits, as discussed in the earlier 

section, have been used for signal class labeling. These four parameters relate to the values, 

spread, number of minima and the total amount of flat segments occurring in a particular 

deviation plot. For extraction of these parameters in the quasi-periodic portion of the signal, 

the window length is chosen to be double of the pitch period. For the quasi-random signal, a 
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default value of 20ms is chosen for window size. The delay corresponding to the first 

minimum in figure 3.4 is the pitch period when the signal represents a quasi-periodic one. 

This is used in updating the window size for quasi-periodic portion of the signal. The four 

parameters are defined as follows: 

1. Minima (M): M = min{∆m}      …    … (3.4) 

Where ‘min’ represents the lowest value of the sequence {∆m} =  (AAT/k)mm. A is the 

trajectory matrix defined in equation 3.3 and the dimension of the matrix is k. The index 

‘m’ corresponding to the minimum value (M) in the sequence {∆m} indicates the pitch of 

the signal. 

2. Spread of the minima (Σ): let, {yn} ⊂ {∆m},   … … (3.5) 

The elements of the sequence {yn} are the elements of the sequence {∆m} satisfying the 

conditions, 

1) ∆m  < ∆m-1 and ∆m < ∆m+1

2) ∆m  < ∆m-1 and ∆m = ∆m+1

3) ∆m  = ∆m-1 and ∆m < ∆m+1,

Here, the value of m will be such that 1 ≤ m ≤ k. 

      Then the spread Σ of {yn} is given by 

2

2
N

1i
i

N

1i

2
i

N

)y()y(N ∑∑
==

−

, ... ...     (3.5a) 

      Where N is the cardinality of the sequence {yn}. 

3. Rate of minima (R): The sequence {yn} includes minima generated by higher formants 

(F3 and above), which have very little significance towards the phonetic identity of the 

vowel. Perturbations in the sequence {∆m} generated by these formants are quite small. 
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They need to be excluded from the sequence {yn} before the calculation of rate of minima 

R. This is done by forming a corresponding maxima sequence {zn}, where  

{zn}⊂ {∆n} … …   (3.6) 

The elements of the sequence {zn} are the elements of the sequence {∆m} satisfying the 

conditions, 

1) ∆m > ∆m-1 and ∆m > ∆m+1

2) ∆m > ∆m-1 and ∆m = ∆m+1

3) ∆m  = ∆m-1 and ∆m > ∆m+1,

Here, the value of m will be such that 1 ≤ m ≤ k.  

The sequence {yn} is now reconstructed by eliminating the elements in {yn}, if zk – yk ≤ 

θ. Empirically, we have found the value of θ = 500, that eliminates the perturbation due 

to higher formants (F3 and above) from the sequence {yn}. 

Let N be the cardinality of the sequence {yn} after the elimination of the elements due 

to higher formants. Then  

             R = N/t,                                             …    …            (3.7) 

      Where t is the window length in seconds. 

4. Flatness (F): let, {yn} ⊂ {∆n},    … …       (3.8) 

The elements of the sequence {yn} are the elements of the sequence {∆m} satisfying the 

conditions, 

1) ∆m  = ∆m-1 and ∆m = ∆m+1

Here, the value of m will be such that 1 ≤ m ≤ k. 

Then F is the   cardinality of the sequence {yn}. 

The whole classification algorithm is described by the flowchart in the sub section 3.2.4 

 

 
126 

 



3.2.2 Classificatory Analysis   

The figure 3.10a, 3.10b and 3.11a, 3.11b show the plot of the windows in the 

parametric space R~Σ and R~M respectively, for the randomly selected training set of steady 

state signals. Actually the space R~Σ is broken up and is shown separately in two figures for 

clarity. Similar is the case for the R~M space. An examination of figures 3.10a, 3.10b and 

3.11a, 3.11b reveal three separate major regions of concentration, namely group I containing 

low vowels ( / , /a/, / ), group II consisting of other vowels (/e/, /i/, /u/, /o/), lateral (/l/) 

and nasal murmurs (/n/, /m/), and group III containing the sibilants (/s/, /

/ Q/ 

S/). 

 

Figure 3.10(a): Scatter Plot for R~Σ for R Value 0 to 10 
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Figure 3.10(b): Scatter Plot for R~Σ for R Value 10 to 55 

 

 

Figure 3.11(a): Scatter Plot for R~M for R Value 0 to 10 
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Figure 3.11(b): Scatter Plot for R~M for R Value 10 to 55 

In the above figures 3.10a, 3.10b and 3.11a, 3.11b, the legends , , and ∆ 

respectively represent the data points in three groups I, II and III. The separation boundary, as 

shown in the figures, between the regions, dominated by a group of data, is found to be 

nonlinear. The representative points are indicated in the figures by the filled version of the 

same symbols i.e. by , , and  respectively, for group I, II and III. The group 

representatives are the mean values corresponding to the respective groups. 
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Σ M R Phoneme 
sub-class Mean SD Mean SD Mean SD 

  1924 645 1216 531 6.63 1.19
a1 1565 279 1131 760 7.67 1.81
a2 2477 552 773 233 7.64 1.22
Q  1802 590 1248 698 9.02 3.49
e1 1432 281 1051 644 3.45 0.65
e2 1880 55 732 345 7.57 3.70
e3 2662 889 662 317 3.30 0.64
e4 2730 880 742 310 10.25 6.12
i1 1696 506 792 360 3.56 1.62
i2 3575 994 644 262 3.91 0.76
u 1792 693 860 402 2.95 0.44
o 2313 837 858 470 4.32 1.03
l 2901 1489 809 332 3.77 1.32

m 2536 1120 533 201 2.67 0.67
n 3385 761 561 298 3.85 1.43
s 546 208 2225 1011 34.35 9.82
S  739 313 2601 1337 32.18 7.64

Table 3.1: Mean and SD of the Parameters Σ, M and R for Phoneme Subclasses  

From the scatter plot in figures 3.10a, 3.10b and 3.11a, 3.11b, it is clear that 

considerable overlap exists between the classes. Moreover the boundaries are seen to be 

arbitrarily non-linear. Therefore sub-regions are formed. For this, training set of each class is 

subdivided into more than one subset depending on their local concentration determined by a 

visual inspection of each class minutely. Accordingly for /a/, /e/, and /i/ we get 2, 4 and 2 

subsets respectively. Thus altogether seventeen training sets are formed. Table 3.1 shows the 

mean and standard deviations of the parameters for all phoneme subclasses belonging to 

group I, group II and group III. Even for the spread of minima the sibilants show distinctly 

lowest values. Here also group I and group II signals, in general, show highest spread. This 

clearly indicates that these parameters have potential for discrimination of the classes. Also 

for vocalic signal the minima seem to be concentrated into different modes (figures 3.4 and 

 

 
130 

 



3.5). One mode is for the deviation ∆ corresponding to delays, which are multiples of the 

periods T. The other mode corresponds to the secondary minima values. The other 

characteristic is that the standard deviations of the minima values are significantly lower for 

quasi-random signals. 

Let R i, M i,Σ i,
iRσ ,

iMσ , and 
iΣ

σ be the mean and standard deviations, respectively, 

for the rate of minima(R), minima in a segment (M) and spread of the minima ( ) where  ‘i ' 

stands for the corresponding classes constituting the 17 sub-classes. Now, we define a 

distance function as follows: 

Σ

Di
2 = 2

2)(

iR

i RR

σ

−
+ 2

2)(

iM

i MM

σ

−
+ 2

2)(

i

i

Σ

Σ−Σ

σ
  … … … (3.9) 

Where R, M and Σ  are the values of the aforesaid parameters of the unknown frame X 

required to be classified. It is to be noted that the above distance equation is the Cartesian 

distances of the parameters divided by the respective variances. These divisions actually 

increase the inter-class separations while at the same time decrease the intra-class 

separations. 

The parameter F is calculated to detect the silence zone of the speech signal. In the 

present chapter, the silence zone is treated as a separate group (group IV). If the value of 

flatness parameter F has got the value greater than 8, then the frame is assigned as silence 

zone. If the value of F is less that 8, then the input frame is assigned to the class for which the 

distance Di is minimum and is labeled accordingly as Group I, II or III. 

 3.2.3 Pitch Extraction   

The speech signals falling under group I and II are voiced. Pitch is extracted in these 

regions. The window length for analysis is set to 20ms at the beginning of each group. Thus, 

at the beginning, the trajectory matrix is formed for 20ms of the signal. Now, the parameter 
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M is calculated and the corresponding delay value ‘m’ is noted. If the sampling rate of the 

signal is S Hz, then the pitch P is given by,  

P = S/m 

The value of pitch comes out in Hertz. After calculating the pitch, the window length 

for analysis is taken as double to the pitch value, and the window is shifted to one pitch value 

on the signal. In this connection it may be noted that the minima of the sequence {∆m} may 

not always present the real minima. The real and apparent minima will be the same when the 

two points on the either side of the minima are of equal value. When this is not the case, 

using a simple linear interpolation the necessary correction is done.  
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3.2.4 Classification Algorithm 

 

Set window length L = 20 * SamplingRate / 1000 
Set intervalEnd = L – 1; 

Calculate  

{∆p} =  (
~
AA /k)pp, from equation (3.3). 

i) Calculate M  (eqn.3.4) 
ii) Find {yn} (eqn.3.5) 
iii) Calculate Σ (eqn.3.5a) 
iv) Find {zn}(eqn.3.6) 
v) Form the new {yn} 
vi) Calculate R (eqn.3.7) 

Calculate F (eqn.3.8) 
Test   F > 8 

Yes

No

Assign Group 
IV 

Test if Group III Yes

No

Calculate Pitch  
Set window length = 2* Pitch 

Classify the window: 
i) For an unknown parameter set find the distances from all representative. 
ii) The sample is assigned to the ith class where Di ≤ Dj ,∀ i, j. (eqn.3.9) 
iii) Find the phoneme class to which the sub-class “i” belongs. 
iv) Find the group to which the phoneme class belongs. 

Pitch Detection Algorithm (PDA) and Voicing Detection Algorithm (VDA). 

Figure 3.12: Flowchart for PDA and VDA 

3.2.5 Experimental Details 

The experiment is conducted in two phases. In the first phase a manner-based labeling 

of the steady state signals into four defined groups is done. In the second phase this same 
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classification method is used for labeling the segments into different classes. As already 

mentioned the data set consists of signals for 16 sentences spoken by a native male speaker, 

the total duration of the sentences being 104 seconds. The number of phonemes in the 

sentences and the duration of sentences respectively range from 15 to 97 and from 2.746 to 

11.962. The data is directly recorded through the standard multimedia devices available with 

PC and digitized at 16 bits per sample using a sampling rate of 22050/sec in the normal 

environment of a computer lab. A headset standard multimedia microphone set at a distance 

of approximately 2 inches from the side of the mouth is used.  

For the first experiment steady state signals for all vowels, laterals, nasal murmur and 

signals for the sibilants are taken out manually from the sentences and stored separately. A 3-

D spectrogram display is used for determining the steady states. Altogether 712 such states 

have been isolated.  

For training the classifier, a subset for each of the classes has been prepared by 

separating randomly 20% or a minimum number of 20 steady state signals whichever is 

more, from the total set of 712 files. These are used for finding the means and SD’s for the 

different parameters to represent the classes. The rest of the signals are kept for testing the 

classifier. In the first experiment the result of classification of all the steady-state files in the 

test set are reported. In the second experiment, the same representatives of classes are used 

for classification of continuous Bengali sentences into four classes namely the silence, the 

low vowels ( /  , /a/, / ), other voiced segments (/e/, /i/, /u/, /o/, /l/, /m/, /n/), and sibilants 

(/s/, /

/ Q/ 

S/).  

The audio signals are normalized with respect to amplitude so that deviation values 

are scaled properly. For each of the signals in the training set for all classes, three parameters 

are calculated, namely, R, M and Σ. For this experiment, checking flatness is not required 

since the amplitudes of the signals are large enough and there is no silence region. For 
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calculating the parameters, a self-adaptive technique is used for adjusting the window length 

in case of voiced signals. Starting from a default window length of 20 ms. at the beginning, 

its length is adjusted such that it becomes twice of the pitch of the signal. For voiced regions 

a window is shifted by the value T, the time period indicated by the first minima value of 

deviation ∆. For the sibilants, window length remains the same default value, i.e. 20ms, 

throughout the signal and the shifting of window here is by the same default value. Thus for 

the vowels, lateral and nasal murmur, for each signal, a number of parameter values are 

extracted depending on the length of the signals and their pitch value. For the sibilants, this 

number depends only on the length of the signals. To get the representative points of each 

class, all the three parameters for that class are consolidated separately. The mean and 

standard deviation of each of the three parameters for the individual classes are taken to 

represent of them respectively. The representative set consists of 17 sub-classes. 

The parameters R, M and Σ for all the windows, as defined earlier, are extracted for 

each of the aforesaid steady state signals taken from the test set. These are used to calculate 

the weighted Euclidean distance using equation 3.9 for the parameter set from each of the 

representative points. Depending on the lowest distance from a class representative the 

window is assigned its label. Thus for a steady state signal a set of labels is obtained. An 

examination of the classified series of signal segments reveals that most of the error in 

classification occurs either as an isolated event or in small groups rarely exceeding 4 in 

number. Since steady state vowels mostly exceed 40 ms in duration in normal speaking, we 

have corrected the errors, occurs either as an isolated event or in small groups, by classifying 

a segment as belonging to group I, II or III considering the majority of the occurrences of the 

labels constituting each group. 

  The efficiency of classification has been improved at the primary level by introducing 

the concept of “guard zone” where the test sample is rejected when the minimum distance is 
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above some pre-determined threshold value. The radius of the guard zone, for each of the 

seventeen classes, is determined by considering the minimum distances for which the set of 

parameters are able to correctly recognize the class. For this the training set signals are used. 

It is found that most of the minimum distances for correct recognition lie within the value of 

mean of the set plus 1.5 times of the standard deviation of the minimum distances set. The 

result of classification using this as the radius of guard zone is also presented in the present 

chapter. 

The second part of the experiment consists of labeling of Bengali sentences recorded 

by the same speaker into phonetic labels. For this the same representative points as 

previously used for steady state classification are used. The same self-adaptive technique is 

used here for automatic adjusting the window length, which starts with a default length of 

20ms. The first objective of this process is to find out the portion of the sentences where the 

parameter extraction method has to be applied for classification. The parameter “flatness” is 

important for this. If its value becomes greater than a threshold value the window segment is 

described as silence and labeled as group IV. This region does not require parameter 

extraction for classification. The window is then shifted by the same default value. The value 

of “flatness” becoming less than the threshold value is an indication of the presence of an 

active part of the speech signal that might be either quasi-periodic or quasi-random. The 

parameter extraction for classification and classification of this window into   group I, II or 

III uses the same procedure as was followed in the case of the first experiment. 

3.3 Results 

Detection of pitch is important for adaptation of window for parameter extraction. 

The figure 3.13 shows the spectrographic representation of one of the Bengali sentences 

/StHanio te lipHon k�ler hare maSul deben/ on which studies are conducted. In the figure 

time is along X-axis and is measured in second and along Y-axis frequency is plotted in kHz. 
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The darkness of the figure represents the intensity of the corresponding harmonics present in 

the signal. 

 

Figure 3.13: Spectrographic representation of the Bengali Sentence 
/StHanio te lipHon k�ler hare maSul deben/  

 

Figure 3.14: Waveform and Corresponding Pitch Profile for the Same Bengali Sentence 

Figure 3.14 shows the signal and the corresponding pitch profile as extracted by using 

the PDA of the state phase approach for the same Bengali sentence said above. In the figure, 

time is given in millisecond and is plotted along X-axis. This time axis is same for both the 

pitch profile and the corresponding speech signal. The pitch is plotted along Y-axis and in 
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Hz. This axis only shows the scale for the pitch, and the amplitude of the signal, plotted along 

Y-axis is not represented. 

It may be seen that the extraction of pitch is done only at the voiced regions of the 

signal. No pitch is calculated in the silence region or the sibilant portion of the signal. The 

pitch profile is reasonably smooth. It may be seen that there is no voiced region where pitch 

has not been extracted. 

3.3.1 Comparison of Pitch Data Obtained by State phase Method with Four Well-known 
Software 

The pitch values obtained by state phase approach for the above said Bengali sentence 

are compared in detail with other four pitch detection software, namely, Speech Analyzer 

[243], Wave Surfer [274], CSL [58] and PRAAT [27]. The main difference of the state phase 

approach with others is that in this method the pitch values are coming out period by period, 

and no averaging is done during the calculations over some region in the time axis, whereas, 

for the other cases we are getting an average value of pitch over a predefined fixed 

timeframe. For the other methods, we have extracted the pitch for 10-millisecond window 

length, i.e., the pitch values averaged over 10-millisecond is taken. For comparison with our 

approach, the pitch values obtained from state phase are averaged over 10-millisecond and 

the average pitch values are taken for those segments each having 10-millisecond width. The 

plots of the pitch values obtained from all the above-mentioned methods, only for the voiced 

regions, and the correlation coefficient tables for them are given separately. The correlation 

coefficient between the two pitch data sets, obtained by two separate methods, is calculated 

as given below. For each voiced region, we have taken the pitch values within the range 

where each method was able to calculate pitch. This is done for finding the correlation 

coefficients, which requires equal number of data in both sets between which the coefficient 

is being calculated. Let, 
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X = {xi : i = 1, …, N} and Y = {yi : i = 1, …, N} are the two data sets for the voiced 

region of the speech signal and obtained by two different methods. ‘N’ is the total number of 

data in each of the data set. Then the correlation coefficient, ρ
X,Y of X and Y is given by the 

expression, 

YX
Y,X

)Y,X(Cov
σσ

=ρ   … … … (3.10) 

Here Cov(X, Y) is the covariance of the sequence {X} and {Y}, σ
X
 and σ

Y
 are the 

standard deviations of the sequences respectively. The values of Y,Xρ  lie in the range [-1, 

+1], where +1 value corresponds to the maximum correlation between the data sets and –1 

corresponds to the maximum negative correlation between the data sets whereas 0 value 

indicates they do not correlate. Cov(X, Y) is defined as follows: 

∑
=

−−=
N

1i
)yµi)(yxµi(xN

1Y)Cov(X,  … … … (3.11) 

Here  and xµ yµ  represent the means of the sequences {X} and {Y} respectively. 

Following figures and tables show the details comparison between pitch values obtained by 

different methods. 

 

 St-ph WS SA PRAAT CSL 
St-ph 1.0 0.971168 0.974487 0.975192 0.965396
WS 1.0 0.955894 0.939931 0.933418
SA 1.0 0.992802 0.977443

PRAAT 1.0 0.98494
CSL 1.0

 

 
 

 

Table 3.2: Correlation Values for Pitch Data Between 240-560 millisecond of the test 
sentence 
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Figure 3.15: Pitch Profiles for All Methods Between 240-560 millisecond of the test 
sentence 

Figure 3.16: Pitch Profiles for All Methods Between 660-810 millisecond of the test 
sentence 
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Figure 3.17: Pitch Profiles for All Methods Between 910-1030 millisecond of the test 
sentence 

 

 St-ph WS SA PRAAT CSL 
St-ph 1.0 0.94085 0.910521 0.867612 0.359852 
WS  1.0 0.918335 0.83935 0.27157 
SA  1.0 0.938629 0.296435 

PRAAT  1.0 0.321939 
CSL  1.0 

Table 3.3: Correlation Values for Pitch Data Between 660-810 millisecond of the test 
sentence 

 St-ph WS SA PRAAT CSL 
St-ph 1.0 0.405241 0.756702 0.791934 0.05897
WS 1.0 0.305807 -0.06617 -0.00069
SA 1.0 0.774435 0.108077

PRAAT 1.0 0.082674
CSL 1.0

Table 3.4: Correlation Values for Pitch Data Between 910-1030 millisecond of the test 
sentence 
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Figure 3.18: Pitch Profiles for All Methods Between 1130-1840 millisecond of the test 
sentence 

Figure 3.19: Pitch Profiles for All Methods Between 1940-2380 millisecond of the test 
sentence 
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 St-ph WS SA PRAAT CSL 
St-ph 1.0 0.958024 0.445712 0.947273 0.434311
WS 1.0 0.487043 0.902927 0.450593
SA 1.0 0.449279 0.178604

PRAAT 1.0 0.421521
CSL 1.0

Table 3.5: Correlation Values for Pitch Data Between 1130-1840 millisecond of the test 
sentence 

 St-ph WS SA PRAAT CSL 
St-ph 1.0 0.825291 0.20005 0.249977 0.33895
WS  1.0 0.580203 0.557814 0.427467
SA  1.0 0.82598 0.449909

PRAAT  1.0 0.407548
CSL  1.0

Table 3.6: Correlation Values for Pitch Data Between 1940-2380 millisecond of the test 
sentence 

In all the figures, along with the five methods, the original pitch data obtained by the 

state phase approach are also plotted and indicated by St-ph(o) in the figures. This is to show 

that the pitch data obtained by the state phase approach are period-by-period calculation of 

the pitch values. 

Correlation values for Time span 
(ms) WS SA PRAAT CSL 

240-560 0.971168 0.974487 0.975192 0.965396
660-810 0.94085 0.910521 0.867612 0.359852

910-1030 0.405241 0.756702 0.791934 0.05897
1130-1840 0.958024 0.445712 0.947273 0.434311

St-ph 
 

1940-2380 0.825291 0.20005 0.249977 0.33895
Table 3.7: Correlation Values for All Methods 

The table 3.7 is obtained by direct compilation of the tables 3.2 to table 3.6. From the 

table it is seen that our method is in good agreement with the Wave Surfer method, except for 

the time region 910-1030 millisecond. This region shows unacceptable correlation between 

all the methods under comparisons (table 3.4). The figure for this region reveals that the pitch 

profile obtained from state phase approach is smoothest of all the pitch profiles. This 

smoothness is expected in continuous speech of a normal speaker. 
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3.3.2 Classification Results 

Table 3.8 represents the confusion matrix of classification, done in sub-section 3.2.2, 

of the steady state signals into all the 12 phoneme classes. It may be noted that the rows for 

/a/, /e/ and /i/ includes the classification done through sub-class representation as indicated in 

section 3.2. For tables 3.8 to 3.10 the number in each cell corresponds to the number of 

windows. Each steady state contains a large number of windows. These are small and of 

different length (each equal to a pitch period) for vocalic signal. For sibilant signals the 

windows are of equal length i.e. of 20ms. The data within the three boxes bounded by dark 

lines in Table 3.8 represent the correctly classified samples for the three groups of signal 

namely low vowels, high vowels and other vocalic and the sibilants. 

 Classified as 

   a Q  e i u o l m n s S  
  141 73 113 31 4 0 23 7 0 0 0 0 
a 119 306 142 58 0 0 4 2 0 0 0 3 
Q  4 6 33 5 1 0 2 0 0 0 0 0 
e 10 15 60 230 108 30 72 37 86 22 2 0 
i 6 3 18 144 78 26 44 82 70 49 0 0 
u 0 0 3 27 21 28 1 10 19 12 0 0 
o 15 4 33 92 32 10 104 28 21 40 0 2 
l 3 0 15 38 14 8 12 56 18 10 0 0 

m 2 0 4 4 19 9 9 34 63 43 0 1 
n 2 0 5 55 41 2 20 96 38 232 0 1 
s 0 0 0 0 0 0 0 0 0 0 74 89 
S  0 0 0 0 0 0 0 0 0 0 22 54 

O
rig

in
al

 C
la

ss
 

 
Table 3.8: Confusion Matrix for 12 Phoneme Classes of Steady State Signals 

 

Table 3.9 shows the summarized confusion matrix for 3 groups of steady states. This 

is compiled from table 3.8. As already mentioned earlier group I constitutes the low vowels 

, /a/, / , group II constitutes other vowels (/e/, /i/, /u/, /o/), laterals (/l/) and nasal 

murmur (/m/, /n/), and elements of group III are Sibilant (/s/, /

 // Q/ 

S/). The recognition of windows 

to different classes is only 91.1%. 
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 Classified as 

 I II III 

I 937           137 3 

II 198 2344 6 

III 0 0 239 

O
rig

in
al

 C
la

ss
 

 Table 3.9: Confusion Matrix for 3 Groups of Steady State Signals 

 

Table 3.10 describes the confusion matrix after introducing the guard-zone. The 

‘rejected’ column shows the number of windows that could not be classified since the 

minimum distance from the representative points were larger than the threshold value. The 

recognition of windows to different classes is 97%. The reduction in mis-recognition is due to 

some of the mis-recognised windows being rejected because of being far away from any of 

the classes. The rejection rate is 6%. 

 Classified as
 

 I II III Rejected 

I 934 73 0 70 

II 37 2340 0 171 

III 0 0 239 0 O
rig

in
al

 C
la

ss
 

 
Table 3.10: Confusion Matrix for 3 Groups of Steady State Signals Using Guard-zone  

 

Table 3.11 shows the confusion matrix for 4 groups for 16 sentences, the fourth group 

being the silence region. In this table the numbers in cells correspond to the number of 

phonemes, instead of the number of windows in a class given in tables 3.8 to 3.10. Each of 
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the phoneme regions contains a number of classified windows. A region is assigned the class 

in which the majority of windows fall. There is no confusion between silence and other 

classes of signals. In most cases the sibilants separated the vocalic phonemes. But, for the 

cases where two or more vowels occur consecutively, markers were manually introduced to 

differentiate vowel regions. Thus, in this case, a single such region is labeled using a majority 

vote on the actual classification of the windows contained in the whole region. This process 

was explained in section 3.2.4. A recognition rate of about 95% is obtained. The most of the 

confusion occurs between groups I and II. If the first three groups are considered, i.e., the two 

vocalic classes (group I and II) and the sibilant classes (group III), then the correct 

recognitions are observed to be 93%. 

 
Classified as 

 I II III IV 

I 176 19 0 0 

II 19 386 7 0 

III 0 1 49 0 

IV 0 0 0 218 

O
rig

in
al

 C
la

ss
 

 Table 3.11: Confusion Matrix for 4 Groups for 16 Sentences 

 

Table 3.12 shows the confusion matrix for the three basic types of speech signal viz. 

quasi-periodic, quasi-random and silence as mentioned earlier for all the 16 sentences. This 

matrix is compiled directly from table 3.11. The score for correct classification is 99.1% for 

these three groups. 
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 Quasi-periodic Quasi-random Silence 
Classified as 

Quasi-periodic 600 7 0 

Quasi-random 1 49 0 

Silence 0 0 218 

O
rig

in
al

 C
la

ss
 

 Table 3.12: Confusion Matrix for Signal Types for 16 Sentences 

 

Figure 3.20 shows one such example for a single sentence. The sentence is same as 

used to show the pitch profile in figure 3.14. The labels indicated by the horizontal segment 

are superimposed upon the speech signals. The phoneme symbols allotted are determined 

aurally. 
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Figure 3.20: Example of Four Groups Labeling for a Sentence  
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3.4 Analysis-resynthesis Using State Phase Method 

It is seen that the state phase analysis of time series of continuous speech can label 

speech into some manner-based segments. This property may be used for coding speech into 

compressed form, which can be regenerated. 

This section presents a state phase based technique where continuously spoken speech 

is analyzed for extraction of some selected token signal segments, which are coded and later 

used for regeneration of the signal. The coding is accomplished by simply inserting two 

information bytes at the beginning of each segment. The decoding is done using the 

information bytes. The main components of this technique are (i) extraction of proper signal 

elements, (ii) data packet generation, (iii) decoding the packet, and (iv) resynthesis. 

3.4.1 Extraction of Signal Elements 

The fundamental structure of a continuous speech signal generally is of quasi-periodic 

signal segments separated by quasi-random or quiescent segments. These later segments have 

co-articulatory and anticipatory influences on the adjoining quasi-periodic segments, which 

cues the perception of consonants. The extraction method of signal segments is different for 

these quasi-periodic, quasi-random and quiescent portions of the speech signals. Thus, it is 

necessary to locate the boundaries of these three basic kinds of speech signal elements for the 

extraction of relevant token signal segments. 

The success of the extraction method for the relevant initial token signal segments 

from continuous speech depends on the accuracy of finding out the quasi-periodic (group I), 

quasi-random (group II) and quiescent (group III) part of the speech signal. We have seen in 

the earlier section that the success rate of the state phase analysis for detecting these three 

regions for the continuous speech is 99.09%. The recognition rate for group I as group I, 

group II as group II and group III as group III respectively are 98.85%, 98% and 100%. 
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Figure 3.21: Time Domain and Spectrographic Representations of /a  mi kal siloN jabo/

The figure 3.21 shows the silence, voiced and unvoiced part, detected by state phase 

method, of the Bengali sentence /a . The upper part of the figure shows the 

signal domain representation of the signal and the lower one is its spectrographic 

representation. Time is plotted along X-axis in seconds for both representations. Sample 

value is plotted in signal domain representation along Y-axis whereas frequency in kHz is 

plotted in the other representation. 

mi kal siloN jabo/

3.4.1.1 Extraction of Elements in Voiced Region 

The proposed regeneration technique for the voiced region is based on ESNOLA 

technique. The perceptual pitch period is the signal element for the voiced zone. The success 

of the ESNOLA technique is based on finding the epoch points of the speech signal in voiced 

region [46]. Thus, the quality of the regenerated signal for the vocalic region depends on the 

accuracy of picking the PPPs (Perceptual Pitch Periods). We have already mentioned in 

chapter two that perceptual pitch period is the portion of the voiced signal in between two 

epoch positions. The detailed methodology for finding the epoch positions for a voiced 

speech signal has been discussed in chapter 5.  
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After getting the boundaries for the three basic types of speech signal by state phase 

analysis, the perceptual-pitch-periods are extracted from different portion of a continuous 

voiced region as described below. 

One perceptual-pitch-period is extracted at each end for each vocalic region. If the 

vocalic region is more than 120 milliseconds, additional perceptual pitch periods are 

extracted at an interval of 60ms; other wise one additional period is extracted from the middle 

of the region. The additional periods are needed to accommodate CV and VC transitions for a 

CVC syllables. This can also take care of VV situations, and occurrences of vowels with non-

vowel vocalic like l, m and n. The 60ms interval is selected keeping in mind the normal 

average duration of a CV or VV transitions. However we may note here that some times 

glides have a somewhat larger duration. These additional periods are expected to give 

reasonable perceptual approximation of the loudness variation and intonation of speech that 

the original speech has. 

3.4.1.2 Extraction of Elements in Unvoiced Regions 

For an unvoiced region a 10-millisecond section of the signal is extracted at each end.  

Additional sections are extracted at intervals of 310ms if the duration of the segment is more 

than 310ms. Otherwise only one period at the middle of the segment is extracted. It may be 

noted here that the durations of sibilants are normally within 160ms. But they have 

significantly larger values in case of gemination and consonants clusters. Similarly though 

the normal occlusion period for plosives is within 160 ms, the silence period may be quite 

large for gemination as well as pauses due to clausal or sentential boundaries. It may be 

further noted that for silence regions, we have avoided patching the signal with the silence 

zone by introducing zeroes at the synthesis end. However, for keeping the naturalness of the 

produced sound we may try to capture the ambient noise by patching the silence zones with 

the signal.  
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3.4.2 Coding for Data Packet 

Unsigned binary data packets are generated for each of the signal segments obtained 

from the voiced and unvoiced regions of the continuous speech signal by attaching a two-byte 

information code at the beginning of each segment. The regeneration technique requires the 

two signal segments between which the regeneration is to be done and the number of 

repetitions in between them. Thus, the information of the number of repetition has to be there 

in the information bytes. It is also required to identify the information bytes in the stream of 

data packets. The bytes contains the information about the size of the signal segments, the 

number of elements to be generated in between two consecutive signal segments as well as 

the signature by which it can be isolated in the data packet stream. The table 3.13 gives the 

structure of the information bytes. 

Content 1 Parity No. of sample points in the token No. of repetitions 

Bit no. 16 15  6 - 14 1 -5 

 

Table 3.13: Description of the Code Bits 

The sixteen bits are divided into four units to accommodate the necessary 

information. From the above structure, it is seen that the most significant sixteenth bit has 

forcefully given the binary value 1. The fifteenth bit is for parity checking for the bits 

representing the number of sample points in the token signal. First to fifth bit is for the 

information of ‘number of repetition’ and from sixth to fourteenth bit is reserved for the 

information about the size of the token in terms of sample points. 

From the structure of the information byte, it is seen that 5 bits are allowed for the 

number of repetitions.  The maximum decimal value 31 can be accommodated with the 5 

bits. Thus, with this five bits, the range of repetitions can be incorporated is 0 to 31. For the 

unvoiced zone of the speech signal, the maximum value of this field could be 31. This is 

because, 10ms signal segments are taken from this zone and additional 10ms signal segments 
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are taken at an interval of 310ms. Thus, for this extreme case, the value of this field would be 

31; otherwise its value would be less than 31. For the voiced zone, the signal segments are 

taken at most at an interval of 60ms. If we consider the extreme case, then the maximum 

value 31 for the number of repetitions information can accommodate forms of a signal having 

frequency 516 Hz which is sufficient to regenerate the interval of even very high pitch female 

voice. 

Again nine bits are allowed to accommodate the information of the number of sample 

points in the signal segments. The maximum decimal value 511 can be accommodated with 

the 9 bits. The length of the signal segment taken is 10ms for the unvoiced zone. For 22050 

Hz sampling rate, 10ms signal segment contains 221 sample points. Thus, this also can be 

easily accommodated with the allowed 9 bits. For the voiced signal, the maximum value for 

the number of sample points corresponds to a minimum of 44 Hz for the fundamental 

frequency of the signal. This is much lower than the fundamental frequency of a very low 

pitch male voice. Therefore in this given structure of the information byte, the allowable pitch 

range for the voiced signal is within 44Hz to 516 Hz. This range is sufficient to accommodate 

normal male and female voices. Thus, it is assured that two-bytes are sufficient for the 

purpose for all signals which has speech like characteristics. So, this code contains necessary 

information for the regeneration of the signal.  

The binary value 1 for the most significant bit is used to isolate it in the data packet 

stream as explained hereafter. Generally, the sample values are stored as two bytes signed 

integer in a digitized speech signal. Thus the digitized speech signal is a 16-bit signed binary 

packing. The following preprocessing tasks are done at time of data packet generation from 

the signal segments. At the time of data packet generation, the restriction impose on the 

transmitted signal is that its sample values never go beyond the half of the maximum allowed 

value for 16-bit signed integer binary packing i.e. the maximum allowed decimal value for 
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each of the sample is 16383 and the minimum value can be -16384. Now, addition of 16384 

to each sample values makes them greater than or equal to 0. Thus, the 16 bit signed binary 

data becomes 16 bit unsigned binary data where the values of the sample lie in between 0 to 

32767. This normalization method ensured that any unsigned integer value in the data 

packing beyond this range does not correspond to the sample point of the signal segment. In 

this unsigned 16 bit binary packing of the data packet, the information bytes always have a 

value greater than or equal to 32768 due to the most significant bit. Thus, the information 

bytes can easily be distinguished from the sample points of signal segments and act like the 

pillars in the data packet stream in between which the signal tokens reside. This is done to 

facilitate correction of error introduced in the information bytes during the process of 

transmission. 

3.4.2.1 Error Detection and Correction 

Let, us now consider the errors that might occur at the time of transmission. It is clear 

from the method of data packing that the information bytes always have the value greater 

than or equal to 32768. So, at the time of considering an unsigned integer to be the coding 

information, always this checking has been done. If so, the 15th bit of this unsigned integer (2 

bytes) is examined to see whether the parity of 6th to 14th bits, containing the number of 

sample points in the token signal, is preserved. If this checking comes out true, then the 

information bytes are considered to be the valid one otherwise we reject this. If the 

information bytes come out to be corrupted, then the next task is to find out the next 

information bytes. This is can be done only by checking the value of the information bytes. 

Thus, any kind of corruption of the information bytes that may occur at the time of 

transmission can be handled in this method. 

The correction of error is envisaged only for the recovery of the length of the token 

signal i.e. the number of sample points in the token signal. The error that may occur in the 
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signal segment or in the number of repetitions value is not attempted. The later errors only 

effect regeneration locally. The correction of error envisages that the signal never reaches 

half of the maximum allowed value for 16-bit transmission. 

Figure 3.22 gives the flow chart for the data packet generation. 
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Figure 3.22: Flow Diagram for Data Packet Generation 

No No

No 
No

Input Signal 

Flow Chart for Data Packet Generation 

The whole coding process is described by the following flow chat: 

Set, Start Voice Flag =0 and 
Start Un-voice Flag =0 

State phase analysis

Test, Start Voice Flag
= 0   

Voiced Unvoiced

Yes

1. Mark the starting of the 
voiced position.  

2. Get the starting of the 
unvoiced zone obtained 
previously. 

3. Select 10 ms from the 
starting point and code it. 

4. Check whether the zone is > 
310 ms. If yes, divide the 
zone at the interval of 310 
ms, take 10 ms of signal 
from each of the place and 
code it accordingly. 

5. Select the 10ms unvoiced 
part just before starting of 
the voiced position, and 
code it accordingly. 

6. Set Start Un-voice Flag = 0 

Test, Start Un-voice 
Flag = 0 

1. Set Start 
Un-voice 
Flag = 1.  

2. Test if Start 
Voice Flag 
= 1

Yes

1. Set 
Start Voice 
Flag = 1 

2. Test if Start 
Un-voice 
Flag = 1

Mark 
the 

starting 
voiced 

position

Yes 

1. Mark the starting of the 
unvoiced position 

2. Get the starting of the 
voiced zone obtained 
previously. 

3. Find out the “epoch” 
position for the each of the 
period in the voiced zone. 

4. Take the first PPP and code 
it accordingly. 

5. Check whether the zone is > 
120 ms. If yes, divide the 
zone at the interval of 60 
ms, take the PPP from each 
of the place and code it 
accordingly. 

6. Take the last PPP in this 
zone and code it. 

7. Set Start Voice Flag = 0. 

Mark the 
starting 

unvoiced 
position 

Yes 
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3.4.3 Resynthesis Using Linear Interpolation  

In principle, periodicity is seen in all sounds whose source is the vibration of the vocal 

cords. Therefore, not only the vowels, but also (voiced) nasals, liquids show periodic speech 

waves. During the speech production, the vocal tract serves as a resonator or a filter which 

rejects certain harmonics present in the glottal pulse and selects others. These filter or 

resonator properties depend on the shape of the vocal tract. Since diferrent phonemes have 

fixed articulator shapes for pronunciation, we get different spectral patterns for them. During 

speech when there are two adjacent phonemes in an utterance, there is a continuous change in 

the articulator position and the shape of the cavities change from the first phoneme to the 

second. These also are revealed in the spectral structure for this utterance. Thus we get a 

transition part, which correspond to the dynamic change of the articulators in going from the 

shape to produce first phoneme to that shape to produce next one. In these transitory parts 

there is a continuous change, generally non-linear, in the complexity of the wave form. The 

perception of consonants, particularly the articulatory position of them, and that of glides and 

dipthongs depend on the transitional behavior of the complexities in these regions. A 

regeneration process, therefore,  must take into acount these facts. It has been shown in the 

chapter two that all such dynamic movements can be approximated by linear interpolation. It 

is possible to regenerate the transition from the given terminal pitch periods at both ends 

using a time-domain manipulation. The basic principle is simply to mix the two terminal 

waveforms with suitable weights. This has been already discussed in detail in chapter two. 

The same method is applied here too. The difference is that the signals here are 

generated in between the two token signals obtained from the incoming coded binary stream. 

It may be noted here that the method of segmentation adopted here does not include exact 

determination of transition boundaries. However, as the maximum duration of segments in 

vocalic zones are only 60ms, it is expected that most of the transitions would be adequately 
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captured so that the perception of the consonants or glides would not be affected. Even if for 

some glides, where the transition is significantly larger, it would still be captured in a piece-

wise linear manner.  

3.4.3.1 Decoding and Regeneration 

The coded binary stream is first analysed and decoded on the basis of the coding rule. 

The first 16 bits contain the information about the token signal just after it. It contains the 

information about the size of the token. Besides, it also contains the information about the 

length of the signal that must be generated in between this token signal and the next one. The 

regeneration method does not require the knowledge of the type of the signal. Whenever the 

value of the repetition number is zero it indicates a change in the type of the signal. Two 

different cases could occur at the time of regeneration of the intervening waves: both the 

token signals might have the same number of sampling points or they may be different. The 

details of the generation of the signals in between the two token signals is depicted in the next 

paragraphs separately. Since, one PPP is taken out for the voiced signals, the mismatch in the 

number of sample point can occur only for the case of voiced signal segments. For unvoiced 

signal segments these problems do not occur as same length are kept for them. One a simple 

linear regeneration process will do the all for them. 

We have already discussed in the chapter two the method of linear regeneration of the 

intervenening signal between two end periods of equal length.  Moreover it did not include 

the procedure for introdution of the random perturbations. since in the present case we want 

to preserve the original intonation, albeit in the fashion of linear approximation, and also to 

introduce normal amount of perturbations so as to make signals sound natural, the earlier 

method of regeneration in chapter two needs necessary modifications.  

In the case when total number of sample points for the two terminal wave forms are 

different, indicating a tonal variation, the number of sample points for the successive wave 
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forms to be generated by linear interpolation are again determined by a linear interpolation. 

The resulting window lengths are then determined by these values. If the initial and terminal 

waveforms differ in length then they are equalised by patching the same waveform after 

diminishing its amplitude by certain amount at the end of the smaller waveform i.e. 

elongating its length to twice of the original one. The ESNOLA (Epoch Synchronous Non 

Onverlap Add) windowing method, as described in chapter 2, takes care of any resulting 

mismatch at the junction. 

Let, Y1(n)  and Y2(n) are the two given waveforms having different lengths. Now 

suppose Y1(n) has N1 sample points whereas Y2(n) has N2. Now, total M number of signals 

have to be generated in between the two. The number of sample points are obtained by linear 

regression method and the number of sample points Nk, for the kth intervening signal could be 

expressed as follows: 

σ+
+
−

+=
)1(

)(k 12
1 M

NN
NNk  … … … (3.12) 

Here ‘k’ runs from 1 to M. σ is the necessary addition of the sample points, generated 

randomly, for the introduction of jitter. The equation 3.12 ensures that ‘N’ value of the 

sample point of the newly generated kth  intervening signal,  is always less than the maximum 

of N1 and N2. Let us now consider the case for N1 > N2. 

 In this situation, Y2(n) is lengthened by adding the same waveform but with 

diminished amplitude. So, the new signal is expressed by, 

)n(Y)n(Y 22 =′  for 1 ≤ n ≤ N2 

              for N(n)αY 2= 2 < n ≤  2N2

where, α is a constant having value less than 1. For present purpose, its value is chosen to be 

0.25, which sufficient reduce the amplitude of the speech signal. 
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Let Y1(n) [1 ≤ n ≤ N1]  and (n)Y2′  [1 ≤ n ≤ 2N2] be the two given discrete speech 

signals, where N1 and 2N2 are the number of sampling points of the two waveforms 

respectively and we assume that N1  ≤ 2N2. 

Also let,  [1 ≤ k ≤ M] be the intermediate k)j(Xk′
th waveform in between Y1(n) and 

 and will be given by, (n)Y2′

M
k*)j(Y

M
1kM*)j(Y)j(X 21k ′+

+−
=′  … … … (3.13) 

where, 1 ≤ j ≤ N1. 

The newly generated kth signal element, which is generated by mixing up the two end 

signals by giving appropriate weights to each of them, have total N1 number of data points. 

According to equation 3.12, the kth signal would have Nk number of data points. To get the 

desired length of the signal, we have to reduce the sample points of the newly generated kth 

signal from N1 to Nk. Thus, the problem is equivalent to changing of the pitch of a given 

signal. The ESNOLA technique has been used for this. It is also noted here that for the voiced 

zone, perceptual pitch periods are taken starting from the epoch positions. In the chapter two, 

it has been shown that this ESNOLA technique preserves the full natural timbre of original 

signal.  

In the chapter five, we will show that linearisation of syllabic intonation pattern 

(referred as syllabic stylization) does not affect perception of intonation in continuous speech. 

It may be noticed that the process described in the last paragraph introduces stylised 

intonation pattern for natural intonation patterns. In the same way it also introduces a 

stylization of amplitude pattern in place of the original amplitude profile of the signal.  

In concatetenative synthesis, particularly for ESNOLA method it is necessary to 

introduce the random perturbations known as jitter, shimmer and complexity perturbations to 

bring back the natural timbral quality in the produced signal. In the regenaration process 
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required amount of this parameters are also introduced into the regenarated signals. The detail 

analysis of these parameters are done in chapter six. Investigations to determine whether and 

to what extent jitter, shimmer and complexity perturbations are necessary at CV, VC and VV 

transitions are reported there. 

3.4.4 Results 

Figure 3.23 gives the time domain and the spectrographic representation of the 

reconstructed Bengali sentence /a . The original representation of both of 

them is in the figure 3.24. 

mi kal siloN jabo/

Figures 3.25 and 3.26 are the time domain representations and the spectrographic 

representation of the Bengali sentence /StHanio te lipHon k�ler hare maSul deben/  for the 

original as well as for the re-synthesized one. In all the figures, time is plotted along X-axis in 

seconds. Sample value is plotted in signal domain representation along Y-axis whereas 

frequency in kHz is plotted in the other representations. 

It may be noticed that though the two signals are perceptually very close, the 

transitional portions of the re-synthesized signal look distinctly different from the original 

signal. This difference is not so much due to the used linearity in the estimation of the 

intermediate waveforms. However, even though the spectrograms look different in these 

particular spectrographic representations, the perception is not affected at all. That the 

perception through linear estimation of intermediate waveforms is not affected for both CV 

and VC transitions has been shown in chapter two.  
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Figure 3.23: Spectrogram and Waveform for Reconstructed /a   mi kal siloN jabo/

 
Figure 3.24: Spectrogram and Waveform for Original /a   mi kal siloN jabo/
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Figure 3.25: Spectrogram and Waveform for Original 
/St nio p n k�ler hare maHa te li Ho Sul deben/   

 

Figure 3.26: Spectrogram and Waveform for Reconstructed 
/St nio p n k�ler hare maHa te li Ho Sul deben/  

All signals are digital recordings, the sampling rate being 22050/sec with 16 bits per 

sample. It may be noticed that though in some cases one may be able to distinguish the re-

synthesized one from the original one the re-synthesized one is as intelligible as the original. 

Moreover all prosodic information, like stress, intonation and emphasis are maintained 

almost as in the original. In fact, it seems that the identity and the emotional aspects of the 

speaker are communicated reasonably well. Two important points come out of the total 

exercise. The first one is that a purely time-domain approach has good potential for both 

analysis and synthesis of speech signals. The other one is very large reduction in amount of 

signal to be communicated over a transmission line is achievable without much reduction in 
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the quality of information. For vocalic portions of the signal, assuming an average pitch 

period of 6ms, a ten-fold reduction is achieved. However for silence and sibilants a maximum 

of 32-fold reduction can be achieved. With the two sentences in figures 8.4.1 and 8.4.3 the 

reduction levels are respectively 0.12 and 0.15 times of the original one. In continuous speech 

the amount of reduction is likely to be larger because of breath pauses and sentential pauses. 

It may be noted that while coding the signal one may use ADPCM or other efficient 

compression techniques to further reduce the amount of transmitted data. 

3.5 Discussion 

State phase approach has yielded a method for time-domain analysis of speech signal, 

to provide a labeling of it into basic of types (VDA) and to extract the fundamental frequency 

of quasi-periodic complex signals (PDA). Certain simple operations could be defined to 

reduce the essential high dimensionality of state phase to a tractably low dimensional (only 

four dimension) feature space. The nature of operations suggests robustness, which is 

demonstrated in actual operation on speech signals. In fact recognition score of 99% for 

actual sentence signals with only four-dimensional feature space is quite satisfactory. A 

concept of guard zone on the minimum of the distance value for correct classification has 

been effectively introduced to increase the recognition score significantly. The classification 

of segments of continuous spoken sentences into the four defined phonetic groups reveals 

that sibilants and inter vocalic gaps were classified without any error. They constitute 

robustly different entities in the used feature space. The confusion between the two groups of 

vocalic states seems to be the major source of error in the four-class recognition. The 

recognition score appears to be encouraging for application in lexical based recognition 

system [67, 68, 70].  

There is a loss in recognition rate by approximately 2% for sentences with respect to 

the results for the steady states (can be seen comparing tables 3.10 and 3.11) in spite of the 
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fact that in the first case a majority decision was taken to label the whole region. This may be 

due to the fact that the vocalic regions in sentences contained the transitory movements where 

spectrum is known to change dynamically. This is expected to change the parameters 

accordingly. 

An examination of each row of cells in Table 3.8 reveals that the diagonal elements of 

this confusion matrix are the largest elements of the corresponding rows except for /i/ and /s/. 

This indicates some potential of the present feature set for phoneme recognition. However it 

is quite low. One significant source of error in this phonetic classification is that a large 

number of elements belonging to /a/ went to the classes /e/ and /o/. A mix up between /a/ and 

/o/ is not unexpected, since these two are contiguous phoneme in the phonetic diagram. The 

other error is somewhat unexpected. The major spectral feature distinguishing  /   from /e/ is 

the high value of the second formant frequency of /e/. This tends to increase the minima rate 

sharply for /e/. If however for some reason intensity of this formant is low the presence of 

this formant may not be reflected in the minima rate. This problem may also cause mis-

recognition between /a/ and /e/ and between /o/ and /e/. In fact the other significant source of 

error is that a large number of elements belonging to /a/ went to the classes /e/. This is also 

similarly unexpected. The scatter plots for the parameters in figures 3.10a, 3.10b and 3.11a, 

3.11b reflect the corresponding mix up. 

/

The re-synthesized signal is perceptually close to the original signal in most cases. 

The spectral structures of these two signals are, however, quite different. The total size of the 

extracted tokens is approximately one-tenth of the total signal indicating a sizable 

compression. The intervening signals are regenerated by linear estimation from the two 

consecutive perceptual-pitch-periods using the ESNOLA technique. This technique may be 

efficiently and economically used in directly sending speech through voice-mail after 

incorporating the existing speech compression methodologies. 
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Phonological Rules: Study and 
Implementation for TTS 
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4.0 Introduction 

This chapter presents a rule-based G2P (Grapheme-To-Phoneme) conversion system 

for SCB. Grapheme-to-phoneme conversion means the translation of a written text into the 

corresponding stream of phonemes. Thus, grapheme-to-phoneme conversion refers to the 

process of converting a stream of orthographical symbols into an appropriate symbolic 

representation of the corresponding sequence of sounds in the form of a series of phonemic 

symbols. Study is necessary to formalize grapheme-phoneme correspondences in speech 

synthesis architecture. In TTS, this system is typically used to create phonemes from input 

text.  In the present endeavor for development of TTS (Text-To-Speech) synthesis [6, 226], 

the phonology plays an important role. This is also for the case of development of a TTS for 

SCB (Standard Colloquial Bengali). The motive for the development of the system in this 

chapter is to get a suitable representation for the output in such a way that it can be used in 

our ESNOLA based TTS system. The work described in the present chapter [55] can be seen 

as having the following main points of focus: (1) Compilation of phonological rules for SCB, 

given by eminent linguistics, (2) A method to represent the phonological rules in a form 

adapted to computer application for a SCB TTS system, (3) Development of an algorithm for 

transcription of orthographic text into a suitable phonetic representation, (4) Generation of an 

exception list of words, which do not follow the compiled rules, and (5) Preparation of 

phonetic transcriptions of the words in the exception list. The algorithm and rules have been 

tested and evaluated on a SCB corpus containing around 50,000 words. 

One way to convert text into the corresponding phoneme string could be the use of a 

lexical database or dictionary. This dictionary provides lookup words prior to grapheme-to-

phoneme conversion. Such a database may consist of words with their phonetic 

transcriptions, grammatical classes, and meaning. Today, one can easily store in memory a 

large number of words along with their phonetic transcriptions, grammatical classes and 
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meaning. But lexicon search is generally a computationally expensive process. This may 

affect the output of a TTS system depending on the search time for a particular word in the 

lexicon. Also, it is very difficult to include all the derived forms of all words in many 

languages. Preparation of such a dictionary is difficult and time consuming. More 

importantly, new words come into the language every day and from these are generated many 

derived forms. Inclusion of all the proper nouns in such a lexicon is practically impossible. 

The present system is primarily rule based. As there are exceptions to many of these 

rules, an exception list is provided for which lexical search is necessary. The phonological 

rules given by the eminent linguists [38, 227, 228, 253] are initially collected in this work. 

The collected rules are compiled for the computer implementation. In the present system, the 

compiled phonological rules cover most of the words in the corpus. It is noteworthy here that 

the necessity of phonological rules is for those grapheme combinations for which the usual 

grapheme to phoneme conversions, which are generally followed in that particular language, 

are not valid. In the present study, the words, which neither fall in the usual group nor can be 

corrected by the rules compiled by us, are put in the exception list. The orthographic forms of 

the words in the exception list, which are around 5% of the corpus, are kept in a lexicon 

database with their phonetic transcriptions. This ensures the minimal searching of the lexicon 

database. In the present chapter, the whole method is described for SCB. The methodological 

issues are discussed and the advantages, disadvantages and possible improvements have been 

envisaged here. 

4.1 Historical Background for Phonological Study of SCB  

The interest in letter-to-sound rules goes back to centuries for different languages. 

Among them, there have been some important studies done on grapheme-phoneme 

correspondences in different languages. A comprehensive review has been provided by S. 

Hunnicutt [138]. Some of the specific noteworthy reports in the area are by Ainsworth [4], 
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Bakiri and Dietterich [11], Bernstein and Nessly [17], Vitale [273], Elovitz et al. [88], Hertz 

[119], McCormick and Hertz [181], O'Malley [196] and Divay [74]. 

More recent studies have attempted to use learning algorithms to incorporate 

pronunciation by analogy [72], a neural network or connectionist approach to the problem 

[11, 163, 234], automatic alignment by an induction method [128], a computational approach 

[148, 151], an information theoretic approach [164], hidden Markov models [203], and a 

case-based approach [110]. Some have even developed a bi-directional approach of letter-to-

sound as well as of sound-to-letter [183], which is a hybrid of database and rule-driven 

approaches and is also useful for automatic speech recognition.  

The various attempts at rule formulation, as obtain in the various literatures, were 

related to differences in the phonemic inventory, the number of rules, the type and format of 

rules, and even the direction of parse of the rules (whether they were scanned from left to 

right or from right to left). Different approaches were considered for preparing the dictionary, 

for developing algorithms to scan or rescan the dictionary (if one was used), for determining 

lexical stress placement, for different amount of morphological analysis used, and also when 

the difficulties in the prediction of the correct phonemic form of homographs arise. The 

difficulty in developing an accurate algorithm to perform this task is directly related to the fit 

between graphemes and corresponding phonemes, as well as the allophonic complexity, for 

the language in question. 

In Bengali, like other languages, the interest in grapheme to phoneme rules 

(phonological rules) has a long history, since the early part of twentieth century. Since the 

pioneering work of Suniti Kumar Chatterji [38], a large number of eminent linguists [227, 

228, 253] of West Bengal and Bangladesh have contributed to the development of 

phonological rules of Bengali. The phonological problems are mainly found in the 

pronunciation of the two vowels % (A) [/�/] and A (E) [/e/] as well as a number of consonant 
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clusters. Even the semantic and the parts of speech of a word sometimes play a significant 

role in pronunciation. The linguists have enumerated a large number of rules to tackle these 

problems. In most cases the rules have a large number of exceptions. It is very difficult to 

ascertain that the number of rules and exceptions are indeed exhaustive [38]. Furthermore, 

the rules are generally given in verbose forms, which are not directly implementable in 

computer algorithms. It is therefore necessary to reduce the rules and exceptions in a form, 

which could be used to develop an algorithm. The present chapter envisages such a scheme, 

which can produce implementable rules from a set of rules that can be defined by a linguist 

not conversant with computer programming. Furthermore, it would allow exceptions to be 

incorporated in the same set and also allow modification of rules. 

4.2 Articulatory Consideration of Bengali Phonology and Bengali 
Phonemes 

Every language has a different phonetic alphabet, a different set of possible phonemes 

and their combinations. A set of phonemes corresponds to the minimum number of symbols 

needed to describe every possible word in the language. In Bengali, like other languages, the 

written text does not always correspond to its actual pronunciation represented by the 

graphemes constituting the words. This is because phonemes are abstract units and their 

pronunciation depends on contextual effects, speaker’s characteristics, and emotions. During 

continuous speech, the articulatory movements depend on the preceding and the following 

phonemes. The articulators are in different position depending on the preceding phoneme and 

they are preparing to the following phoneme in advance. This causes some variations on how 

the individual phoneme is pronounced in a word during the utterances. 

As an example of the anticipatory and co-articulatory effects influencing the 

pronunciation of a letter (i.e. grapheme) in changing its form is in the case of utterance of the 

word Eõ×[ý (KABI). According to the graphemic form its pronunciation should be /k+�+b+i/, 
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but it is pronounced as  /k+o+b+i/ as if the graphemic form were åEõç×[ý  (KOBI). Here vowel +  

(I) is a high vowel and the preceding vowel % (A) is a low vowel. At the time of 

pronunciation, %  (A) is replaced by the middle vowel C (O) [/o/]. In this example, the 

characters inside the parenthesis are Bengali grapheme representations as described in tables 

2.1, 2.2 and 2.3 of chapter 2. The same convention is followed to represent Bengali 

graphemes through out this chapter. 

The tables 4.1 and 4.2 show the graphemic form of Bengali consonants and vowels 

respectively with their IPA symbols. In the table 4.1, the left-most column gives the place of 

articulations, and the top-most row gives the manner of articulations of the consonants. The 

table 4.2 gives the classifications of the Bengali vowels according to the positions of tongue 

at the time of their pronunciation. 

In the table 4.1 a halant mark (
Ë

) is attached to each of the graphemic forms of the 

consonants to indicate a pure consonant. It is to be noted that since Bengali is a syllabic 

scripts, a graphemic form of a consonant C without ligature corresponds the syllabic form 

CA. The other vowels when combined with the consonants have ligature forms as follows: 

= (  Æ ), C ( ã ç ), %ç  ( ç ), A ( ã ) and + ( ×  ) . There are four other ligature forms 

in Bengali for vowel-vowel, consonant-consonant and consonant-vowel combinations. They 

are respectively å ì (= O + U) [/ou/], é  (= O + I) [/oi/],  (=R + C) [/rC/] and   (=R0 + I) 

[/r i/]. 

Ê ï
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 Unvoiced & 
Un-aspirated 

Unvoiced & 
Aspirated 

Voiced & 
Un-aspirated

Voiced & 
Aspirated Nasal 

 IPA 
Graph

eme 
Form 

IPA 
Graph

eme 
Form

IPA 
Graph

eme 
Form

IPA 
Graph

eme 
Form 

IPA 
Graph

eme 
Form

Velar 
Plosive /k/ EËõ  

/kh/ FË  /g/ GË  /gh/ HË  
/N/ IËø  

Palatal 
Affricate /tS/ »JËô  

/tSH/ »KË÷  
/dz/ LË /dzH/ MËõ  

/˜/ AËÕ
Alveolar 

Retroflexed 
Plosive 

/t / »OËô  
/tH/ PËö  

/d / QËö  
/dH/ »RËô  

-  

Alveolar 
Plosive -  -  -  -  /n/ SË  

Dental 
Plosive /t/ TËö  /tH/ UË  /d/ VË  

/dH/ WýË  
/n/ XË  

Labial 
Plosive /p/ YË  /pH/ ZËõ  

/b/ [ýË  
/bH/ \Ëö  

/m/ ]Ë  
Trill -  -  /r/ Ì[ýË  

-  -  

Trill 
Retroflexed -  -  /r / QÍËö  

/rH/ »RÍËô  
-  

Lateral -  -  /l/ _Ë  -  -  

Sibilant 
Alveolar /s/ bË  -  -  -  -  

Sibilant 
Dental /S/ aË  -  -  -  -  

Sibilant 
Palatal // `Ë  -  -  -  -  

Sibilant 
Glottal -  /h/ cË÷  

-  -  -  
 

Table 4.1: Graphemic and IPA Representations of Bengali Consonants  
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Back Central Front 
  

Nasal Non-
nasal Nasal Non-

nasal Nasal Non-
nasal 

IPA /ƒ/ /u/ - - /… / /i/ 
High 

Grapheme 
Form =ð  =    +ð  +  

IPA /„/ /o/ - - /† / /e/ 
Middle 

Grapheme 
Form Cg  C    Ag  A  

IPA / /̂ /a/ /‰ / /�/ /‡/ /Q/ 
Low 

Grapheme 
Form %çg  %ç  %g  % Aggîç Aîç  

Table 4.2: Graphemic and IPA Representations of Bengali Vowels 

There are two more vowels in Bengali grapheme set. They are the long-I (< ) [long 

/i/], and long-U (>) [long /u/] and their ligature forms are respectively  and  Ý É . But for 

them, there exists no separate phonemes and they always mapped to the short /i/ and short /u/ 

respectively. For this, we did not include them in the vowel list and whenever we come 

across them, we just convert them to their short utterances form. 

4.3 Compilation of the Phonological Rules for Bengali 

In the case of Bengali, the graphemes into phoneme conversions are governed by 

some general rules, though each of these rules has exceptions. The following sub-sections 

give the phonological rules those we have compiled from the works of eminent Bengali 

linguists  [38, 39, 227, 228, 253]. In describing the following rules, the pure consonants, i.e., 

consonants without a vowel are represented by ‘C’. 

4.3.1 Rule for Gemination 

In gemination of an aspirated consonant, the first component of the reduplication is its 

un-aspirated counterpart. 
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4.3.2 Rules for %  (A) 

1. If %  (A) is followed by +  (I) or = (U) (as the next nucleus vowel) or by a consonant 

cluster like lù  (= K+S1), pû (= J+N1) or î  [C+Y ≡ Cî ], it will be pronounced as  /o/ 

(e.g., Eõ×[ý (KABI) is pronounced as  /kobi/). 

2. If a word ends with CC grapheme combination, and if the last C is XË (N) [/n/] or  (N0) 

[/n/ ], the word is pronounced as /CoC/ (e.g., GGX  (GAGAN) is pronounced as 

/g�gon/). 

3. The first syllable of all non-finite verbal forms having a consonant without any ligature 

will be pronounced as /Co/. 

4. For a consonant (not in CC cluster), having no ligature in the final position, the hidden % 

(A) [/� /] is omitted (e.g., L_  (JALA) is pronounced as /d z /). �l

5. For a CC (=C+C) cluster without ligature, initially followed by +  (I) or = (U), lù  (= 

K+S1), or pû (= J+N1), the hidden % (A) [/�/] is pronounced as /o/ (e.g., =wøÌ[ý 
(UTTAR) is pronounced as /uttor/). 

6. For a consonant cluster without ligature in word medial or word final position, the hidden 

%  (A) [/� /] is pronounced as /o/ (e.g., ]GÂ (MAG+NA) is pronounced as /m�gno/). 

7. If the verb is in present tense second person, or past tense third person, or future tense 

first person, the hidden %  (A) [/�/] in the final consonant will be pronounced as  /o/. 

8. If a consonant without any ligature is preceded by a consonant with ligature   (=R0 + I) 

the hidden 

Ê 
%  (A) [/� /] becomes /o/ (e.g., EÊõ` (K+(R0+I)SHA) is pronounced as 

/krio /. 

9. If the adjectives, represented by two consonantal graphemes, where the last syllable is a 

consonantal grapheme without ligature, then the hidden % (A) [/�/] at the end becomes  

/o/ (e.g., GTö  (GATA) is pronounced as /gato/). 
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10. If a word begins with %  (A) or %ç (AA) separately or with a consonant, the hidden % 

(A) [/� /] in the consonant grapheme in the second position without ligature becomes  /o/ 

(e.g., %ç  (AAMAN) is pronounced as /amon/). ]X 

11. For a verb, if its initial position is cË÷ (H) [/h/], and the next consonant has the A -ligature 

(‘æ» ’), then the hidden %  (A) [/�/] of cË÷ is pronounced as /o/ (e.g., c÷ã_ (HAL+E) is 

pronounced as /hole/). 

12. For a verb, if the initial position of a word is a consonant without any ligature, and the 

word ends with æ»K÷ (CH+E) [/ t SHe/], then the hidden % (A) [/�/] of initial consonant is 

pronounced as /o/ (e.g., EõÌ[ýä»K  (KARCHE) is pronounced as /kortSHe /).  

13. If a cluster with Ì[ýË (R) [/r/] is followed by Ì^ (Y) [/y/], the cluster will have /� / as the 

successor (e.g., ×[ýyÔÌ̂   (BIKRYA) is pronounced as /bikr�y�/). 

14. If Ì^ (Y) [/y/], without any ligature, is present in word finally and the preceding consonant 

has a ligature other than %ç (AA) [/a/], the hidden  % (A) [/�/] is pronounced as /o/ 

(e.g., TÊöTöÝÌ  ̂(T+(R0+I)TIYA) is pronounced as /tritiyo/). 

15. If Ì^ (Y) [/y/], without any ligature, is present in word and the preceding consonant has a 

ligature %ç (AA) [/a/], the hidden % (A) [/�/] of Ì^ (Y) is omitted (e.g., YçÌ^  (P+AAYA) 

is pronounced as /pay/]. 

16. If Ì^ (Y) [/y/] precedes a consonant with ligature %ç (AA) [/a/], the hidden %  (A) [/�/] 

of Ì^ (Y) is not pronounced (e.g. %çÌ^Xç (AAYAN+AA) is pronounced as /ayna/). 

17. If a word has a consonant without any ligature, and e (NG) [/N /] precedes it, then the 

hidden %  (A) [/� /] in the consonant is pronounced as /o/ (e.g., [ýe`  (BNGSHA) is 

pronounced as /bNo /). 

18. If word starts with A  (E) [/e/], followed by EËõ (K) [/k/] and the next is not a cluster then 

the hidden %  (A) [/� /] with EËõ (K) [/k/] is omitted, in other cases /� / retains (e.g., 
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AEõ[ýçÌ[ý (EKABAAR) is pronounced as /ækbar/, whereas AEõy  (EKAT+RA) is 

pronounced as /æk�tro/). 

4.3.3 Rule for A (E) 

1. If the word starts with A  (E) [/e/] and the next vowel or next to next vowel is +  (I) [/i/] or 

= (U) [/u/], then A  (E) would be pronounced as  /e/, otherwise A (E) becomes /æ/ (e.g. 

 (EDIKA) is pronounced as /edik/ whereas AãA×VEõ TöEõ  (ETEKA) is pronounced as 

/ætek/). 

4.3.4 Rules for pû (= J+N1) 

1. If
 pû (= J+N1) [/d z ˜/] is present at the initial position in a word then it is replaced by the 

consonant GË  (G) [/g/] and the following vowel becomes nasal (e.g., pûç   (J+N1+AAN) 

is pronounced as /g

X
‡ n/).  

2. If pû (= J+N1) [/d z ˜/] appears at the middle or at the final position in a word, then it will 

be replaced by GË GË  (GG) [/gg/] and the following vowel becomes nasal (e.g., ×[ýpûçX 

(BIJ+N1+AAN) is pronounced as /biggãn/). 

3. If pû (= J+N1) [/d z ˜/] appears at the initial or at the final position in a word and is 

followed by %ç (AA) [/a/], then %ç (AA) becomes /‡/ and pû (= J+N1) [/d z ˜/] is replaced 

by the consonant GË  (G) [/g/] (e.g., pûçX (J+N1+AAN) is pronounced as /g‡ n/). 

4. If pû (= J+N1) [/d z ˜/] appears in a word without any ligature, then pû (= J+N1) [/d z ˜/] 

is replaced either by GË  (G) [/g/] or GË GË  (GG) [/gg/] depending on its position in the 

word and the hidden %  (A) [/�/] of pû becomes Cg (O0) [/õ/] (e.g., ×[ýpû  (BIJ+N1A) is 

pronounced as /biggõ/). 
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4.3.5 Rules for î  (Y- Ligature) 

1. If î   (Y-ligature) [/y/] is present at the middle or at the final position in a word with any 

other ligature, then the consonant (not in a consonant cluster) is geminated (e.g., ×[ýVîç  

(BID+Y+AA) is pronounced as /biddyæ/). 

2. If a consonant at the initial position of a word is with î  (Y-ligature) [/y/] or with î  (Y-

ligature) [/y/] followed by %ç (AA) [/a/] ligature, then %ç (AA) is pronounced as /æ/ 

(e.g., [ýîUç  (B+YATH+AA) is pronounced as /byætha/ and ×[ýVîç  (BID+Y+AA) is 

pronounced as /biddyæ/). 

3. If a consonant is present in the middle or at the end of a word with only î   (Y-ligature) 

[/y/], then the hidden %  (A) [/�/] is pronounced as /o/ (e.g., Eõç[ýî  (K+AAB+YA) is 

pronounced as /kabbo/).  

4. If the consonant cË÷ (H) [/h/] is present at the middle or at the final position in a word with 

 (Y-ligature) [/y/], then the consonant î  cË÷ (H) [/h/] along with î  (Y-ligature) [/y/] is 

pronounced as  /d z d z H / (e.g., [ýçc÷î (B+AAH+YA) is pronounced as /bad z d z H o/). 

4.3.6 Rules for ‘  (B-Ligature) 

1. If ‘  (B-ligature) [/b/] is present in a cluster with other consonant at initial position in a 

word, then /b/ is not pronounced (e.g., L  (J+B+AAL+AA) is pronounced as (/�ç_ç dzala/). 

2. If ‘  (B-ligature) [/b/] is present in a cluster with any consonant except cË÷ (H) [/h/] at the 

middle or final position in a word, then it reduplicates the adjacent consonant and /b/ is 

not pronounced (e.g., ×[ý_Ÿ  (B+IL+BA) is pronounced as /billo/).  

3. If ‘  (B-ligature) [/b/] is present with cË÷ (H) [/h/] at the middle or final position of a word, 

then â¼÷ (H+B) [/hb/] cluster is pronounced as /bH/ with a new vowel which is introduced 

before \Ëö (BH /bH/. If the preceding vowel of â¼÷ (H+B) [/hb/] is % (A) [/� /] or %ç (AA) 
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[/a/], then the new vowel is C   (O) /o/ and if it is +  (I) [/i/] then the new vowel is = (U) 

[/u/] (e.g., Gâ¼÷Ì[ý (GAH+BARA) is pronounced as /gaobHar/) and ×Lâ¼÷ç  (J+IH+B+AA) is 

pronounced as /dziubHa/). 

‘4. If a triple cluster is present at the middle position in a word whose last consonant is  (B-

ligature) [/b/], then /b/ is not pronounced (e.g., açÜ™ö�Xç (S+AAN+T+BAN+AA) is 

pronounced as /∫ant�na/). 

 4.3.7 Rules for Á  (M-Ligature) 

1. If Á  (M-ligature) [/m/] is present at the initial position in a word, then it is not 

pronounced (e.g., Øö‚Ì[ýX  (S+MRANA) is pronounced as /∫�r�n/). 

2. If the Á  (M-ligature) [/m/] is present at the middle or at the final position in a word with 

the stops or sibilants, then the preceding consonant is geminated and the following vowel 

becomes nasal (e.g., %ç   (AAT+M+AA) is pronounced as /attã/). ±ÁçÎ 4.3.8 Rule for Î  (R-Ligature) 

1. If the  (R-ligature) [/r/] is present at the middle or at the final position in a word, then 

the preceding consonant in the cluster is geminated (e.g., X¶ƒö  (NAM+RA) is pronounced 

as /n�mmro/). 

4.3.9 Rule for ]Ë  (M) and XË  (N) 

1. Any vowel succeeding the consonant ]Ë  (M) [/m/] and XË (N) [/n/] becomes nasal. 

4.3.10 Rules for `Ë (SH), bË (S1) and aË  (S) 

1. In Bengali, whenever aË  (S) [/∫/] is there, it is pronounced as / . /

2. Whenever aË  (S) [/∫/] is there in cluster with »OËô (T0) [/ ], t / PËö  (TH0) [/tH/ ], this is 

pronounced as /s/ (e.g., ºOôÝ]Ë  (S+T0+IM) is pronounced as /st im/) 
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3. Whenever aË  (S) [/∫/] is there in cluster with other than TËö  (T) [/t/], UË  (TH) [/t  /], H XË (N) 

[/n/], YË  (P) [/p/], ZËõ  (PH) [/ pH/], Ì[ýË  (R) [/r/], _Ë  (L) [/l/], EËõ  (K) [/k/], FË  (KH) 

[/k  /], it is pronounced as /   (e.g., h / Ø™ö[ýË  (S+TAB) is pronounced as /∫t�b/ whereas Ø‘ö¬K÷ 
(S+BAC+CHA) is pronounced as /�tStSHo/) 

4.3.11 Rule for Chandra Bindu ( g) 
1. If g  is there with a vowel, the vowel becomes nasal (e.g., %çg is pronounced as /ã/). 

2. If g  is there with a consonant, the following vowel becomes nasal (e.g. Egõç (K+ g+AA) 

is pronounced as /kã/). 

4.4 Basic Architecture for Grapheme to Phoneme Conversion System 

Figure 4.1 gives the schematic diagram for the architecture of the grapheme to 

phoneme conversion system. The system can broadly be divided into two basic units, one is 

the text-processor unit (block C in figure 4.1) and another one is the conversion unit (block D 

in figure 4.1). The text processor unit constitutes of two sub-units, the input text unit and the 

text analyzer unit. These two units are actually the same one for the partneme-based 

synthesizer that we have described in the chapter two. The conversion unit is actually the 

grapheme to phoneme converter engine, which converts the input text according to 

phonological rule base. The conversion unit resides into the NLP unit of the main synthesis 

system. The RDB (Rule Data Base) unit and the generation-of-forest unit are the parts of 

Phonological, Prosodic and Intonational Rules unit of the synthesizer. For the sake of easy 

reading, the schematic diagram (figure 4.2) for the partneme-based synthesizer is again given 

in this chapter.  

The string of ASCII representation of Bengali grapheme is one of the outputs of the 

text analyzer. This ASCII string is obtained by the straightforward conversions of the 

graphemes into their corresponding ASCII representations in accordance with tables 4.1, 4.2 
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and tables 2.1, 2.2 and 2.3 of chapter 2, without applying any phonological conversions. 

IISCII and UNICODE are available for all the graphemes of Bengali script. This ASCII 

string output is fed into the conversion unit. The NLP unit is not developed here and it is 

outside the scope of the thesis. But some phonetic rules depend on the semantics of the 

corresponding word. Example of the semantic dependent is whenever a word begins with % 

(A) [/� /] which implies a negation, the % (A) [/�/] is pronounced as /o/. It is a semantic 

rule. Since, the NLP for this is not developed and beyond the scope of the present work, 

either we have manually tagged them or put them into the exception list of words in our 

present system. Some rules also depend on the POS (Parts of Speech) of the concerned word. 

It is noted that since the development of the POS tagger is also beyond the scope of the 

thesis, we have manually tagged the parts of speech of the word wherever it is required by the 

system. 

The Conversion Unit transforms this input ASCII string in accordance with the 

phonological rules. For this, a tree traversing technique has been adopted here, where each 

leaf node of the tree contains the converted string for an input string. The trees of the forest 

are generated from the RDB (Rule Data Base) table at the start of a session. The output of the 

conversion unit is the phonetically modified version of the input string. The exception list for 

the words is looked before going into the tree-traversing. 
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Figure 4.2:  Schematic Diagram of Partneme-based synthesizer (Chapter Two) 

4.4.1 Structure of RDB Table 

The RDB (Rule Data Base) table is constructed from the phonological rules given in 

the section 4.3. The table 4.3 shows an illustrative example about the structure of the RDB 

table for three rules. The whole RDB table is given in the appendix of this chapter. The whole 
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table is stored in a plain text file (ASCII format). Phonological rules are described here as 

correspondence between a specific input character pattern and the phonetically correct output 

character pattern. The rule set is organized in four columns. The first column gives an ASCII 

representation of graphemic form exemplified in table 4.3. In the second column the 

character pattern of the pronounced form of the segment is kept. The third and forth columns 

are for the POS (Parts of Speech) and code for semantic evaluator of the character sequence 

in the first column respectively. Subsequently, to form the forest of rules, each row of the 

table will be interpreted by an analyzer. 

It may be noted here that to enter a new phonological rule one only needs to enter the 

new rule in the described format. The RDB table structure for the words in the exception list 

is similar to the RDB table structure for the rules. For the exception words, the first column is 

the ASCII representation of grahemic form of the words, the second column is for their 

character patterns of the pronounced from. The third and fourth columns are consisting of the 

POS’s and semantic codes. It may be noted that, no knowledge of programming is required 

for preparing the RDB table. 

Input StringPhonetic OutputPOS of the wordSemantic Code
AI OI null null 

AU  OU  null null 

ACI  OCI null null 

Table 4.3: An Illustrative Example of RDB Table 

4.4.2 Generation of Forest from RDB Table 

The forest is generated dynamically from the RDB table at the beginning as the 

system starts up. The generation mechanism is as follows: 

The rules in the RDB tables are stored by sorting them with respect to the first 

grapheme in the first column. This means in RDB table the rules for `Ë (SH) will come after 
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the rules for aË  (S) and so on. This will group each of the strings in different rows in the first 

column with respect to the starting grapheme. Now each node of the forest of trees is a 

structure having four fields. Field 1 will contain the ASCII representation of graphemes. 

Field 2 will contain the phonetically correct ASCII string for that string following which the 

node is obtained. This field will be null if there is no rule corresponding to the ASCII string 

as a whole or part of it. Field 3 will contain the information for downward traversing i.e. 

traversing along the depth of the trees. This field will be null to indicate that the bottom of the 

tree has been reached for this particular traversing. Field 4 will contain the information for 

sidewise traversal. This field also will be null to indicate the end of sidewise searching. Table 

4.4 shows the structure of each node.  

Field 1: 
Containing 
the ASCII 
representation 
of grapheme. 

Field 2: Containing the 
phonetically correct ASCII 
string corresponding to the 
string obtained by traversing. 

Field 3: Containing 
information for 
downward traversal

Field 4: Containing 
information for 
sidewise traversal 

Table 4.4: Structure of the Nodes of the Forest of Trees 

 
A null   

I OI null  U OU null  C null  null

I OCI null null

I null   . . . K null  null 

X1 null   

X2 null   

Figure 4.3: Generated Forest from RDB Table 

As an example how the forest generates from the RDB table we have shown the 

figure 4.3. The figure depicts the structure of the generated forest from the RDB table, 

containing three rules, given in the table 4.3. In the table the first rule is if the equivalent 

ASCII representation of a word contains the ASCII string “AI”, then the string within the 
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word would be replaced by “OI”. This is the first rule that has occurred in the RDB table we 

are considering now (table 4.3).  Thus, at the topmost corner of the generated forest, the field 

1 is filled with the string “A”, the ASCII equivalent of the grapheme % . For this structure, 

the field 2 is ‘null’. This is because, corresponding to this string “A”, there does not arise any 

rule. So, if a word were constructed only with the grapheme % (A), there is no need for 

downward traversal, and since the field 2 is null, the output will be the same ASCII string 

“A”. Now, ‘I’, the ASCII equivalent of the grapheme + , is the second in the rule string. Thus, 

to get the rule corresponding to the string “AI”, one step downward traversing would be 

needed. Now, the first node in the next stage for “A” is ‘I’, the ASCII equivalent of the 

grapheme + . Thus, this traversal, guided by the string “AI”, leads us to the node where the 

rule corresponding to the ASCII string should be, if any. In Bengali, there exists a rule, which 

is the ASCII string “OI”. Thus, the field 2 has been filled by the string “OI” during the 

creation of the forest from the RDB table. If there were no rule corresponding to this string, 

then this field would remain null. The next rule in the RDB table is if in the equivalent ASCII 

representation of word one finds the ASCII string “AU”, then the string would be replaced by 

“OU”. To get the rule in the forest, the system has to traverse the corresponding path, and 

after that it would reach the corresponding nodes, which will contain the required string. For 

these two rules, there are only two graphemes, and so there is no need to go down further. 

Thus, the field 3 is null for these two cases. The next and last rule, which is in the table 4.3, is 

if in the equivalent ASCII representation of a word one finds the ASCII string “ACI”, then 

the string would be replaced by “OCI”. In this case, three levels of traversing are required to 

get the required ruled. So, depending on the number of grapheme in a rule string, the depth of 

searching is increased. Now for this particular example, there is no rule having “A” in the 

first position. Equivalent ASCII representation of +  (I), = (U) and C are in the second 

position in the rule string having “A” in the first position. Since there is no need for further 
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sidewise traversing, the field 4 is null for the node containing C. If a new rule comes, where 

there is a new grapheme other than the above said three, the node corresponding to that will 

be attached besides the node containing C and in that case the field 1 for that node will 

contain the equivalent ASCII representation of the grapheme and the field 4 for that node will 

be “null”. Thus, for the set of rules having “A” in the first position will construct a tree 

structure. Now, we consider the next sets of rules in the RDB table start with the ASCII string  

“I”, …, K and so, for each of them we will get a tree structure, which are connected by the 

field 4. Thus we will get the structure having connected trees, i.e., the forest structure. Since 

“K” is in last set of rules, the field 4 is null for this case. In the figure 4.3 X1 and X2 represent 

equivalent ASCII string for any grapheme that may occur in the RDB table. 

Next we consider below a practical situation to get the phonological rule for a word 

having N number of graphemes, we are denoting them by n1, n2, …, nN. The following cases 

may arise during the process. 

1. There is no set of rules starting with the grapheme n1. In this case, the equivalent 

ASCII string corresponding to the grapheme n1 will go to the output buffer and the next 

search will start with the grapheme n2. This process will be continued until the end of word 

has been reached. 

2. For the starting grapheme nx (1 ≤  x ≤ N) in the word, the range of the lengths of 

the rules, in terms of graphemes, could be 1 < L ≤ N-x+1, where L is an integer. Now, during 

tree search, if any matching in the set of rule strings is found, the modified ASCII string will 

be put in the output buffer and the process will be continued for the rest of the word, i.e. 

starting from the grapheme, nx+L, where x+L ≤  N. This means the dichotomized word will be 

fed for a new search as before. 

3. If in the case 2, if the searching procedure has reached to the end of the grapheme 

tree corresponding to nx and does not get any rule, then the equivalent ASCII string for nx 
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will be put in the output buffer and the procedure will continue starting from the next 

grapheme nx+1, where x+1 ≤  N.  

4.5 Software Implementation of Phonological Rules 

The phonological rules may be implemented using standard if-then-else logic or any 

other logic programming language.  This involves not only a complex programming but also 

it is difficult to update when new rules are generated. At the time of development of the 

grapheme to phoneme conversion system for Bengali, one may not have a complete and 

exhaustive set of rules. What we have is a good collection of rules as well as a good 

collection of the exceptions for these rules. It may so happen that as new exceptions appear, 

they may lead to formation of new rules. In fact, it is felt that one should attempt to design a 

system so that quicker up-gradation of the rule set does not entail reprogramming. This basic 

requirement guides to the development of the present system. The grapheme to phoneme 

conversion process for a word string is as follows: 

The input string is fed into the conversion unit from the text-processing unit. After 

that the searching of exception list is done for a possible match of the input string. If no 

match is found in the exception list, then, corresponding to the first character of the input 

string, the tree is selected. If there does not exist a tree corresponding to the character, the 

character goes to the output buffer and the next character is taken as the first character. Once 

a tree is selected the traversal continues till a leaf node is reached. Till the end of word is 

reached, the forest is revisited with the first character for the remaining segment of word, of 

course with necessary modifications suggested by the leaf node. After completion of the 

whole traversal, we get the phonetic string corresponding to the input word. We have tested 

the algorithm on a SCB corpus containing around 50,000 words and success rate is 95%. 
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4.6 Conclusions and Discussion 

In the present chapter, we have described a grapheme to phoneme conversion system 

for the Standard Colloquial Bengali. We have compiled the phonological rules given by 

eminent linguistics in this language as much as possible. A Rule Data Base table is formed 

from this set of compiled rules. In any language, obtaining exhaustive phonological rules set 

is practically impossible. So, the basic requirement for such a system is that it should be 

upgraded and this up-gradation must be user friendly. Any algorithm developed by if-then-

else logic does not fulfill this requirement. Incorporation of a new rule in such a system 

would require an extensive changing of the programming logic and this is not a user friendly 

way. A forest-based approach described here fulfills this requirement. The noteworthy points 

regarding this system are, 

1. The noticeable feature of the proposed system is the user-friendly character for the 

incorporation of new rules. For this, the new rules are to be arranged as described in the 

present system. Addition, modification and deletion of rules are easily done by just 

editing the ‘Rule Set’ file and the person does not need to have any programming 

knowledge. Anyone such as a linguist, a phoneticians or any person working with 

phonological rules can easily edit the ‘Rule Set’ file and rerun the software. 

2. Program modification is not needed with the addition, deletion or modifications of ‘Rule 

Sets’. 

3. The same method may be used for another language for grapheme to phoneme conversion 

system. For this the phonological rules for that language are to be compiled as described 

in the present system. 

4. For implementation of the rules, only single pass scanning of the input string is sufficient. 
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5. Usually most of the rules have their exceptions. If these exceptions along with their 

phonetic transcriptions are placed at the beginning of the rule set, these exceptions can be 

automatically taken care of. Exceptions can be added as and when they are found. 
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4.7 Appendix 

The following table is the rule table (part of which is shown in table 4.3) that includes 

some of the compiled rules. In this table, to represent the vowel ligature “+” sign is used in 

between the consonant and the vowel. Similarly, the consonant cluster is represented by the 

“+” sign in between the two consonants. In the table when the position of the input string in 

the word is important,  “*” is used to indicate its position. For the other cases, the position of 

the input string in a word is not important. It is also to be noted that the RDB table contains 

only the ASCII strings in the “Input String” and “Output String” columns. In the present case, 

the POS and semantic information are not used and hence they are not shown in this table. 

The hidden %  (A) is for any consonant C is the string “A” just after it. 
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Applied 
Phonological 
Rule/Rules Input String Output String  

Meaning of Special 
Symbols, if any, 

present in 2nd and 3rd 
Columns 

4.3.2 (1) AI (%+  ) [/�i/] OI (C+) [/oi/)] --- 
4.3.2 (1) AU (%=) [/�u/] OU (C=) [/ou/] --- 
4.3.2 (1) 
4.3.2 (6) AK+SA (%lù) [/�kS�/] OK+SO (Cãlùç) [/okSo/] --- 
4.3.2 (2) CAN [/C�n/] CON [/Con/] --- 

4.3.2 (2) CAN0 [/C�n/] CON0 [/Con/]  
4.3.2 (3) CA [/C�/)] CO [/Co/] --- 

4.3.2 (4) CACA [/C�C�/] CAC [/C�C/] --- 

4.3.2 (5) *C+CA [/C+C�/] *C+CO [/C+Co/] ‘*’ represents any one 

of + (I), = (U), lù 
(K+S1), or pû (J+N1) 

4.3.2 (6) C+CA [/CC�/] C+CO [/CCo/] --- 

4.3.2 (8) C+(R0+I)CA 
(C+ Ê ligature CA) 
[/CriCa/] 

C+(R0+I)CO 
(C+ Ê ligature CO) 
[/CriCo/] 

--- 

4.3.2 (9) CACA [/C�C�/] CACO [/C�Co/] --- 

4.3.2 (10) ACAC [/�C�C/] ACOC (/�CoC/) --- 

4.3.2 (10) AACAC [/aC�C/] AACOC [/aCoC/] --- 

4.3.2 (10) CACAC [/C�C�C/] CACOC [/C�CoC/] --- 

4.3.2 (10) C+AACAC [/CaC�C/] C+AACoC [/CaCoC/] --- 

4.3.2 (11) HAC+E [/h�le/] HOC+E [/hole/] --- 

4.3.2 (12) CA*CH+E [/C�*t S He/] CO*CH+E [/Co*t S He/] ‘*’ represents the 
middle part of the word.

4.3.2 (13) C+RYA [/Cry�/] C+RAYA [/Cr�y�/] --- 
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Applied 
Phonological 
Rule/Rules 

Input String Output String 

Meaning of Special 
Symbols, if any, 

present in 2nd and 3rd 
Columns 

4.3.2 (14) C*YA [/C*y�/] C*YO [/C*yo/] ‘*’ represents any 

ligature other than %ç 
(AA). 

4.3.2 (15) C+AAYA [/Cay�/] C+AAY [/Cay/] --- 

4.3.2 (16) YAC+AA [/y�Ca/] YC+AA [/yCa/] --- 

4.3.2 (17) NGCA [/NC�/] NGCO [/NCo/] --- 

4.3.2 (18) EKAC [/ek�C/] EEKC [/ækC/] --- 

4.3.2 (18) EKAC+C [/ek�CC/] EEKAC+C [/æk�CC/] --- 

4.3.3 (1) EC* [/eC*/] EC* [/eC*/] ‘*’ represents vowel + 
(I) or = (U) 

4.3.3 (1) EC* [/eC*/] EEC* [/æC*/] ‘*’ represents any vowel 

other than + (I), = (U) 
4.3.3 (1) ECAC* [/eC�C*/] ECAC* [/eC�C*/] ‘*’ represents vowel + 

(I) or = (U) 
4.3.3 (1) ECAC* [/eC�C*/] EECAC* [/æC�C*/] ‘*’ represents any vowel 

other than + (I), = (U) 
4.3.4 (1) J+N1+V* [/dz˜V*/] G+ * [/g */] ‘*’ represents the rest of 

the word. V represents 
any vowel and 

represents the nasal 
counterpart of V. 

4.3.4 (2) *J+N1+V [/*dz˜V/] *GG+  [/*gg /] ‘*’ represents the 
previous part of the 
word. V represents any 
vowel and represents 
the nasal counterpart of 
V. 

4.3.4 (3) J+N1+AA* [/dz˜a*/] G+EE0* [/g‡*/] ‘*’ represents the rest of 
the word. 
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Applied 
Phonological 
Rule/Rules 

Input String Output String 

Meaning of Special 
Symbols, if any, 

present in 2nd and 3rd 
Columns 

4.3.4 (3) *J+N1+AA [/*d z˜a/] *G+EE0 [/*g‡/] ‘*’ represents the 
previous part of the 
word. 

4.3.4 (4) J+N1A* [/dz˜�*/] G+O0* [/gõ*/] ‘*’ represents the rest of 
the word. 

4.3.4 (4) * J+N1A [/*dz˜�/] *GG+O0 [/*ggõ/] ‘*’ represents the 
previous part of the 
word. 

4.3.5 (1) *C+Y+V [/*CyV/] *CC+Y+V [/*CCyV/] ‘*’ represents the 
previous part of the 
word. V represents any 
vowel. 

4.3.5 (2) *C+Y+AA [/*Cya/] *CC+Y+EE [/*CCyæ/] ‘*’ represents the 
previous part of the 
word. 

4.3.5 (2) C+Y+AA* [/Cya*/] C+Y+EE [/Cyæ*/] ‘*’ represents the rest of 
the word. 

4.3.5 (2) C+YA* [/Cy�*/] C+Y+EE* [/Cyæ*/] ‘*’ represents the rest of 
the word. 

4.3.5 (3) *C+YA [/*Cy�/ *CC+YO [/*CCyo/ ‘*’ represents the 
previous part of the 
word. 

4.3.5 (4) *H+Y+V [/*hyV/ *JJH+V [/*d z d z HV/ ‘*’ represents the 
previous part of the 
word. V represents any 
vowel. 

4.3.6 (1) C+B* [/Cb*/] C* [/C*/] ‘*’ represents the rest of 
the word. 

4.3.6 (2) *C+B [/*Cb/] *CC [/*CC/] ‘*’ represents the 
previous part of the 
word. Here C represents 
any vowel except H. 

4.3.6 (3) *VH+B [/*Vhb/] *VOBH [/*VobH/ ‘*’ represents the 
previous part of the 
word. V represents 
vowel %  (A) or 
%ç (AA). 

4.3.6 (3) *IH+B [/*ihb/] *IUBH [/*iubH/ --- 
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Applied 
Phonological 
Rule/Rules 

Input String Output String 

Meaning of Special 
Symbols, if any, 

present in 2nd and 3rd 
Columns 

4.3.6 (4) *C+C+B [/*CCb/] *C+C [/*CC/] ‘*’ represents the 
previous part of the 
word. 

4.3.7 (1) C+M* [/Cm*/] C* [/C*/] ‘*’ represents the rest of 
the word. 

4.3.7 (2) *C+M+V [/*CCV/] *CC+  [/CC /] ‘*’ represents the 
previous part of the 
word. Here C is stop or 
sibilant. V is any vowel 
and  is the nasal 
counterpart of it. 

4.3.8 (1) *C+R [/*Cr/] *CCR [/*CCr/] ‘*’ represents the 
previous part of the 
word. 

4.2.9 (1) CV [/CV/] C  [/C /] C is the consonant ]Ë  
(M) or XË (N). V is any 
vowel and  is the 
nasal counterpart of it. 

4.3.10 (1) S [/S/] SH [//] --- 

4.3.10 (2) S+C [/SC/] S1+C [/sC/] Here C is the consonant 
»OËô (T0) or PËö  (TH0). 

4.3.10 (3) S+C [/SC/] S+C [/SC/] Here C is any one of the 
consonants TËö  (T), UË  
(TH), XË (N), YË  (P), 

ZËõ  (PH), Ì[ýË  (R), _Ë   
(L), EËõ  (K), FË  (KH). 

4.3.10 (3) S+C [/SC/] SH+C [/C/] Here C is any consonant 
other than TËö  (T), UË  
(TH), XË (N), YË  (P), 

ZËõ  (PH), Ì[ýË  (R), _Ë   
(L), EËõ  (K), FË  (KH). 
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Applied 
Phonological 
Rule/Rules 

Input String Output String 

Meaning of Special 
Symbols, if any, 

present in 2nd and 3rd 
Columns 

4.3.11 (1) V+ g   [/ /] V is any vowel and is 
the nasal counterpart of 
it. 

4.3.11 (2) C+ g+AA C  [/C /] V is any vowel and is 
the nasal counterpart of 
it.  
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Chapter 5 
 
 

On Identification of Intonation 
Rules for Text Reading in Text-
To-Speech Synthesis System 
 
[51, 52, 53] 



5.0 Introduction 

The output of a partneme based synthesizer using ESNOLA technique for 

concatenation is flat unless intonation i.e. appropriate pitch variation is put into it. The 

absence of intonation makes the output speech robotic and unnatural. The study of intonation 

pattern for normal speech is necessary to make such rules as can be used in the TTS system 

for producing properly intonated speech. This chapter presents the study of intonation 

patterns for text reading in Standard Colloquial Bengali for the development of rules and 

appropriate methods for using them in a text-to-speech synthesis system. 

Intonation is the cognitive aspect of the ensemble of pitch variations in the course of 

an utterance. This perceptual impression of speech melody correlates, to a first 

approximation, with changes in the fundamental frequency (F0) of the signal. Intonation 

modeling is an important task in a text-to-speech system, increasing intelligibility as well as 

naturalness. Several methods have been discussed in the literature, such as IPO [117], ToBI 

[241], Fujisaki [105], Tilt [257], PaIntE [187], INTSINT [127], B´ezier [71] and many others 

[2, 186]. The main difficulty for intonation modeling is that the fundamental frequency 

contour depends on the choice of the speaker. Even for the same speaker, the fundamental 

frequency contour of a particular sentence may vary in course of time. This results in many 

possible fundamental frequency contours for a single sentence even for a single speaker. 

Again, at the time of synthesis, the input text does not contain the information about natural 

intonation pattern of that text. 

In general, the intonation modeling problem can be broken down into two parts. First 

one is the data reduction, keeping as much as possible the information important for 

perception. The second one deals with the search for classes in the reduced data spaces. In the 

present study, the first part has been done by stylizing the pitch movement at the syllabic 

level by linear regression and then using several psycho-acoustical results obtained by many 
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researchers on the ability of discerning pitch movement in human. This syllabic level 

stylization method for the modeling of intonation pattern is a new approach [51, 52]. For the 

second one, some assumptions have been made to further reduce the number of classes at the 

word level intonation patterns. Finally the sentence or clausal/phrasal intonation patterns are 

obtained from the word level patterns. 

No matter how systematically a phenomenon may be found to occur through a visual 

inspection of F0 curves, if it is not heard, it cannot play a part in communication. Pitch can 

also be perceived in very short stimuli. It can be perceived with an accuracy of 1 percent or 

better in stimuli of only 30 milliseconds (ms) duration (unless F0 is lower than 100 Hz) [34]. 

But the fact that only 30 ms is needed to produce a reliable pitch sensation may not be 

significant. In any psychoacoustics experiment, after the presentation of the stimulus, the 

listener is given enough time to process the information. In speech, however, the stream of 

information goes on continuously. In general, a person though unable to tell the pitch of a 

single tone, can very well discriminate between a tone of 1000 Hz and 1005 Hz [219]. This 

just noticeable difference (jnd) increases with an increase or decrease in the starting 

frequencies from 1 kHz. Furthermore, for short stimulus duration, the precision of pitch 

sensation decreases as the duration becomes shorter. For studying the intonation patterns, the 

main aim should be to identify the changes in the pitch profile that are perceptible as such 

and also those, which go unnoticed. It is necessary to know the absolute threshold of pitch 

changes i.e. to know the change in fundamental frequency in a given interval of time that can 

produce a perceptible sensation [117]. Experiments show that for an untrained listener at 

duration of 75 ms, it is necessary to perceive a pitch change to move about 30 Hz away from 

the initial frequency of 1,500 Hz, corresponding to a 390 Hz/s threshold. As the duration 

increases, the speed as well as the amount of frequency changes decreases to perceive the 

pitch change [117]. 
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A careful study of the F0 curve shows smaller fluctuations over and above the general 

variation. These smaller fluctuations are the involuntary pitch movements and have little 

importance from the viewpoint of perception. For data reduction, t’Hart et al. [117] described 

the F0 curve in a new way on the basis of perceptual limitations and tolerance, by introducing 

the distinction between voluntary F0 changes and involuntary fluctuations. They reduced the 

involuntary fluctuations by making a close copy stylizations of the original F0 patterns. Their 

aim was to make a stylized version of the original contour that must be perceptually 

indistinguishable from the re-synthesized original one and at the same time containing the 

smallest possible number of straight line segments. Though there may be more than one close 

copy stylization of the original pitch contour, they sound equal to each other for perceptual 

tolerances.  

Their approach [117] is an experimental-phonetic approach to intonation. The data 

reduction is made using perception as a filter in order to avoid modeling variations that are 

not relevant to perception, and therefore not relevant to communication. This reduction of 

data is done by the stylization method. By this method, first, a simplification of the F0 curve 

is made which contains all and only the perceptually relevant pitch movements in the 

utterance. This is called a close-copy stylization of the original F0 curve. This is formed by 

the smallest possible number of straight-line segments in a linear time versus log frequency 

(or ERB) plot. When re-synthesized, the close-copy is perceptually equal to the original. This 

close-copy forms a starting point for making standardized contours. Such contours need not 

sound exactly identical to the original; they may be audibly different, but can still be 

considered ‘melodically equivalent’ to the original. 

The IPO model of intonation is a two-component model treating whole contours as 

combinations of straight-line segments, each segment corresponding to a single pitch 

movement. In this model, the end point of the declination line represents the pitch level, 
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while the excursion size of the pitch movements represents the pitch range. In the most basic 

version of the model, the excursion size of the pitch movements is considered to be constant 

throughout the utterance, so that pitch contours could also be described with a lower 

declination line, or baseline, and an upper declination line, or topline, between which the 

pitch movements are realized. The overall excursion size of the pitch movements then equals 

the distance between the lower and the upper declination line. Additionally, for a few 

languages, a “grammar” of intonation has been developed. For these languages, an inventory 

has been made of standard acoustic specifications for each perceptually distinct pitch 

movement. Pitch movements are characterized by their timing in the syllable, their spread 

over one or several syllables, and their size relative to the topline, e.g., full or half. A 

functional characteristic is whether the pitch movement may or may not lend prominence to a 

syllable. 

In the case of Dutch, five rises and five falls were specified as in Table 5.1. 

Additionally, ‘0’ and ‘ø‘ stand for the pitch level on the lower and the upper declination lines, 

respectively, and ‘&’ links two pitch movements occurring on a single syllable. According to 

the theory, these pitch movements combine into configurations, which in their turn combine 

into pitch contours. The combination rules of these pitch movements into configurations and 

into pitch contours are independent of the specific excursion size of the pitch movements, and 

constitute a grammar of intonation. This grammar defines an inventory of legal sequences of 

pitch movements, which in principle is unlimited. At the highest level of description, it is 

presumed that these different pitch contours in unlimited number are manifestations of a 

finite number of basic intonation patterns. One of the remaining questions is how the speaker 

makes a choice for one of these legal sequences of pitch movements. The grammar makes it 

possible to generate pitch contours from specifications of accent places, and pitch movement 

or configuration labels, and to analyze surface-phonetic F0 curves into pitch contours. 
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Label Movement Timing Prominence lending Other specification 
1 rise early yes  
2 rise very late no  
3 rise late yes  
4 rise  no extent: various 

syllables 
5 rise early yes half rise, i.e., 

overshoot 
A fall late yes  
B fall early no  
C fall very late no  
D fall  no extent: various 

syllables 
E fall early yes half size  

Table 5.1: Specifications of Pitch Movements in Dutch 

In the present study, all the experiments are conducted on Standard Colloquial Bangla 

a dialect understood, in general, by the people in the state of West Bengal in India and in 

Bangladesh, and which is used on television stations and radio stations. We would like to 

develop the intonation rules for text reading in text-to-speech synthesis system. The study is 

conducted on a database consisting of one hundred and nine numbers of sentences, total 

number of clauses/phrases being one hundred and eighty four. The sentences are read out by 

a native SCB female speaker. The audio recording is done digitally at the sampling rate of 

22,050 Hz, and using 16 bits of storage. 

In the present method, the pitch movements at the syllabic level are considered to be 

basic. The developed intonation patterns are based on syllabic stylization where the syllabic 

pitch patterns are replaced by the closest linear match using linear regression and then the 

pitch movements are expressed in semitones per second. Using the psycho-acoustical results, 

the syllabic intonation patterns are classified into three categories, rising, falling and null 

(flat) intonations. A perception experiment is conducted for comparison of re-synthesized 

signals with those for original signal patterns. The signals are re-synthesized using ESNOLA 

technique [46]. The result of the perception experiment shows that this linear stylization may 

be used for developing intonation rules in the context of SCB TTS. Pitch movements for 
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words are considered as the sequence of syllabic movement types. Thus, at the word level, we 

get the intonation patterns comprising of the combinations of these three categories. Total 

numbers of word level intonation patterns are found to be eight, of which only five patterns 

covers 99% of the words. Subsequently, the sentence level intonation pattern is the sequences 

of the word level patterns constituting the sentence. Intonation patterns for sentences are 

broken into clauses/phrases using declination reset. This chapter also presents the statistical 

method for the implementation of the obtained rule in TTS. The model is tested by 

synthesizing several sentences and the perceptual results are satisfactory.  

As the analysis of intonation depends primarily on the quality of pitch data extracted 

from the signal and as the pitch data must always be extracted only in voiced region, it is 

necessary to have a proper PDA/VDA algorithm. The PDA/VDA algorithm using state-phase 

analysis [44] has been used for the purpose. 

5.1 Simplification of Pitch Movement 

For text-to-speech synthesis application, a finite rule set for intonation patterns of a 

language would be advantageous. Data reduction in the F0 variations would facilitate the 

analysis for finding out a possible set of finite number of rules. The fluctuations due to micro-

intonational patterns contribute less to the perception of speech melody than do the 

systematically programmed changes of F0 [117]. Thus data reduction could be done on the 

basis of perceptual limitations and tolerance by eliminating these local involuntary 

fluctuations, i.e., we have to separate the perceptually relevant pitch movement from the 

perceptually irrelevant details. The omission of these irrelevant details leads to simplification 

or stylization in the first place and gives rise to a possibility of describing the F0 curve in 

terms of a smaller number of discrete events in the second place. Straight line is the most 

simplified way to describe an event. So, by choosing straight line as a building block, the 

problem reduces to a piecewise linear approximation of the pitch curve. 
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All pitch movements in the pitch profile are not audible. A number of experiments 

have been reported regarding this. Results collected from various sources were compiled in a 

report [238]. These experiments reveal that, considerably longer times are required for the 

perception of slow frequency shifts. In alternative experiments [238], the rate of change of 

frequency was taken as dependent variable where as pitch duration was taken as independent 

variable. It was then found that if the stimulus is long (but not too long, since memory 

limitations pose a problem), the sensitivity of pitch perception was fairly good (about 1Hz/s 

at 10 s duration), but the sensitivity deteriorates dramatically (about 150 Hz/s at 100 ms 

duration) as the stimulus duration decreases. Later, researchers, working with the starting 

frequency data and the corresponding sweep durations, found that the total frequency change 

(rate multiplied by duration) was independent of duration. This gives support to the 

hypothesis that the frequency difference is the important factor for pitch perception [206]. 

The pitch data are converted into logarithmic units from Hertz because frequency 

distances are more informative than the absolute frequencies themselves for the pitch 

perception. A conversion into logarithmic units does enable us to express this effect 

satisfactorily. The unit to be chosen is, of course, arbitrary. The semitones may be chosen 

[117] as logarithmic units among the numerous possibilities. A distance D, in semitones, 

between any two frequencies f1 and f2, is calculated by means of the following formula: 

)/(log* *
2

*
12 ffKD =  … … …  (5.1) 

Where, K is a constant and has the value 12 in the present case. 

1
*

1 ff =  and  for , 2
*

2 ff = 21 ff >

Otherwise, 

2
*

1 ff =  and  1
*

2 ff =

It may be noted that the value of K is taken from [117]. 
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t’Hart et al. plotted data obtained from a number of researchers and found them to be 

represented on a straight line in a double logarithmic plane where semitone per second is 

plotted along Y-axis and duration is plotted along X-axis in seconds. 

2T0.16  θ =   … … … (5.2) 

In the above equation θ is the speed of frequency change at threshold in semitone per 

second, and T is the duration of the sweep in second. The straight line clearly divide the θ~T 

plane into two zones, one corresponds to those variations those are perceivable and another 

one for those variations those are not perceivable. The variations, corresponding to the points 

in this plane, fall below the line (equation 5.2) are not perceivable. But those lie on the line or 

above it are perceivable.  

For the present study the PDA/VDA discussed in chapter 3 has been used for 

extraction of pitch profile. 

5.2 Stylization  

In order to separate the voluntary pitch movement from the involuntary one, t’Hart et 

al. proposed a close-copy stylization method [117]. Stylization is a manual or automatic 

procedure that modifies the measured F0 contour of an utterance into a simplified but 

functionally equivalent form, i.e. preserving all the necessary melodic information which has 

a function in speech communication. There are several motivations for doing this; for 

instance, to reduce the amount of data required to generate pitch contours in synthetic speech, 

or to isolate the functional parts in the contour (and to remove the others) and to obtain a 

representation of this underlying contour, e.g. for intonation teaching or linguistic research. 

The most trivial method of stylization is a piecewise linear model of the original pitch 

contour. By this method, the simplification of the pitch contour, which contains all and only 

the perceptually relevant pitch movements in the utterances, is made by linear approximation. 
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The criteria for the generation of close copy stylized version of the intonation contour are: 1) 

the contour must be perceptually indistinguishable from the original contour when 

regenerated and 2) the contour must contain the smallest number of linear segments possible 

yet still satisfy the first condition. The close copy stylization of a pitch contour is not yet 

simple enough for all the syllables. At the same time, according to the definition of the close 

copy stylized version of an intonation contour, there may be more than one close copy 

stylized version. Figure 5.1 shows the close copy stylization of a Bengali sentence. 

 

Figure 5.1: Close Copy Stylization of a Bengali Sentence 

Figure 5.2 shows the pitch profile of the Bengali sentence 

/telipHone duSo kilomitar durotto pordzonto klke lokal kl hisabe bibetSna kra hbe/  along 

with the top line, base line and the line through all pitch values drawn by linear regression 

method. The sentence consists of two clauses and in the figure the vertical line shows the 

clause separation. Series 1 represents the pitch profile of the above said Bengali sentence, 

series 2 is the linear regression line through the all pitch data. Series 3 and series 4 are the 
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linear regression line through the peaks (top line) and troughs (base line) of the pitch profile 

respectively. The regression lines for all cases are calculated separately for the two clauses. 

 

Figure 5.2: Pitch Profile of the Bengali Sentence 

To make the stylization simpler and unique, syllabic stylization method is proposed in 

the present chapter where linear regression line is fitted through the total pitch contour 

corresponding to each syllable. The smallest uttered unit for continuous speech is the 

syllable. It is interesting to investigate if variation of pitch in a syllable can be replaced by a 

linear one and still retain the original intonation. The syntactic boundary for a sentence is 

either the phrase or the clause or the sentence as a whole. The general tendency of the voice 

sound is to begin with a moderate pitch value and lower the median pitch line during the 

utterance of the sentence. This continues up to a syntactic boundary, like phrase, clause or the 

end of the sentence [205]. This phenomenon is known as declination and the median pitch 

line, which is followed during this declination, is termed as declination line. Thereafter, the 

pitch value again resets to a moderately higher value and the process repeats. This is known 
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as the declination reset. The same phenomenon also happens for Bengali. Here too, the 

declination resets break the sentence into such syntactic boundaries. The intonation pattern 

within the declination comprises intonation patterns of the individual words in it. This is 

superimposed on the general slope of declination line. The words contain a number of 

nucleus vowels, each of which provides the tonal perception of the syllables. In the present 

study, the syllables are taken as the basic units of the pitch movements. The total pitch 

movement within a declination may then be seen as the aggregation of the pitch movements 

in the syllabic level. The pitch movement for each syllable is represented by the 

corresponding regression line. Since, the pitch movement for each syllable is approximated 

by a straight line, the syllabic intonation pattern is now either rising intonation or falling 

intonation and the words would be represented by a combination of these. Figure 5.3 shows a 

syllabic stylized intonation pattern for the above said Bengali sentence. 

 

Figure 5.3: Syllabic Stylization by Fitting Linear Regression Line in Syllable Level 
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To examine whether all these pitch movements are perceivable or not, the total pitch 

movement within a syllable, is converted into semitones using equation 5.1, where f1, and f2 

are respectively the pitch values at the beginning and end of the syllable. The equation 5.2 

provides us whether the pitch sweep is perceivable or not. If it is not perceivable, it is termed 

as ‘null’ intonation. For this null intonation the pitch values for the syllable are replaced by 

the average pitch value of that syllable. If the pitch sweep is perceivable, it will be either 

rising or falling intonation. So now, the syllables will have either rising, falling or null 

intonation patterns and a word can be expressed as a combination of series of rising, falling 

and flat intonations. The syllabic stylized version thus gets a categorized RFN (Rising, 

Falling and Null) intonation pattern. Figure 5.4 shows the RFN form of the Bangla sentence. 

It remains to be seen that the approximated pitch contour in this figure is equivalent to the 

original pitch contour in figure 5.2 (without linear stylization) as far as intonation is 

concerned.  

 

Figure 5.4: RFN Intonation Pattern of a Bengali Sentence 
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5.3 Perceptual Evaluation of Syllabic Stylization 

For perceptual evaluation, an experiment has been conducted in Bangla on the 16 

sentences of the 109 sentences as said in the earlier section. These sentences are chosen on 

the basis that considerable variations are present in them. These 16 sentences consist of 76 

clauses. The whole experimental process is done on each of the clauses individually. Pitch is 

extracted for all the sentences by the state-phase method. The pitch values are segmented in 

accordance with the syllables and words constituting the sentences or the clauses. This 

process is done manually. The syllabic pitch contour is then approximated to a linear 

variation by fitting a straight line through the pitch values by linear regression method. 

Quantized RFN pitch contours are obtained from these syllabic stylized contours using 

equations 5.1 and 5.2. 

Using the “Intonator” (described just below), the original intonation patterns at 

syllabic level are replaced by the quantized RFN patterns for 76 clauses. The output-

synthesized signals consist of the same clauses where original pitch movement is replaced by 

the linear estimates. For perception experiment, the original signals are re-synthesized 

according to the original pitch values such that the generated signals have the same intonation 

patterns as the original ones. This is done to bring a sort of timbre equivalence between the 

signals with original intonation and the modified one. 

5.3.1 F0 Modification, the INTONATOR 

The ‘Intonator’ was developed as interactive software that can find out the epoch 

positions of the selected part of a voice signal and at the same time is able to change the pitch 

of the selected signal according to some given pitch profile using Epoch Synchronous Non-

Overlapping Add algorithm (ESNOLA) technique [Chapter 2, 46]. The data for the pitch 

profile can be supplied or the software is also able to calculate the pitch profile according to a 
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predefined mathematical equations. To modify the pitch using ESNOLA, the primary 

requirement is to find out the epoch points of the signal. The figure 5.5 shows the vowel /Q/ 

and the corresponding “epoch” positions. The vertical lines on the figure show the epoch 

points. The figure is repetition of the figure 2.10 in chapter 2 to make the reading easy. 
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Figure 5.5: Vowel /Q / and Epoch Positions (Repetition of Figure 2.10) 

The algorithm to find out the epochs as in chapter 2 is as follows.  

Let, y(n) be the sequence of sample points representing the segment of the speech 

signal whose pitch has to be modified by ESNOLA technique. For finding the epoch, the first 

task is to get the envelope of the absolute values of the sample points. For this, a new 

sequence x(n) is constructed from the sequence y(n), representing the speech signal, such that 

     xi  =  |yi|.                 

Now, to get the envelop, the sequence x(n) is modified in the following way: 

              xi  =  xi             if xi > (xi-1)*C 

                                 =   (xi-1)*C               if xi ≤ (xi-1)*C     …   … (5.3) 

 208 
 



The modified sequence x(n) is the envelope, C (0<C<1) is the time constant and in the 

present case its value is 0.98. 

The minima of the envelope represented by the sequence x(n), is first detected within 

a window, for the determination of “epoch”. The length of the window has to be supplied 

manually for the first time. The window length depends on the approximate pitch values at 

the starting of the signal segment for which the algorithm is being applied. This window 

length can also be obtained by state-space algorithm [44]. Then the length is automatically 

adjusted according to the segment length in between the two consecutive epoch postions 

found out by the algorithm. The positive-going-zero-crossing nearest to this minima has been 

used for the epoch position. The signal segment in between two consecutive epoch positions 

represents the pitch period. After finding the epoch positions, the pitch of the signal is 

modified using ESNOLA technique. The figure 5.7 is the plot of the absolute values of the 

selected signal in the figure 5.6 and the vertical straight lines show the epoch positions. The 

envelope in the figure 5.7 is drawn using equation 5.3. 

 

Figure 5.6: Selected Part of the Speech Signal /aka/ for Pitch Modification 
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Figure 5.7: Selected “epoch” Points 

An interactive software application, the intonator, enables the user to select the voiced 

part of the syllable (figure 5.6). An approximate pitch value has to be supplied to find the first 

minima point. The envelope of the selected portion of the signal is drawn. It is assumed that 

the next pitch value will lie within 25% of the last pitch value. The state-phase algorithm is 

then used to find the pitch within this enlarged window. This helps in searching for the next 

epoch point. This procedure provides a sequence of pitch values for the selected portion of 

the signal. Now, the equivalent pitch contour is obtained for this selected syllabic portion by 

linear regression. Using the equations 5.1 and 5.2, it is then verified whether this pitch 

movement corresponding to the syllable is perceptible or not.  If it is perceptible then the 

calculated pitch profile using linear regression is preserved as it is, otherwise each pitch value 

in the sequence is replaced by the average value of the same sequence. Two output signals 

are generated using the ESNOLA technique [46]. One is with the modified speech signal 

whose pitch values are the newly generated pitch sequence and the second one is with the 

speech signal whose pitch values are same as the original one. The regenaration of the same 

signal through the software is done  to remove possible bias in the perception experiment so 

that both the signals have the same synthesized quality. 
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5.4 Results 

The results of intonation study are presented in two different subsections. In one, the 

perception experiments is done to test the hypothesis that linearization of pitch pattern 

introduced at the syllabic level produces clauses, the intonation of which are perceptually not 

differentiable from the original signals. The results of this perception test are provided here. 

In the other, the different classes of intonation patterns obtained for 109 sentences in SCB are 

given. 

5.4.1 Perception Test  

A perception test is carried out in order to verify whether the signal having the 

original intonation pattern and that with the modified intonation pattern obtained through 

syllabic stylization are perceptually equal or not. The spoken sentences are re-synthesized 

using the original pitch values as obtained by the PDA. These will be referred to as re-

synthesized set. This is done to obtain the timbral flavour of a synthesized speech. Also, the 

same sentences are synthesized with the pitch values obtained after the aforesaid 

linearization. These represent the syllabic-stylized versions of the clauses and will be referred 

to as stylized set. A signal file is prepared with one each of the original and the stylized 

syllabic sets representing a clause with a one-second gap. The order of the re-synthesized 

signal and the stylized signal are randomized. This pair of signals is repeated three times at an 

interval of 3 seconds. The listeners are asked to give a three grade judgment namely, equal, 

very close and different on the basis of perception of intonation for each pair of signals. The 

total number of pairs of clauses was 76. Twenty-four pairs of identical signals are randomly 

introduced within the aforesaid 76 pairs. The test is conducted with 24 listeners. The 24 

placebo pairs where both the signals are the same are also added randomly to the samples. 
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Informant I II III IV V VI VII VIII IX X XI XII XIII XIV XV XVI XVII XVIII XIX XX XXI XXII XXIII XXIV
Equal 53 74 29 38 25 55 62 36 48 73 22 31 54 75 30 39 26 56 62 36 48 74 23 32 
Very 
close 23 2 27 15 40 9 14 29 17 3 34 36 22 1 27 15 40 8 14 30 18 2 34 36 

Not equal 0 0 20 23 11 12 0 11 11 0 20 9 0 0 19 22 10 12 0 10 10 0 19 8 
Total 

Sample 76 76 76 76 76 76 76 76 76 76 76 76 76 76 76 76 76 76 76 76 76 76 76 76 
 

Table 5.2: Results of Perception Tests for the Pairs of Different Signals 

Informant I II III IV V VI VII VIII IX X XI XII XIII XIV XV XVI XVII XVIII XIX XX XXI XXII XXIII XXIV
Equal 20 24 12 10 21 24 21 21 23 24 11 10 24 20 12 10 24 21 21 23 21 10 11 24 
Very 
close 4 0 9 5 3 0 3 3 1 0 11 14 0 4 9 5 0 3 3 1 3 14 11 0 

Not equal 0 0 3 9 0 0 0 0 0 0 2 0 0 0 3 9 0 0 0 0 0 0 2 0 
Total 

Sample 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 24 
 

Table 5.3: Results of Perception Tests for Identical Pair of Signals 

Table 5.2 and 5.3 present respectively the results of perception tests by all 24 

informants for all the 76 mixed sets and 24 identical sets. A Chi-square test is done using the 

formula 

χ2 =Σ(pi – qi)2 / qi  … … … (5.4) 

Where i = 1…3 and { qi } = 0.9, 0.099 and 0.001 and “pi” are obtained in the 

following manner.  

Let C(n) be the column vector. The first three rows in table 5.3 are corresponding to 

the nth informant. Then  

∑
=

j
(n)jC

(n)iC
(n)ip  … … … (5.5) 

I II III IV V VI VII VIII IX X XI XII 
0.052 0.111 16.323 140.256 0.009 0.111 0.009 0.009 0.038 0.111 8.3 2.63 
XIII XIV XV XVI XVII XVIII XIX XX XXI XXII XXIII XXIV 

0.111 0.052 16.323 140.256 0.111 0.009 0.009 0.038 0.009 2.63 8.3 0.11  

Table 5.4: Chi-Square Statistics for all Informants Based on an Ideal Distribution (Identical 
Pairs) 
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Table 5.4 presents the Chi-square values of each informant using the distribution 

given in table 5.3 based on an arbitrarily chosen probability distribution, namely, 0.9, 0.099 

and 0.001 respectively assumed for the three different categories of perception i.e. identical, 

almost equal and different. The probability for the last category was taken as 0.001 instead of 

0 to avoid error due to division by zero.  

The Chi-square for 95% confidence with 2 degrees of freedom is 5.99. An 

examination of table 5.4 reveals that for informants III, IV, XI, XV, XVI and XXIII the 

observed values are much higher than 5.99. The data for these informants therefore may be 

considered unreliable. It may also be noted that the Chi-square values for the rest of the 

informants are much below the value 5.99. The data for the unreliable listeners are removed 

from 76 mixed set and the new qi vector is calculated from the responses of the 18 reliable 

respondents. The newly obtained values of qi’s are now 0.870, 0.130 and 0. However to avoid 

division by zero we again readjust qi’s to 0.870, 0.125 and 0.005. These values can now be 

taken as the probability distribution for categorical perception for an identical pair of signals 

for the remaining 18 informants. 

Informant 
Number I II V VI VII VIII IX X XII XIII XIV XVII XVIII XIX XX XXI XXII XXIV

Identical 
pairs 0.020 0.149 0.005 0.149 0.005 0.005 0.069 0.149 1.922 0.149 0.020 0.149 0.005 0.005 0.069 0.005 1.922 0.149

Test pairs 0.292 0.095 5.530 4.700 0.036 4.612 4.049 0.073 3.791 0.251 0.121 4.813 4.699 0.036 3.967 3.370 0.095 3.215

Table 5.5: Chi-Square Statistics for Selected Informants Based on the Average Distribution 

Table 5.5 gives the Chi-square values of the selected informant for the values of new 

qi’s for both the mixed and identical signal sets. The chi-square values for identical pairs for 

all selected listeners are less than 1.0 except for one value, which is equal to 1.922 still far 

less than 5.99. The chi-square values for the selected informants on all 76 differently 

generated pairs of signals are less than 5.99. The overall chi-square value of 1.182 being 

much less than 5.99 the hypothesis that intonations generated through linear regression is 
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perceptually indistinguishable from the original intonation may be accepted. It may be seen 

that, except for a few individuals for whom the chi-square value approaches a value close to 

5.0, for most these values are much lower than the prescribed value of 5.99. 

5.4.2 Intonation Patterns for SCB 

For studying intonation patterns we have chosen 109 SCB sentences. These sentences 

were provided by the linguists, such that, in their view they are well balanced from the point 

of intonation for the text reading purpose. Interrogative, exclamatory or emotional sentences 

are excluded. An educated native female SCB speaker read the sentences without any 

excessive accent for avoiding dramatization. In total there are 1409 syllables in the spoken 

sentence corpora. Of which the majority (45.21%) are flat. Of the remaining, 24.34% have 

falling and 30.45% have rising intonations. This suggests that even in normal text reading 

mode the SCB appears to be a largely intonated language. Furthermore the rising intonations 

do not exhibit any preferential position in a word though these are found more in number in 

the first two positions. The percentage of words starting with the rising intonation pattern 

(‘R’) is 38% and 19% of the words have rising intonation in their 2nd syllable. Of the words, 

41% started with flat intonation and 21% started with falling intonation. 

Table 5.6 presents the syllabic intonation patterns in 669 words occurring in 109 

spoken sentences. It may be seen that about 84% of the word intonation patterns are 

monotonic in the sense that syllables in them exhibit only one type of intonation. In this flat 

intonation inside a sequence of rise or fall, are ignored. Of these, most of them (about 22%) 

reveal all syllables having flat intonation. Next come falling (18%) and rising (15%) 

intonations. The intonation pattern ‘Hat’ contributes 10% to the total. The percentage of 

occurrences of the other patterns is negligible. This means that for practical purposes, 

particularly for formation of rules for speech synthesis, one may choose to concentrate only 

on these four patterns. 
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Table 5.7 presents the word intonation patterns with respect to number of syllables in 

a word. Monosyllabic and bi-syllabic words constitute 75.49% of the total number of words 

examined. Of all the monosyllabic words 39.13% are rise. Flat and fall constitute 36.96% and 

23.91% of the population. For bi-syllabic words rising, falling and flat intonation together 

contributes to almost 83.11%. Among them the percentage of occurrence of rise pattern is 

high (37.06%). The presence of fall and flat patterns are 26.70% and 19.35% respectively. 

For the tri-syllabic words patterns 31.20% have the pattern fall. The percentage of occurrence 

of the rise pattern is 28% and that for the flat is 15.20%. For tri-syllabic words 19% begins 

with a fall whereas about 36% begins with rise. The percentage of words starting with flat 

pattern is 45% in the case of tri-syllabic word. Formation of rules for these words, therefore, 

needs contextual examination. 41% of the words having syllable number more that three 

begin with rise intonation syllable pattern. The rest of them has started with either flat or null 

intonation pattern. 

Table 5.8 presents the distribution of intonation patterns for different number of 

clauses in a sentence. The numbers in the top most cells give the number of words in the 

sentence. Each letter corresponds to a word intonation pattern reduced to one of the eight 

patterns, namely, flat (N), rising (R), falling (F), hat (H), valley (V), X (HR), Y (VV) and Z 

(VF). Reduction is done using the table 5.6. 

Table 5.9 gives a synopsis of table 5.8. Of all the 184 clauses, 103 clauses comprise of 

three and four word clauses. 42% of the clauses begin with a rising intonation. The flats 

before a rising intonation are included in these. 55% of the clauses start with falling 

intonation and 22% of the clauses have no intonation, i.e. their clausal pattern is N or a series 

of N’s at the beginning. It is noted that the ‘H’ pattern is considered as rising type pattern and 

‘V’ pattern is considered as a falling type of pattern. 
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Two word clauses generally begin with falling intonation and 50% of them end with a 

rising intonation. Therefore, for these a general rule formation is not possible. Similar is the 

case for three word clauses and hence no simplified general rule is forthcoming. This trend is 

noticed also for four and five word clauses. But six word clauses have the tendency to start 

with a flat intonation pattern and end with a rising intonation pattern. Seven word clauses are 

only two in number that perhaps their analysis is not worthwhile. 
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Category Word  
Patterns 

Number of 
Occurrence 

Percent of
Occurrence Category Word 

Patterns
Number of  
Occurrence 

Percent of 
Occurrence

F 33 18.55 N 51 34.93
FF 24 13.48 NN 71 48.63
FFF 4 2.25 NNN 19 13.01
FFNN 1 0.56 NNNN 5 3.42
FN 30 16.85

FLAT (N)

Total 146
FNF 1 0.56 RR 44 18.57
NFNN 1 0.56 RRRR 1 0.42
NF 44 24.72 RNR 6 2.53

RNN 10 4.22
NFN 9 5.06 RRNR 1 0.42
NFNF 2 1.12 RNNN 2 0.84

RRNN 1 0.42
FFFN 1 0.56 RNNR 3 1.27

RN 55 23.21
FNNN 3 1.69 RRN 4 1.69

NRR 3 1.27
NFF 6 3.37 RNRR 1 0.42

NNR 6 2.53
FNN 9 5.06 NNRR 1 0.42

NR 37 15.61
FFN 4 2.25 NNRNR 1 0.42

NRN 4 1.69
NNF 6 3.37 NRNN 1 0.42

R 54 22.78

FALL (F) 

Total 178 RRR 2 0.84
FR 22 62.86

RISE (R)

Total 237
FFNNRN 1 2.86 RF 40 62.5
FNRN 1 2.86 RRF 1 1.56
NNFR 1 2.86 RFFF 1 1.56

RNF 8 12.5
FRN 2 5.71 RNNF 1 1.56
NFNR 1 2.86 RNFN 1 1.56

RFN 9 14.06
RFFN 1 1.56
RNFF 1 1.56
NNRF 1 1.56

 
HAT (H)

Total 64
RFR 5 71.43
RNFRN 1 14.29
RFFR 1 14.29

NFR 3 8.57

HR 

Total 7
FRFF 1 100

FNR 4 11.43 VF 
Total  1

VALLEY 
(V) 

Total 35 FRNFR 1 100VV 
Total 1  

Table 5.6: Distribution of Syllabic Intonation Patterns in Words 
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Syllable 
Class

Number of 
Words

Word 
Pattern

Number of 
Words

Group 
Pattern

% in Class  Syllable 
Class

Number of 
Words

Word 
Pattern

Number of 
Words

Group 
Pattern

% in Class  

F 33 FALL 23.91 FFNN 1
N 51 FLAT 36.96 NFNN 1
R 54 RISE 39.13 NFNF 2
FF 24 FFFN 1
FN 30 FNNN 3
NF 44 FNRN 1
NN 71 FLAT 19.35 NNFR 1
RR 44 NFNR 1
RN 55 NNNN 5 FLAT 14.29
NR 37 RRRR 1
FR 22 VALLEY 5.99 RRNR 1
RF 40 HAT 10.90 RNNN 2
FFF 4 RRNN 1
FNF 1 RNNR 3
NFN 9 RNRR 1
NFF 6 NNRR 1
FNN 9 NRNN 1
FFN 4 RFFF 1
NNF 6 RNNF 1
FRN 2 RNFN 1
NFR 3 RFFN 1
FNR 4 RNFF 1
NNN 19 FLAT 15.20 NNRF 1
RNR 6 RFFR 1 HR 2.86
RNN 10 FRFF 1 VF 2.86
RRN 4 NNRNR 1 RISE 33.33
NRR 3 RNFRN 1 HR 33.3
NNR 6 FRNFR 1 VV 33.3
NRN 4 6 1 FFNNRN 1 VALLEY 100.00
RRR 2
RFF 1
RNF 8
RFN 9
RF

3
3

R 5 HR 4.00

HAT

17.14

5 3

FALL

RISE

FALL

22.86

28.00

RISE

HAT
14.40

3

VALLEY
8.57

RISE

31.43

2 367

26.70

37.06

FALL

31.20

VALLEY
7.20

125

1 138

4 35

Table 5.7: Word Patterns Distribution With Respect to Number of Syllables 
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Number of Word 
in Sentences

1 2 3 4 5 6 7

F FF FFH FFFR FFFNR FFNNFR FHVRFNF
F FF FFN FFNR FFNRR FNFRRF XHRRHHN
F FH FFN FFRF FFRFR FNNRNF
F FN FFV FFRN FFRNN FNNRNR
H FR FHF FFRN FFRNX FRNRRF
H FR FHF FHNF FFRRF HHHRRR
N FR FHH FHNH FNRHR NFFRRR
N FR FHV FNFF FNRNN NFFRRR
N FV FHX FNFF FNRVR NHFNFN
R HF FNF FNHF FRNNN NNFRFR
R HR FNR FNRR FRNRV NNNFFN
R NN FNR FRFF FRRRF NNRRRR
R RF FNR FRFR HNRRH NVNFFR
R RH FNR FRFR NHNRR RFNNRR
R RR FRF FRNN NHRFN RVRNHR

RR FRH FRRN NHRFR VNRRRV
VH FRH FRVN NNHFH
VR FRN FVRR NNNNN

FRR HFFR NNNVR
FRR HHRF NNRNN
FRR HNNR NRFNN
FRR NFRN NRFRR
FRR NFRR NRHRN
FRR NFRV NRNFR
FRR NHNV RFRHF
FRX NNFR RFRHR
FXX NNRN RRFNH
FYR NNRV RRFRR
HNN NRHF RRNFR
HRH NRRF XFRRN
HRN NRRN
HRR NRRR
NFF NVNF
NFV RFHN
NHF RFNN
NRH RFRF
NRH RHHR
NRR RHRF
NRR RNRN
RFF RNRR
RFR RRHR
RFR RRRN
RFR RRRR
RHR RRVR
RRR RRVR
RRR RVNR
RVN VRNF
RVR VVFH
VFR ZRNV
VFR
VNR
VNV
VRH
VRR

Clausal/Phrasal 
Patterns

Table 5.8: Distribution of Intonation Patterns for Clauses/Phrases Consisting of Different 
Number of Words 
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Fall Rise Flat Fall Rise Flat
1 15 26.67 53.33 20.00 - - -

2 18 61.11 33.33 5.56 38.89 50.00 11.11
3 54 62.96 24.07 12.96 27.78 61.11 11.11
4 49 42.86 32.65 24.49 30.61 44.90 24.49
5 30 40.00 23.33 36.67 20.00 50.00 30.00
6 16 37.50 18.75 43.75 25.00 62.50 12.50
7 2 50.00 50.00 0.00 50.00 0.00 50.00

Clauses/ Sentences Begins with 
(% of total in group)

Clauses/ Sentences Ends 
with (% of total in group)

Number of 
Words in 
Clauses/ 

Sentences

Number of 
Clauses/ 

Sentences in 
the group

Table 5.9: Nature of Intonation of Clauses Having Same Number of Words 

5.5 Method of Application in Synthesis 

In the present approach, the pitch movements are considered in the syllabic level. It is 

noticed that there is no uniqueness in intonation patterns either with respect to the size and 

position of the word or with respect to the length of sentences, i.e., the number of words in a 

sentence. However, the frequency distribution pattern is enough non-uniform with 

considerable peaks to allow a stochastic approach for generating intonation at the time of 

synthesis. 

We have studied two methods for getting the word level intonation patterns for the 

clauses/phrases. Then, the syllabic intonation patterns for these words are found out. The two 

methods are first described below to get the word intonation patterns and then the method to 

get the syllabic intonation patterns is described. 

5.5.1 Finding of Word Intonation Pattern 

Method 1 

Table 5.10 to 5.12 present the probability of occurrence of the word intonation pattern 

depending on the position of the words in the sentences. Table 5.10 gives this for mono- and 

bi-word sentences, table 5.11 and table 5.12 give those for tri- and tetra- word sentences 

respectively. These tables are directly compiled from the table 5.8. Similar kind of tables can 

 220 
 



be constructed for other sentences, having word number more than 4. Those are not shown 

here. 

 

Pattern 
Type

Probability 
of 

Occurrence

Pattern 
Type

Probability 
of 

Occurrence

R 0.40
N 0.20
F 0.27
H 0.13

F 0.25
H 0.25
R 0.50

N 0.06 N 1.00
F 0.22
R 0.44
N 0.11
V 0.11
H 0.11
R 0.50
H 0.50
R 0.50
F 0.50

R 0.22

2

H 0.11

Number of 
Words in 
Clauses/ 

Sentences

Position of Word in Sentence
1 2

1 XXX XXX

F 0.50

V 0.11

 

Table 5.10: Probability of Occurrence of Word Intonation Pattern in Mono and Di-word 
Sentences 
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H 0.25
N 0.50
V 0.25
F 0.40
H 0.20
V 0.20
X 0.20
F 0.20
R 0.80
F 0.08
H 0.17
N 0.08
R 0.58
X 0.08

X 0.04 X 1.00
Y 0.04 R 1.00

H 0.33
N 0.33
R 0.33

N 0.25 N 1.00
F 0.50
V 0.50

H 0.14 F 1.00
H 0.50
R 0.50
F 0.25
R 0.75

R 0.22 R 1.00
N 0.50
R 0.50

H 0.11 R 1.00
F 0.33 R 1.00

R 0.50
V 0.50
H 0.50
R 0.50

H 0.07
R 0.75

F 0.29

F

V 0.11

0.14

H 0.18

0.13

R 0.57

Pattern 
Type

Probability 
of 

Occurrence

Pattern 
Type

F

N

R

F 0.18

0.43

0.52

N

V

0.44

0.22
R 0.17

N 0.33

R 0.33

Probability 
of 

Occurrence

Pattern 
Type

Probability 
of 

Occurrence

Position of Word in Sentence
1 2 3

 

Table 5.11: Probability of Occurrence of Word Intonation Pattern in Tri-word Sentences  
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Pattern 
Type

Probability 
of 

Occurrence

Pattern 
Type

Probability 
of 

Occurrence

Pattern 
Type

Probability 
of 

Occurrence

Pattern 
Type

Probability 
of 

Occurrence

F 0.20 R 1.00
N 0.20 R 1.00

F 0.33
N 0.67
F 0.50
H 0.50

F 0.50 F 1.00
H 0.25 F 1.00
R 0.25 R 1.00

F 0.33
R 0.67

N 0.17 N 1.00
R 0.17 N 1.00
V 0.17 N 1.00

V 0.06 R 1.00 R 1.00
F 0.33 F 1.00 R 1.00
H 0.33 R 1.00 F 1.00
N 0.33 N 1.00 R 1.00

N 0.33
R 0.33
V 0.33

H 0.08 N 1.00 V 1.00
F 0.33 R 1.00

N 0.50
V 0.50

H 0.25 F 1.00
F 0.33
N 0.33
R 0.33

V 0.08 N 1.00 F 1.00
H 0.33 N 1.00
N 0.33 N 1.00
R 0.33 F 1.00
H 0.50 R 1.00
R 0.50 F 1.00

N 0.50
R 0.50

H 0.20 R 1.00
N 0.50
R 0.50

V 0.40 R 1.00
V 0.08 N 1.00 R 1.00
R 0.50 N 1.00 F 1.00
V 0.50 F 1.00 H 1.00

Z 0.02 R 1.00 N 1.00 V 1.00

V 0.04

R 0.38

R 1.00

R 0.40

R 0.75

R 0.27

F 0.23

H 0.15

N 0.15

R 1.00

N 0.25
R 0.67N 0.24

F 0.25

R 0.33

F 0.50

H 0.06

R 0.60

N 1.00

0.28

0.11

0.22

0.33

F 0.37

F

H

N

R

Position of Word in Sentence
1 2 3 4

 
Table 5.12: Probability of Occurrence of Word Intonation Pattern in Tetra-word Sentences 
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The organization of these tables is described below: 

The first column contains the number of words in the given sentences or 

clauses/phrases for which the intonation patterns are to be find out. This column is given only 

for the table 5.10, for the tables 5.11 and 5.12 this column is not shown, since each tables are 

for a fixed number of words in the sentences or clauses/phrases. Then for each consecutive 

pair of columns, the first one gives the word patterns and the corresponding second one gives 

their probability of occurrences. For example, let us now consider the table for the tri-word 

sentences or clauses/phrases. In the table, the first pair of columns is for the words occurring 

first in the sentences or clauses/phrases; the second pair is for the second occurring words and 

third pair is for the third occurring of words in the sentences or clauses/phrases. Similar 

organization will be for the sentences or clauses/phrases having more than three words. In the 

table, each pair of columns is for which word positions are indicated clearly. For each 

position of the word, the first column indicates the occurrences of the patterns and the 

corresponding second column shows its probability of occurrences. For tri-word sentences or 

clauses/phrases, the first word patterns can be five types, namely, F (0.52), H (0.07), N 

(0.13), R (0.17), and V (0.11). The figures in the brackets give their probability of 

occurrences. Now, the sentences or clauses/phrases having F as the patterns for the first word, 

the second word can have the patterns of types F (0.14), H (0.18), N (0.18), R (0.43), X 

(0.04), and Y (0.04). Similarly, for the other patterns, H, N, R and V, the words in the second 

position can have the patterns as following: for H these are R (0.75) and N (0.25); for N these 

are F (0.29), H (0.14) and R (0.57); for R these are F (0.44), R (0.22), V (0.22) and H (0.11); 

and for V these are F (0.33), N(0.33) and (0.33); Now, for each patterns for the words in the 

second third word can take some fixed pattern types and those are given in the 1st column of 

the third pair of columns. The corresponding probabilities of occurrences are given in the 2nd 

column of the third pair of columns. 
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At the time of synthesis, a random number generator is used to choose the pattern 

types in each stage. Let us consider that the sentence has n words for which the intonation 

patterns are to be generated. For this, the table for n word is selected. To get the intonation 

patterns for the ith word (i < n), the probability of occurrences of the patterns those may 

occur after the (i-1)th selected patterns, are considered. These patterns and corresponding 

probabilities are obtained form the ith pair of columns.  

Let ρ1, ρ2 …ρk… be the probabilities corresponding to the patterns. Let the random 

integer be N where N lies between 1 and 100. Then if then kth 

pattern is chosen. In this way a string of word intonation pattern is obtained for the sentences 

or clauses/phrases.  

∑∑
=

−

=

≤<
k

1i

1k

1i
iρ*100Niρ*100

For the 1st word, i.e., when i = 1, consideration of the just previously occurred pattern 

does not have any meaning. In this case, the process starts considering all patterns those may 

occur in the first position. 

Method 2 

In this method the probabilities of occurrences for each of the sentence or 

clause/phrase are calculated and a sequence appropriate to the number of words in the 

sentence is selected randomly. Table 5.13 presents the sentence label probability of 

occurrence of each intonation patterns. These tables are directly compiled from the table 5.8. 

In the table, under each word number in the sentences or clauses/phrases, P represents the 

pattern for those sentences or clauses/phrases and ρ is the corresponding probability of 

occurrences. The probabilities of occurrences are calculated separately for different word 

number constituting the sentences. 
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Let ρ1, ρ2 …ρk… be the probabilities corresponding to the sentence label patterns. 

Let the random integer be N where N lies between 1 and 100. Now 

for , the kth string of patterns is chosen.  ∑∑
=

−

=

≤<
k

1i

1k

1i
iρ*100Niρ*100

In this way a string of word intonation patterns are obtained for the clause or phrase. 
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P ρ P ρ P ρ P ρ P ρ P ρ P ρ 
F 0.27 FF 0.11 FFH 0.02 FFFR 0.02 FFFNR 0.03 FFNNFR 0.06 FHVRFNF 0.5
H 0.13 FH 0.06 FFN 0.04 FFNR 0.02 FFNRR 0.03 FNFRRF 0.06 XHRRHHN 0.5
N 0.20 FN 0.06 FFV 0.02 FFRF 0.02 FFRFR 0.03 FNNRNF 0.06
R 0.40 FR 0.22 FHF 0.04 FFRN 0.04 FFRNN 0.03 FNNRNR 0.06

FV 0.06 FHH 0.02 FHNF 0.02 FFRNX 0.03 FRNRRF 0.06
HF 0.06 FHV 0.02 FHNH 0.02 FFRRF 0.03 HHHRRR 0.06
HR 0.06 FHX 0.02 FNFF 0.04 FNRHR 0.03 NFFRRR 0.13
NN 0.06 FNF 0.02 FNHF 0.02 FNRNN 0.03 NFFRRR 0.06
RF 0.06 FNR 0.07 FNRR 0.02 FNRVR 0.03 NHFNFN 0.06
RH 0.06 FRF 0.02 FRFF 0.02 FRNNN 0.03 NNFRFR 0.06
RR 0.11 FRH 0.04 FRFR 0.04 FRNRV 0.03 NNNFFN 0.06
VH 0.06 FRN 0.02 FRNN 0.02 FRRRF 0.03 NNRRRR 0.06
VR 0.06 FRR 0.13 FRRN 0.02 HNRRH 0.03 NVNFFR 0.06

FRX 0.02 FRVN 0.02 NHNRR 0.03 RFNNRR 0.06
FXX 0.02 FVRR 0.02 NHRFN 0.03 RVRNHR 0.06
FYR 0.02 HFFR 0.02 NHRFR 0.03 VNRRRV 0.06
HNN 0.02 HHRF 0.02 NNHFH 0.03
HRH 0.02 HNNR 0.02 NNNNN 0.03
HRN 0.02 NFRN 0.02 NNNVR 0.03
HRR 0.02 NFRR 0.02 NNRNN 0.03
NFF 0.02 NFRV 0.02 NRFNN 0.03
NFV 0.02 NHNV 0.02 NRFRR 0.03
NHF 0.02 NNFR 0.02 NRHRN 0.03
NRH 0.04 NNRN 0.02 NRNFR 0.03
NRR 0.04 NNRV 0.02 RFRHF 0.03
RFF 0.02 NRHF 0.02 RFRHR 0.03
RFR 0.06 NRRF 0.02 RRFNH 0.03
RHR 0.02 NRRN 0.02 RRFRR 0.03
RRR 0.04 NRRR 0.02 RRNFR 0.03
RVN 0.02 NVNF 0.02 XFRRN 0.03
RVR 0.02 RFHN 0.02
VFR 0.04 RFNN 0.02
VNR 0.02 RFRF 0.02
VNV 0.02 RHHR 0.02
VRH 0.02 RHRF 0.02
VRR 0.02 RNRN 0.02

RNRR 0.02
RRHR 0.02
RRRN 0.02
RRRR 0.02
RRVR 0.04
RVNR 0.02
VRNF 0.02
VVFH 0.02
ZRNV 0.02

7
Number of Words in Clauses/Sentences

1 2 3 4 5 6

Table 5.13: Probability of Occurrence of Each Word Intonation Pattern for Sentences 
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5.5.2 Finding of Syllabic Intonation Pattern 

ion patterns for sentences or clauses/phrases 

gives a

llable in the word, the corresponding word pattern 

type is

bic word patterns 

corresp

1 and 100. Now for
=

≤<
1i1i

iρ*100Niρ*100 , the kth string of patterns for the word is 

chosen. In this way a string of syllabic intonation pattern for the word is obtained. The word 

The method of finding out the intonat

 string of word intonation pattern types constituting the sentences or clauses/phrases. 

The strings are the combination of the eight word intonation pattern types, namely, flat (N), 

rising (R), falling (F), hat (H), valley (V), X (HR), Y (VV) and Z (VF). After getting the 

word level intonation patter types, the problem is now reduced to get the syllabic intonation 

patterns corresponding to the obtained types. Depending on the syllable number of the words, 

the member of the word intonation pattern type will be different. The table 5.14 shows 

syllabic word patterns corresponding to a particular word intonation pattern type for different 

syllable number. This table also gives the probability of occurrences of the syllabic word 

patterns in that particular word pattern type. The table 5.14 is directly compiled from the 

table 5.7. Now the method of getting the syllabic intonation pattern for a particular word 

intonation pattern type is given below:  

Depending on the number of sy

 looked up in the table. To get the syllabic word intonation pattern string for that 

particular word intonation pattern type, a random number generator is use. 

Let ρ1, ρ2 …ρk… be the probability of occurrences of the sylla

onding to that word pattern types. Let the random integer be N where N lies between 

− k1k

pattern types, for which, there is only one possible syllabic intonation pattern, it is not needed 

to follow the above procedure. For those word pattern types, there are only two possible 

syllabic intonation patterns, the most probable string is to be chosen. 

∑∑
=
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It may be noted here that the method can also be applied for the words having more 

than three syllables in the following ways. First break up the words into the units taking three 

syllables at a time. The last unit may contain less than three syllables depending on whether 

total syllable number is divisible by three or not. Now depending on the word pattern type the 

word has, the syllabic word pattern corresponding to that word pattern type for tri syllabic 

word is to be found out by the above technique. For the last unit, the search has been done in 

the respective case. The syllable intonation pattern for the whole word would be the 

concatenation of all units patterns. This process reduces the approximation that has taken 

place for the previous method. 

After finding out the syllabic intonation pattern for the word, we get a string of R 

(Rise), F (Fall) and N (Null) pattern for the sentence or clause/phrase under consideration. To 

implement these patterns, the average values of the slopes for the patterns ‘R’ and ‘F’ are 

taken. For the normal text-reading mode, the average value of the slope that ‘R’ patterns 

make with the positive x-axis is found around 38 degree and that for the ‘F’ patterns is found 

around 153 degree. The ‘N’ pattern is considered to be parallel to the x-axis. These values of 

slope are used in fixing the total excursion of pitch in a syllable. For the regeneration of the 

pitch contour for the sentence or clause/phrase, these syllabic pitch patterns are intended to be 

superimposed on the declination line. It has been found empirically that the average value of 

the tangent of the angle of the declination lines is –2.7. Now, having an initial and final pitch 

values for a declination line, the positions of the syllables on the declination line are marked. 

These pitch values on the declination line are taken as the center pitch values for the syllables 

constituting the sentence or clause/phrase. In this way the pitch contour for each syllable is 

generated. The syllabic duration is also considered at this point for the calculation of the total 

number of pitch periods within a syllable. For a sentence having more that one clause/phrase, 
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the initial and final values of the declination lines are considered to have a reduction in value 

by 10Hz. 

Number of 
Syllable in 

Words

Word 
Pattern 
types

Syllabic 
Word 

Patterns

Probability 
of 

occurrences 
in Syllabic 

Classes

Number of 
Syllable in 

Words

Word 
Pattern 
types

Syllabic 
Word 

Patterns

Probability 
of 

occurrences 
in Syllabic 

Classes 

F F 0.24 FFNN 0.13
N N 0.37 NFNN 0.13
R R 0.39 NFNF 0.25

FF 0.24 FFFN 0.13
FN 0.31 FNNN 0.38
NF 0.45 FNRN 0.33

N NN 1.00 NNFR 0.33
RR 0.32 NFNR 0.33
RN 0.40 N NNNN 1.00
NR 0.27 RRRR 0.09

V FR 1.00 RRNR 0.09
H RF 1.00 RNNN 0.18

FFF 0.10 RRNN 0.09
FNF 0.03 RNNR 0.27
NFN 0.23 RNRR 0.09
NFF 0.15 NNRR 0.09
FNN 0.23 NRNN 0.09
FFN 0.10 RFFF 0.17
NNF 0.15 RNNF 0.17
FRN 0.22 RNFN 0.17
NFR 0.33 RFFN 0.17
FNR 0.44 RNFF 0.17

N NNN 1.00 NNRF 0.17
RNR 0.17 HR RFFR 1.00
RNN 0.29 VF FRFF 1.00
RRN 0.11 R NNRNR 0.33
NRR 0.09 HR RNFRN 0.33
NNR 0.17 VV FRNFR 0.33
NRN 0.11 6 V FFNNRN 1.00
RRR 0.06
RFF 0.06
RNF 0.44
RFN 0.50

HR RFR 1.00

HV

R 5

H

F

2

F

V

R

R

3

F

1

4

Table 5.14: Probability of Occurrences of Syllabic Intonation Pattern 

5.6 Conclusions and Discussion  

In this chapter, we have developed a syllabic stylization method to model the 

intonation patterns for text reading in SCB. The purpose of the study is to obtain necessary 

set of rules for intonation in text reading such that they can be used in a TTS system to 
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produce intonated synthesized speech. If the pitch movements in the syllabic level are 

linearly approximated, then they would remain perceptually identical from the original pitch 

movement and all pitch movements do not create perceptual sensation are the two 

considerations made in the present approach. A perceptual test has been done to confirm 

these. 

This syllabic stylization method gives three basic intonation patterns for the syllable, 

namely, Rise (R), Null (N) and Fall (F). The word intonation patterns are seen as 

combinations of the syllable intonation patterns comprising the words. The sentential or 

clausal/phrasal intonation patterns are comprised of the corresponding word intonation 

patterns. The studies have been done on 109 sentences read by a native speaker. There are 

altogether 184 clauses/phrases consisting of 669 words. These words are comprised of 1409 

syllables. These sentences are selected with the help of linguists. According to them, these 

may be considered as representative from point of view of intonation for text reading. 

It may be noted that only one class of speech i.e. text reading, that too without 

emotional stress, has been the object of study. For this limited domain, which is necessary for 

information dissemination in speech mode, some distinctive patterns are obtained only for 

word intonation. These patterns may be considered representative only for words up to four 

syllables as they contain a reasonable number of words. 

Even with 184 clauses, which again is a small number, unfortunately no distinctive 

pattern of clausal intonation was obtained. However, it may be noted that for larger clauses, 

say of length 3 or 4 words, there is some reduction in number of available patterns to get the 

number of possible patterns. It seems that if the study is conducted with adequate number of 

sentences of length more than 4, significant reduction in number of patterns, which form all 

possible patterns, may emerge. 
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The purpose of the study is to regenerate the intonation patterns for the mode of text 

reading such as can be used in the TTS system. But it has been found that the 184 clauses are 

not sufficient to get a conclusive result for sentential or clausal/phrasal patterns. To obtain 

conclusive result, the number should be more. But within limited time frame, it cannot be 

performed. But to improve the output of the synthesizer, two methods have been developed to 

regenerate the intonation patterns for the words, constituting the sentences or clauses/phrases, 

from the obtained analytical results. A method to regenerate the syllable intonation patterns 

from the word level intonation patterns has also been developed in this framework. 

It may also be noted that we only use the directional attribute (Rise, Fall and Null) for 

the linear representations of syllables. At the time of regeneration of the pitch contour for the 

TTS system, the pitch movements are intended to be superimposed on a declination line, 

which generally followed at the time of text reading mode. Again, we do not attribute the 

syllabic intonation patterns with respect to the declination line. At the time of regeneration, 

we make the assumption that the average pitch value for a syllabic movement lies on the 

declination line. Further, the syllabic pitch patterns are not attributed with respect to their 

orientation with the declination line, i.e. the angle they have made with respect to the 

declination line. This means that we did not attributed them with respect to their rate of 

change with time. In our present system, we have assumed that all the “R” patterns made the 

average angle, which is found empirically, with the declination line, i.e. all of them have the 

same rate of change with time. The similar assumption is taken for the ‘F’ patterns. 
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6.0 Introduction 

Small and apparently random perturbation of pitch, amplitudes and shapes of 

consecutive periods in voiced speech waveform, respectively called shimmer, jitter and the 

CP (Complexity Perturbation), are the phenomena that exist in the normal human speech 

output. The study of shimmer, jitter and CP is thus necessary to make the output of a 

synthesizer more natural. In this chapter a comprehensive study of these are carried out on 

Bengali. The signals of some nonsense utterances in CVC form are collected from the native 

SCB female speaker, whose voice are to be used for the partnemes signal dictionary. The 

study is conducted on all the seven Bengali vowels (//, /a/, /Q/, /e/, /i/, /u/ and /o/) in 

conjunction with unvoiced non-aspirated plosives (/k/, /c/, /t /, /t/, /p/), one of the nasal 

murmurs /m/, the lateral (/l/) and the voiced sibilants /h/. The jitter, shimmer and CP for CV, 

VC and the steady states of the vowels are separately studied and their results are presented. 

A perception test has been done with thirteen listeners using synthesized vowels with 

different amount of jitter to get the optimum value of jitter that should be incorporated into 

the steady portion of the synthesized output speech to make it sound natural. 

6.1 Jitter, Shimmer and Complexity Perturbation: Source and Definition 

The voiced sounds are produced by repetitive closing and opening of the vocal cords 

while air is flowing out of the lungs. The glottal pressure waves thus produced are modified 

as they travel through a number of resonance cavities in the vocal tract. The resonance 

cavities will strengthen certain frequencies or frequency bands present in the glottal signal. In 

this way, the resonance and anti-resonance add a specific coloring to the source sound, 

resulting in audible differences between various phonemes. The glottal pressure waves are 

quasi-periodic in nature. The waveforms of consecutive glottal pulses vary randomly in terms 

of period, amplitude and complexity, though by a small extent. The reasons for this quasi-
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periodicity lie in the way the vocal cords operate. Though the vocal folds are made up of five 

layers, they act like three including the Thyro-arytenoid muscle, the three layers of Lamina 

Propria and an Epithelial cover [125]. The structural non-rigidity in the epithelial layer 

introduces random variations in the oscillatory motion as the air stream passes through them. 

Thus from the point of generation of this random phenomenon, they are temporally local. 

Therefore the origin of this random phenomenon does not lie in the vocal tract [126, 240, 

258], which account for resonators in the source-filter model and consequently responsible 

for the non-stationarity only of non-local nature. Hence it might be supposed that the origin 

of the perturbations is near the source particularly in some sort of vortical flow created by the 

air streaming past the edge of vocal folds [237]. Some reports say that there are due to an 

inherent neuromuscular condition, i.e., the slow-rate-single-motor-unit twitches in the vocal 

folds [10]. Investigations indicate the influence of non-acoustic fluctuating velocity field in 

the duct on the totality of sound radiation. Normally it is typically assumed that glottal 

waveform is the product of the volume velocity at glottis, which in turn is closely related to 

the periodic area function of the glottis. Recently, however, development of vortices has been 

observed near the glottis in mechanical model [126], canine model [16] and human subjects 

[259]. Recent studies with DMM (Dynamic Mechanical Model) strongly indicate the 

important role of vortices and the role of sub-glottal pressure generated in the duct in the 

radiated sound field and that such contribution could occur at any abrupt area change, viz. 

glottis width [240]. It seems that the theory of the non-linear dynamical system may provide 

an answer to this [165, 237, 264]. Application of non-linear dynamical system for vowels in 

both healthy and pathologic voices has been reported [14, 121, 155, 235, 236, 261].  

Experience from synthesized speech has revealed that this random variation is a rather 

salient characteristic of the human voice. In fact, these perturbations give naturalness to the 

human voice as opposed to the instruments producing mechanical sounds through vibrating 
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reeds, like harmonium. The jitter present in violin tones [216] increased its sweetness. 

Stiffness, nodules, or other histological vocal fold abnormalities may interfere with the glottal 

vibratory pattern, particularly if the mucosal wave is affected [263]. The random variations 

between successive glottal periods are reflected as variations in fundamental frequency, 

amplitude and complexity. The first two are known as jitter and shimmer respectively. 

Generally, the HNR (Harmonic to Noise Ratio) is used for the other one. Some researchers 

used the harmonic to noise ration as a measure of degree of hoarseness [282].  But a recent 

study [237] reports a new measure called CP (Complexity Perturbation) to represent the 

random variations better than HNR.  However the jitter, shimmer and CP are not reflected as 

pitch or intensity variations. Its cognitive influence is in the so-called quality of the output 

speech. Listeners are sensitive to even very small amount of jitter. Wendahl [275] used 

LADIC in his investigations of laryngeal waveform irregularity to establish the contribution 

of jitter to harshness and found very slight frequency variations, as small as 1 Hz around a 

median F0 of 100 Hz., sounded rough. As the relative duration of jitter elements within a 

signal is increased, listeners will evaluate the signal as increasing in roughness. The location 

of jitter in a segment, i.e., whether it occurs at the beginning or end of stimuli, is of little 

perceptual significance so far as harshness is concerned. Within a stimulus a large jitter or 

short duration may be judged as less rough than a jitter of longer duration but less degree of 

frequency deviation from the median [275]. Most of the studies reported are related to 

phonation of a long utterance of the open vowel /a/ [132, 133, 192, 197, 242]. 

The available evidence regarding the effect of speaker’s sex on shimmer is also 

inconclusive. Ludlow et al [166] reported similar shimmer values for men and women (5.1% 

and 5.3% respectively) but Milenkovic [185] reported slightly higher shimmer values for men 

(1.66% as opposed to 1.18% for women). 
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Thus while the absence of random perturbations makes the vocalic signals unnatural 

and mechanical, excess of these would make them hoarse. Thus, appropriate amount of these 

perturbations have to be incorporated in the synthesized speech to improve the quality of 

output voice. It is therefore necessary to have knowledge of the optimum amount of these 

perturbations. To get the values of these, the present experiment is conducted on the voiced 

of the female speaker whose voice is used for making the signal dictionary for our 

concatenative synthesis system [Chapter 2].  Also perturbation measures from sustained 

vowels and from running speech vary differently for many reasons. It has been suggested that 

a supra-glottal constriction of a voiced continuant impedes the airflow, reduces transglottal 

pressure drop and perturbs the vocal fold vibrations [20, 248]. Thus, such constrictions can be 

expected to affect perturbation measures in case of continuous speech. This study therefore 

attempts to estimate these parameters for continuous speech signal in CVC form, the same 

signal collected to make the signal dictionary of the presented system in chapter 2. The aim 

of the studies is to get the optimum values of these parameters so that these can be 

incorporated into the synthesized speech to improve the quality. The study is conducted with 

the seven Bengali vowels (//, /a/, /Q/, /e/, /i/, /u/ and /o/) in conjunction with unvoiced non-

aspirated plosives (/k/, /c/, /t /, /t/, /p/), one of the nasal murmurs /m/, the lateral (/l/) and on 

the voiced sibilants /h/. The differential behavior of jitter, shimmer and CP are reported 

separately for the CV, VC and V. 

6.2 Methodology 

6.2.1 Glottal Cycle Detection 

Studies of all these parameters need to isolate individual glottal cycles in the 

continuum of a quasi-periodic signal. Spectral domain approach for F0 detection, which 

provides average F0 values for a selected window, therefore cannot be used. This type of 

 237 
 



PDA (Pitch Detection Algorithm) only smears out the value of individual glottal period and 

gives rise to an average for a length of a signal extended usually over a number of periods 

and thus destroys the inherent perturbation information within the window. Another standard 

method for detecting pitch is the peak picking procedure. The drawback of this method is that 

the position of the peaks in the speech signals are influenced by the strong harmonics present 

in the signal, mainly due to the first formant F1 and the second formant F2. In the transitory 

part of the speech signals, namely, the CV and the VC parts, if there are large changes in 

these two formants, which generally happen, the relative peak positions may shift. These 

shifts in the peak positions ultimately give rise to an erroneous estimation of the pitch values 

of the glottal cycles. In the present study the glottal cycles are measured as follows. The basic 

working principle is that if all the components present in the signal are removed or filtered 

out except the fundamental one, the resulting wave will be a sinusoidal one having periods 

same as the continuous glottal pulses those were responsible for the generation of the 

continuous speech signal. One then needs just to locate the peak of the sinusoidal. It may be 

noted that the maxima of the sample points may not always present the real maxima. Thus, 

this kind of pitch measurement technique seems to be a hybridization of both frequency 

domains based and time domain based technique. The real and apparent maxima are the same 

when the two samples on the either side are of equal value. In the other cases the necessary 

correction is affected by using a simple linear interpolation. So the signal is first subjected to 

a low-pass filter having the band from 0 Hz to 1.5*f Hz, where f is approximate pitch value 

of the signal. To find out the approximate pitch, state phase analysis [Chapter 3, 44] is used.  

6.2.2 Relative Jitter and Shimmer 

Relative jitter and shimmer calculation were performed using the work of Karnell et 

al. [144]. Cycle periods were used for jitter and cycle peak-to-peak amplitudes were used for 

shimmer. The formula is as follows: 
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Where PF is the perturbation factor, Xi is the period or amplitude of the ith cycle, n is the 

number of consecutive cycles in the taken signal element and X is the mean period or the 

amplitude of n cycles. 

6.2.3 Complexity Perturbation (CP)  

In usual measures of HNR [282] for obtaining the complexity perturbation, an 

average waveform for the whole signal is first obtained and the spectral differences of each 

waveform in the signal from that of the average waveform is used for arriving at the measure 

of HNR. The actual cycle-to-cycle variation is therefore compromised. Since the differences 

are taken from the average waveform, the measure would be significantly less. It has been 

reported in [237] that behavior of HNR with pitch is quite at variance with shimmer and 

jitter. Also there is no correlation of HNR with them. These imply that the algorithm used for 

measuring HNR is not capturing properly the random pitch-to-pitch complexity perturbation. 

In shimmer and jitter the perturbation is measured locally, in the sense that differences in 

contiguous periods are measured and then averaged over the whole signal. Furthermore this 

evaluation of HNR also includes noises other than those caused by random perturbation of 

complexity originating from the oscillating folds. It has been reported [237] that various 

researchers have found the presence of such noises. Furthermore the regular vibrato like 

undulations, observed for low pitch ranges in singers, indicates some sort of chaotic 

indeterminacy. 

To avoid these, the absolute value of the sum of the differences of the consecutive 

sample values in the waveforms of two consecutive periods after taking care of the amplitude 

variation and pitch variation is taken as a measure of CP. 
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Let yi(t) and yi+1(t) represent the signals for two successive periods Ti and Ti+1 and 

without any loss of generality let Ti ≤ Ti+1. Also let Ai and Ai+1 be the respective amplitudes. 

Then the complexity perturbation for the ith period is defined by 
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It may be noted here that in the above measurement for CP, the residual portion i.e. 

the portion (|Ti+1 - Ti|) of the larger glottal period of the two consecutive pitch periods cannot 

be accounted for the measurement of CP. But, the length of this residual portion is 

insignificant in comparison with the length of the total periods of the two consecutive cycles. 

For this, the error due to this would be negligibly small.  

6.3 Experimental Procedures 

The nonsense words spoken by an educated native female speaker recorded in the 

common laboratory environment for the purpose of forming the signal dictionary for a 

concatenative synthesizer is used for the present study. The informant was able to maintain 

her pitch almost constant during the utterances. For the recording a headset microphone was 

used placing 17cm apart from the mouth. The analog signal is then digitized with a standard 

multimedia sound card at a sampling rate of 22050Hz / 16 bit. 

All the word signals are manually normalized to have approximately the same 

loudness. The transition points for CV and VC are manually marked. A set of new signals 

corresponding to the original signals are prepared by low pass filtering as stated in the last 

section for marking the successive glottal periods. Following figures present an example of 

the process. 
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Figure 6.1: Spectrogram for the Signal /bae/ 

The figure 6.1 shows the normal spectrographic representation of the original signal 

/bae/ while that in the figure 6.2 presents waveform view for some portion of it after and 

before filtering. In figure 6.2, the vertical lines show the glottal periods. It is clear from the 

figure that the filtering process is able to find the pitch periods with good accuracy. 

Figure 6.2: Spatial View of Some Portion of the Above Signal /bae/ After (Upper Signal) 
and Before (Lower Signal) Filtering 

Since the studies are conducted with the seven Bengali vowels in conjunction with the 

eight Bengali consonants, there are altogether 56 signals for each of CV, VC and V segments. 

The perturbation parameters are calculated for all the consecutive pairs of glottal periods in 

each segment. Preliminary values of mean and standard deviation are first estimated. The 

values of the parameters outside the range of mean ± 2 × standard deviation are considered as 

 241 
 



outliers and rejected for calculating the final mean value of the parameters for that segment. 

These mean values for each segment are used for final analysis.  

6.4 Results and Discussion on Obtained Values 

Table 6.1, 6.2 and 6.3 present the means and standard deviations for perturbation data 

for the CVC syllables with all consonants separately pooled for each vowel, respectively for 

jitter, shimmer and CP. The means and standard deviations in each row represent those for all 

consonants in the environment of the vowel indicated in the first column. These are 

calculated after removing the values out side ± 2 × raw standard deviation of raw mean. The 

number of outliers was only a few. 

CV V VC 
Vowel Mean SD Mean SD Mean SD 

u 0.0340 0.0200 0.0530 0.0260 0.0397 0.0304 
o 0.0423 0.0293 0.0464 0.0219 0.0380 0.0236 

 0.0350 0.0117 0.0414 0.0104 0.0577 0.0493 
a 0.0335 0.0160 0.0405 0.0142 0.0573 0.0450 

Q  0.0292 0.0171 0.0365 0.0090 0.0370 0.0172 
e 0.0306 0.0177 0.0472 0.0217 0.0373 0.0262 
i 0.0444 0.0289 0.0481 0.0208 0.0423 0.0265 

 

Table 6.1: Mean and S.D of Jitter for Transitional and Steady States of Bengali Vowels 

It may be seen from table 6.1 that for steady states, jitter is least for open vowel /æ/ 

and largest for close vowel /u/. The ascending order is /Q, a, , o, e, i and u/ indicating the 

general increasing trend of jitter from low vowel to high vowel. The generally low values of 

standard deviations indicate consistency of the data. The variations as indicated by the 

standard deviations are low for low vowels and relatively high for high vowels. The only 

exception is /Q/ coming before /a/. The lower the vowel, one would expect, the freer would 

be the flow of air. In general, transitory regions show less jitter than the steady states. Only 
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exceptions are VC transitions for // and /a/ where the mean values are high. For CV 

transitions, the ascending order of vowels is /Q, e, a, u, , o, and i / and that for the VC 

transitions is /Q, e, o, u, i, a, and /. 

CV V VC 
Vowe Me ean SD l an SD Mean SD M

u 0.0824 0.0426 0.0394 0.0092 0.0629 0.0256 
o 0.0727 0.0217 0.0347 0.0063 0.0886 0.0304 

 0.0777 0.0204 0.0278 0.0050 0.0814 0.0336 
a 0.0879 0.0340 0.0283 0.0097 0.0671 0.0212 

Q  0.1006 0.0370 0.0297 0.0048 0.0989 0.0248 
e 0.1300 0.0581 0.0454 0.0122 0.1654 0.0812 
i 0.0834 0.0345 0.0278 0.0055 0.1048 0.0578  

Table 6.2: Mean and S.D of Shimmer for Transitional and Steady States of Bengali Vowels 

CV V VC 
Vowel Mean SD Mean SD Mean SD 

u 0.1229 0.0363 0.0662 0.0140 0.0683 0.0252 
o 0.1208 0.0284 0.0803 0.0151 0.0683 0.0152 

 0.1435 0.0203 0.0852 0.0153 0.0630 0.0176 
a 0.1554 0.0280 0.1021 0.0326 0.0656 0.0191 

Q  0.1577 0.0321 0.0957 0.0081 0.0801 0.0167 
e 0.1593 0.0265 0.1109 0.0170 0.1081 0.0289 
i 0.1390 0.0261 0.0919 0.0214 0.0928 0.0303  

Table 6.3: Mean and S.D of CP for Transitional and Steady States of Bengali Vowels 

For steady states shimmer is lowest both for // and /i/. It is highest for /e/. The 

ascending order is /, i, a, Q, o, u and e/. Standard deviations are comparatively low 

indicating good consistency of the data. Like jitter here also we see that high vowels 

generally show larger shimmer, the only exception being /i/. The comment made in 

connection with jitter is also relevant for shimmer. Transitory regions show much larger 
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values of shimmer simply because there is a change of amplitude from close articulator to 

open steady states of the articulators inducing a predictable very significant change in 

amplitude. This is included in the evaluation of shimmer in the procedure for estimating 

shimmer. The removal of the predictable change, which is necessary for CV and VC 

transitions, in case of shimmer has not been incorporated in the algorithms. The shimmer data 

for transition, therefore, is of not much use. 

For steady states CP is lowest for /u/ and highest for /e/. The ascending order is /u, o, 

, i, Q, a and e/. This follows tongue position generally from back to front, the only 

exception being /i/, which came in the middle instead of the end. The low values of SD are 

indicative of the consistency of the data.  



 An interesting feature to note is that while CP’s for CV transitions are significantly 

higher, those for the VC are generally lesser than those for the corresponding steady part of 

the vowel. It is known that both CV and VC transitions reflect, in addition to random 

perturbation of complexity, a regular predictable change in complexity due to the dynamic 

changes in the dimensions of the oral cavities necessary for adjustment of articulators 

between the two stationary states i.e., closure and target vowel. One would, therefore, expect 

CP to be significantly higher for transitional portions. This seems to happen for CV transition 

too. However, for VC transition, this is not reflected. The explanation of this comes from the 

role of occlusion at the end of this transition. The moving articulator gets a good bit of time 

in the occlusion period to make adjustment for the final articulator position for the consonant 

articulation. Thus the resultant complexity variation could be quite less for VC transition. 

The main cognitive role of random perturbation is to provide the flavour of 

naturalness without being hoarse as against artificialness of sounds produced from strictly 

periodic mechanical devices. One may note here that even in most of the good musical 

instruments, as against normal electronic synthesizers, such random perturbations have been 
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found. The cognitive role of these perturbations is in providing a relief from the monotony of 

exact periodicity.  In this sense their role in transitory or co-articulatory regions may not be 

that significant cognitively as the role in the steady states. However the actual presence of 

them being guided directly by the source-system constraint remains a fact.  

6.5 Results and Discussion on Perception Test 

A perception test has been carried out to get an optimum value of jitter that has to be 

incorporated into the synthesized signal to make the output signal natural because of the 

reported dependence of voice quality on it. This study of perception test has been done for the 

steady state of the seven Bengali vowels. This experiment has been done for the voice of a 

female speaker. For each of the vowels, 9 sets of steady parts are generated having different 

amount jitter. Hence there are 63 speech signal altogether. Each member of the set has been 

generated from a PPP (Perceptual Pitch Period) of the corresponding vowel. This PPP has 

been taken from the steady portion of the utterances of a female speaker. From the single 

PPP, total number of sixty periods is generated having different amount of jitter. To introduce 

the jitter, a random number generator is used. The amount of pitch changes to be introduced 

for a particular period has been decided by the value of the random number. The averages of 

the overall pitch changes due to jitter are made zero by randomly adding or subtracting the 

amount of changes from the pitch value of the PPP. The jitter is introduced using the 

ESNOLA technique, already described in chapter 2. The range of jitter that has been 

incorporated is from 0% - 4% with an interval of 0.5%. The order of the signal files were 

made randomized such that at the time of listening the speech signal, the jitter values of the 

signal were not in an increasing or decreasing order. Thirteen listeners were chosen and 

henceforth we refer to them as informants. The informants were allowed free choice over the 

number of times he wants to listen to a particular file for arriving at a decision on the grade. 

The informants are allowed one of the five choices for gradation - Mechanical, Almost 

 245 
 



Mechanical, Natural, Almost Hoarse and Hoarse. This perceptual gradation of the entire 

signal files by all the informants was done twice at an interval of about a fortnight. Scores of 

1 through 5 were allotted for gradations from mechanical to hoarse respectively. The scores 

obtained for each informant for two separate sittings are then compared to get the consistency 

of the informants. The differences between two sets of gradations for the same signal have 

been calculated. Now, the occurrences of zero difference have been counted. Similar 

calculations have been done for the differences one and more than one respectively. Table 6.4 

shows the perception results for the thirteen informants. A chi-square test has been performed 

to get the consistency of the thirteen informants. 

A Chi-square test is done using the formula 
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Where, q1 = 0.75, q2 = 0.24 and q3 = 0.01 and “pi” are obtained in the following 

manner.  

Let C(n) be the row vector. 1st three columns in table 6.4 are corresponding to the nth 

informant. Then 
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The right most column of the table 6.4 presents the Chi-square values of each 

informant using the distribution in the first three columns based on an arbitrarily chosen 

probability distribution, namely, 0.75, 0.24 and 0.01 respectively assumed for the three 

different categories of perception i.e. identical (difference is zero), almost equal (difference is 

one) and different (difference is more than one). The probability for the last category was 

taken as 0.001 instead of 0 to avoid error due to division by zero. 
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The tabulated Chi-square value for 95% confidence with 2 degrees of freedom is 5.99. 

An examination of table 6.4 reveals that for informants II, IV and VIII, the observed values 

are higher than 5.99. The data for these informants therefore may be considered unreliable. It 

may also be noted that the Chi-square values for the rest of the informants are considerably 

below the value 5.99. The data for these unreliable listeners are removed and studies are done 

with the data obtained from the rest of the informants. 

Informants 

Total 
Number of 
Gradation 

having  
Differences 

zero 

Total 
Number of 
Gradation 

having  
Differences 

one 

Total 
Number of 
Gradation 

having  
Differences 
more than 

one 

Chi-
Square 

statistics 

I 43 16 4 0.3 

II 18 11 34 28.4 

III 23 26 14 4.8 

IV 17 30 16 6.5 

V 37 19 7 1.1 

VI 35 24 4 0.4 

VII 33 22 8 1.5 

VIII 14 27 22 12.0 
IX 55 5 3 0.3 

X 22 28 13 4.2 

XI 58 3 2 0.2 

XII 27 26 10 2.5 

XIII 39 13 11 2.7  

Table 6.4: Results of Perception Tests for the Same Pairs of Signals in Two Separate Sitting 
and Corresponding Chi-square Statistics Based on the Distribution {0.75, 0.24. 0.01} 

The table 6.5 gives the values of co-relation coefficients for the set of average 

gradations made by each informant in two sittings with the corresponding jitter value. For a 

particular informant, the coefficients have been calculated for each of the seven vowels. From 

the table 6.5 it may be observed that there is a strong correlation between the two sets for 

each selected informant except for XI and XIII. In fact, more than 75% of the total number of 
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correlation coefficients is above 0.8 and only 5.71% of them are below 0.5. This indicates 

that the increase in jitter value from 0% to 4% takes the quality of the speech signal from 

robotic to hoarse. In between these, there should be a value for which the signal will sound 

close to natural.  

 /u/ /o/ // /a/ /Q / /e/ /i/ 
I 0.918559 0.943756 0.974052 0.917663 0.958396 0.85924 0.965241

III 0.846843 0.924486 0.803712 0.846461 0.716376 0.842525 0.811111
V 0.958413 0.935997 0.917702 0.810797 0.858927 0.901306 0.890427

VI 0.962705 0.973848 0.956689 0.981802 0.947379 0.897085 0.962828
VII 0.970432 0.931552 0.945473 0.961414 0.903178 0.874434 0.51245
IX 0.839146 0.955195 0.966559 0.848132 0.866025 0.916819 0.889805
X 0.853247 0.963082 0.878125 0.778182 0.612889 0.886817 0.98988

XI 0.503803 0.852013 0.504975 0.290957 0.512703 0.726816 0.272271
XII 0.837094 0.845205 0.794472 0.92018 0.830816 0.80298 0.951176

XIII 0.416235 0.84124 0.721577 0.756313 0.556456 0.538902 0.284687  

Table 6.5: Correlation Coefficients for the Gradations with the Jitter Values 
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Figure 6.3: Plots of Correlation Coefficients with respect to Vowels for Different Informants 

The figure 6.3 shows the plots of the correlation coefficients with respect to the seven 

vowels for 10 informants. In the figure, the roman letters denote the numbers corresponding 

to the informants. This figure gives a comparison among the correlation coefficients for 

different vowels. This figure clearly shows that for the informants XI and XIII, there are wide 
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variations of the correlation coefficients for the cases of different vowels. Except for these 

two informants, perceptual grades with jitters correlate extremely well for all vowels. The 

figure 6.4 gives the comparison among the correlation coefficients for different informants. 
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Figure 6.4: Plots of Correlation Coefficients with respect to Informants for Different Vowels 

The ranges of jitter values, for speech to sound natural, have been found out in the 

following way. Scores 1, 2, 3, 4 and 5 respectively were allotted for mechanical, almost 

mechanical, natural, almost hoarse and hoarse. Only those data for which the grade difference 

in two sittings is less than 2 are taken into consideration. So, an informant may identify a 

speech signal, which has the correct jitter value for sounding it natural, either by 2 or by 4 

instead of 3. We are considering those gradations as good as considering them as a natural 

sounding in the present experimental set up. We are taking the average gradation in the two 

sittings as the final gradation of a signal. Thus, if the average gradation in the two sitting for a 

particular signal element lies in between 2.5 (average of 2 and 3) and 3.5 (average of 3 and 

4), we took the corresponding jitter values to be suitable for natural sound. 
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 /   / /a/ /u/ /   / /e/ /i/ /o/ 
I 0-1.5 1-1.5 0-1.5 1-1.5 1-1.5 1-2 1-1.5 

III 0.5-2 0 1-1.5 0-1.5 X 0.5-1 2-2.5 
V 1-1.5 1 1-2 1 1-1.5 1.5 1-1.5 

VI 1-2 1-2.5 X 1-1.5 1.5-3.5 1-1.5 2 
VIII X X 0-1.5 1-1.5 1-1.5 1-2.5 0-1.5 

IX X X X X 1.5-2 X X 
X 0-1.5 1.5 0-1.5 1.5-3 1-3 0.5 1.5-2.5 

XI 0.5-1.5 0.5-1 1.5 0.5 0-1.5 0.5-1.5 0-1.5 
XII 0.5-2.5 1-3 0-1.5 1.5-3.5 0.5-3 0-2 1 

XIII X X X X X X X 
 

 Q 

 

Table 6.6: Ranges of Jitter Values for all Vowels to Sound Them Natural According to 
Different Informants 

The table 6.6 gives the ranges of jitter values corresponding to different vowels as 

perceived natural by different informants. The ‘X’ mark in cell indicates that none of the jitter 

values under our consideration has made natural sounding for that informant. An examination 

of table 6.6 reveals that except for informants IX and XIII, a range of jitter for natural 

sounding speech is discernible for almost all the vowels. A range of jitter between 1-1.5% 

seems to be a good compromise range of jitter for perceived naturalness for all the vowels. 

6.6 Conclusions and Discussion 

In this chapter we have discussed random perturbations, namely, jitter, shimmer and 

complexity perturbation present in normal speech. The main goal of this chapter is to find out 

the optimum values of the three parameters, namely, jitter, shimmer and CP, so that after 

inclusion of those amount in the synthesized speech would improve the quality as well as the 

naturalness of it. To find out the change in pitch, amplitude and complexity between two 

consecutive pitch periods, one has to get the pitch values for the voiced region of the speech 

signal. The three parameters are analyzed for CV, VC and steady V. The variation of jitter, 

shimmer and CP obtained from different vowel signals, occurring in normal CVC syllables, 

shows characteristic patterns with respect to the position of tongue for the production of the 
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vowels. The transitory region shows less jitter than the steady states. The comparison of 

shimmer and CP data between steady and transitory region of vowel is not offered because 

the predictable change in the transitory region due to the movement of articulators is not 

estimated. 

The strong correlation of jitter with perceptual gradation of quality of vowels 

indicates that the increase in jitter value from zero to 4%, changes the output speech from 

robotic to hoarse. From the obtained data, a compromise range of jitter values between 1-

1.5% have been found for vowels. The vowels are found to sound natural for these values. 

The information obtained in this chapter will be helpful to improve the quality of the output 

speech from the ESNOLA based synthesizer system. 
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Chapter 7 
 
 

Conclusions and Scope for Further 
Work 
 
 



7.1 Discussion 

The history of speech synthesis systems is quite old, but the text-to-speech system, 

using computer, is only two decades old. The present work deals with the problems 

associated with the development of a concatenative text to speech synthesis system and 

finding appropriate solutions for them. The work is done on Bengali language, concentrating 

on the dialect of SCB (Standard Colloquial Bengali). However, the method can be extended 

to any other languages, especially to any Indian language with the proper modifications of the 

language dependent parts of the systems. The development of a text-to-speech system 

involves tackling a wide range of issues those have to be tackled, whether in the area of DSP 

(Digital Signal Processing) or in the NLP (Natural Language Processing). But for the 

development of a high quality text-to-speech system, this is a consequence of the multi-

disciplinary nature of the problem itself. 

Since, broadly a text-to-speech system is the amalgamation of the language 

processing block and the signal processing block, the problems are tackled from these two 

different angles in the present thesis work. The present thesis work has the following 

contributions:  

1. A new partneme based speech signal inventory has been formalized. Basically, this 

partnemes’ set consists of the pure consonantal parts, the coarticulatory transition 

portions, i.e., CV and VC parts, and a single PPP (Perceptual Pitch Period) portion for 

the lateral and nasal murmur and vowels. The definitions of the signal elements are 

not language specific, it has the generic character as well as it has some advantages 

over and above the diphone speech inventory (Chapter 2) particularly in terms of size 

and efficiency for handling prosodic elements. 

2. A new ESNOLA (Epoch Synchronous Non-Overlap Add) technique has been 

formalized for the concatenation of the signal units. This ESNOLA technique has also 
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the potential to reduce the spectral mismatch at the junction of the two signal units by 

the generation of some portion of the signal. Its usefulness in handling prosody is 

demonstrated (Chapter 2). The theoretical analysis of ESNOLA technique has shown 

its potential both for concatenation and prosodic modifications in speech synthesis. It 

has been shown that the complete set of partneme dictionary is capable to produce 

unlimited speech output and it is advantageous to use it in the synthesis system. In one 

word, the ESNOLA framework and partneme inventory altogether give a simple 

approach for the production of high quality intonated synthesized speech. Only the 

information of the epoch positions of the voiced speech signals is sufficient for 

prosody and stress modifications. 

3. A new PDA (Pitch Detection Algorithm) has been developed that includes a VDA 

(Voice Detection Algorithm) using state phase analysis (Chapter 3), specifically for 

the purpose of studying and classifying intonation pattern in text-reading (Chapter 5). 

The method also has the potential to classify the phonemes into certain groups 

(Chapter 3). Using state phase analysis along with the ESNOLA technique, a new 

approach of analysis-resynthesis technique has been described. In chapter 3, we have 

shown the multi-dimensional application of the state phase method. Though there 

exists available software tools for pitch detection, some of which are quite 

sophisticated, the need to have a PDA, which can be integrated to different programs 

being developed for study of intonation patterns, has led to the development of state 

phase method. Some of the other features, like classification of speech signal come 

out as a consequence while studying this method in depth. Thus these are included in 

the thesis. 

4. A new approach for grapheme-to-phoneme conversion has been developed. In this 

method, the grapheme to phoneme conversion rules are arranged in a RDB (Rule Data 
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Base) table. Forest of trees is generated from the RDB table initially and searching 

along the trees ultimately leads to the leaf nodes where the rules corresponding to the 

input string reside. This is a new approach where the introduction of a new rule into 

the system can be done simply by editing the RDB table and for this, one does not 

need the acquaintance with computer programming knowledge (Chapter 4). 

5. A new syllabic stylization method has been proposed to have the intonation patterns 

for normal text reading mode (Chapter 5). It is shown that if the pitch movement 

within a syllable is linearly approximated, the perception of intonation remains same. 

This linear stylization along with the known ability of human tone differentiation 

makes the syllabic pitch patterns either rise, fall or null. This provides greater data 

reduction without loss in perception of intonation compared to reported stylization 

processes. Consequently much simpler patterns need to be assessed for analysis of 

intonation. While no deterministic classes of sentential intonation patterned could be 

revealed for Bengali text reading, statistics for different patterns is compiled on the 

basis of a limited training sentences. The synthesized sentences were found to be 

acceptable to native listeners.  

6. The study of jitter, shimmer and CP in the transitory regions (CV, VC) as well as for 

all vowels is also a new one (Chapter 6). The importance of using them for 

introducing naturalness in synthesis is also something, which is not much reported. 

Particularly, the perceptual experiment, to ascertain the optimal amount of jitter 

through introduction of controlled amount for a particular voice, used for the signal 

dictionary, is a important point in an attempt to produce a pleasing voice quality in 

speech. This also appears to be one of the rare studies. In the chapter 6, we have found 

the optimum values of the three parameters, namely, jitter, shimmer and CP, so that 

after inclusion of those amounts in the synthesized speech would improve the quality 
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as well as the naturalness of it. It has also been shown that the variation of jitter, 

shimmer and CP, obtained from different vowel signals, occurring in normal CVC 

syllables shows characteristic patterns with respect to the position of tongue for the 

production of the vowels. In the chapter, we have also shown that there exists a strong 

correlation of increasing value of jitter with perceptual gradation of quality of vowels 

from robotic to hoarse. A compromise range of jitter values between 1-1.5% have 

been found for vowels. 

7.2 Scope of Further Work 

Extensive studies have been done in the core synthesis module including a new 

complete speech inventory for the production of unlimited speech. The extended bell function 

as the window function provides satisfactory results including introduction of intonation and 

prosody. However, the extended bell function was found to modify the harmonics higher than 

6 KHz to a large extent, especially for /a/. So, there is a scope for detailed investigation of 

this aspect on the efficacy of other window functions. We have used a smoothing function to 

remove the striations as well as the higher harmonics due to the concatenation process. In this 

regard further work is necessary to obtain a more effective filter or smoothing function. 

In chapter 3, we have shown that the state phase algorithm has multiple perspectives. 

We have used this method extensively as a PDA and a VDA. We have shown that this 

algorithm also has the potential in recognizing the phonemes. There is a scope for a detail 

study to judge the full potential of this algorithm as a phoneme classifier. 

For chapter 5, we have made attempts to get intonation classes only for reading mode. 

Further studies need to be made for the other modes, like discourse, emotive, interactive. It 

may also be noted that we only used the directional attributes (Rise, Fall and Null) for the 

linear representations of syllables. At the time of regeneration of the pitch contour for the 

TTS system, the pitch movements are intended to be superimposed on a declination line, 
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which is generally followed in text reading mode. In the quest of intonation patterns, the rise 

and fall have not categorized with regards to their sharpness. In fact, in synthesizing, the rise 

and fall have been assigned average slopes obtained from all the analyzed data. These slopes 

could have been categorized at best into three categories, namely, sharp, medium and low. 

This is likely to provide closer approximation to the actual scene. However, to arrive at the 

definition of these categories would require analysis of a large database. Furthermore, 

formalizing rules with such attributed slopes would need construction of attributed grammar. 

All these form a really extensive area of research and need to be addressed as individual 

topics. 

In chapter 6, the study of the parameters, namely, jitter, shimmer and CP are done for 

the single female voice used for the signal dictionary. The same study can be extended to 

many other speakers to see their dependencies on sex, age. 

Finally one may conclude that the studies covered all such areas associated with a 

concatenative synthesis that may required for the development of a reasonably natural text to 

speech synthesis, particularly for Bengali and may also be extended to do the same for other 

Indian spoken languages. 
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Appendix A 
 
 

Details of Attached Signals 
 

 



We present below the details of the signal files generated by the algorithms presented 

in the thesis. The pitch of the female voice, used for signal dictionary, is 202Hz. In preparing 

the sentences, we did not change the pitches of the vocalic consonants /m/, /l/. 

1. 1.wav: This signal file is for the sentence “ami bari jabo”. It is generated by ESNOLA 

technique, described in chapter 2, having flat pitch 300Hz. 

2. 2.wav: This signal file is for the sentence “ami bari jabo”. It is generated by ESNOLA 

technique, described in chapter 2, having flat pitch 202Hz. 

3. 3.wav: This signal file is for the sentence “ami bari jabo”. It is generated by ESNOLA 

technique, described in chapter 2, having flat pitch 100Hz. 

4. 4.wav: This signal file is for the sentence “kolkata ekt i birat  s� h� r”. It is generated 

by ESNOLA technique, described in chapter 2, having flat pitch 300Hz. 

5. 5.wav: This signal file is for the sentence “kolkata ekt i birat  s� h� r”. It is generated 

by ESNOLA technique, described in chapter 2, having flat pitch 202Hz. 

6. 6.wav: This signal file is for the sentence “kolkata ekt i birat  s� h� r”. It is generated 

by ESNOLA technique, described in chapter 2, having flat pitch 100Hz. 

7. 7.wav: This signal file is for the sentence “kolkata ekt i birat  s� h� r”. It is generated 

by ESNOLA technique, described in chapter 2. The declination line starts from 250Hz 

and ends at 180Hz. The maximum syllabic pitch variation is around 80Hz. The 

syllabic variations are linear. 

8. 8.wav: This signal file is for the sentence “ami bari jabo”. It is generated by ESNOLA 

technique, described in chapter 2. The declination line starts from 250Hz and ends at 

180Hz. The maximum syllabic pitch variation is around 70Hz. The syllabic variations 

are linear. 

9. 9.wav: This file contains the signal generated by analysis-resynthesis method 

described in chapter 3. The signal for the English sentence “We were away a year 
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ago” is analyzed and resynthesis. The first one in the file is the resynthesis signal and 

the second one is the original signal. 

10. 10.wav: This file contains the signal generated by analysis-resynthesis method 

described in chapter 3. The signal for the Bengali sentence “mobail phon seba 

grohoner sujog” is analyzed and resynthesis. The first one in the file is the original 

signal and the second one is the resynthesis signal. 

11. 11.wav: This file contains the signal generated by analysis-resynthesis method 

described in chapter 3. The signal for the English sentence “Would you like to buy a 

fish” is analyzed and resynthesis. The first one in the file is the original signal and the 

second one is the resynthesis signal. 
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Appendix B 
 
 

Some Bengali Sentences Used in 
Intonation Patterns Analysis 

 

 



We present below 50 sentences in IPA notations. These sentences are taken from the 

109 sentences used for the analysis of the intonation patterns [Chapter 5]. 

 
 
1.. dze tomake mukto korte aStSHe take biSSaS kro. 

2.. d zar d z khon mord zi khete Sute d zet . 

3.. dzemn nitS SartHopr temni hiNSuk prosrikator manuSta.  

4.. tSitHi dzei patHiye tHak tar uddeSSo SpHoloi hoyetSHe.  

5. ar nidze na dzao, garitake patHiye khub bHalo koretS Ho.  

6. t dzkhon Sonbar aggroho tkhon ami SonatS tS Hi na hy. 

7. dzak ækta kani dzkhon gætS He, tkhon dutoi dzak. 

8. dz  e p‡tS tini koretS Hilen ta puropuri S pHol hojetS He.

9. badHa debar tSeSta dze koretS He, Se ækta bede mattro.  

10. dze bHabe bSe atS He, tate mne hy nratSora krbar uddomtuku  
       po  rd zonto nei.

11. S b durbHaggo ghotSate tSao to eSpanio doibboggo d akao.  

12. noNra molin tS Hotto dze ghrokhanike Se tar Stud io hiSabe bæbhar  
       kre, ermoddHe Sei ghr tS Here take bro ækta ber hote dekha dzayni.  

13. h  tati tar mne hl dze nidzekei Se tikkrm kre eSetSHe. 

14. d akghr tHeke Se dzkhon beriye elo, tSokh tkhon tnton krtS He.   

15. SeS pordzonto mne hl SapH Sutor kadzta pre krleo tS lbe.  
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16. Qmn pellai gari ami Qk roS ryeS tS Hara ar kkhono dekhini.  

17. age dekhina kotHakar dzl kotHay gray.  

18. amar mne hlo khitkhite mud  dzonno kompitisn tHakle ini  
       oar  ld  tSQmpiyn hten. 

19. bu  tS Hte parlam pHeluda dztodur pare inpHrmesn S Nggrh kre 

       ni  tS tS He bHddrloker katS He.

20. amar mne Qkta aSar alo dzletS Hilo Seta abar dp kre ni bHe gelo.  

21. ktHa atS He toritbabu attaye eSe amader dzlpeS S rer mondir dekhaye  
       anben.   

22. tari rN Qkkale hyto S ada tS Hilo, Qkhon S mosto gae kalSite pre  
      g  QtSHe.

23. Qk dHroner lok atS He dzara tSuptS ap bSe tHakleo tader dekhle hˆSi 
       pa  y. 

24. t  rene dze kagodz kena hy, Stkra niranobboi dzn lok Se kagodz

       trenei pra SeS kre trenei pHele aSe. 

25. Qkbar tHikmto tak korte parlei timir gae b†dHbar tin sekend er  
       mddHe Se boma pHete timike kabu kre pHelbei. 

26. amra l  odzdzit bHabe Sikar kori dze Samanno damodrer paner 

       k  tHa amra alotS na kortS Hilam.

27. e Qmn Qkta dzayga dzekhane manuS tHakar kono manei hyna.  

28. Q  kbarei nirsto dze amra tS Hilamna ta bodHhy blbar drkar nei. 

29. e poka appHrikar kotHaydze dznmaye kono boiggQnik ta adzo 
       d z a  nenna. 
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30. patHorer drodzati Qmn kayday bS ano dze Qmnite tSokhe prena. 

31. ekhane manuSer pdotSinno kalebHddre dzodi ba kkhono pre tao  
       be  Sidur p„utSHayna. 

32. Qka Qkato ar ktHar keramti dekhano dzayna.  

33. tar ul  totao Sotti. 

34. t  Sirokal nroke potSe mrbe. 

35. boner ei   uphartuku tomay niye dzetei hbe. 

36. donam  ona hoe tSaler bHul koretS He Se.

37. ebar t  ritio khela. 

38. ebar ghnram mukh tule takiye dekhet S Hen.  

39. nabi  kera tSitkar kre utHetSHe anonde.

40. Sonabiya kono dzbab dQyni.  

41. o  S b bibroner amar proyodzon nei.

42. S amne dz ana mhadeS prS arit.  

43. æto taka tini pelen kotHay.  

44. ki   name era Sbai poritSit.

45. pidzaro Sekhane dzan.  

46. kintu lagam dz ate lagaben Se ghora kotHay.  

47. ta  d z d zober opor tad z d zob.
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48. ami to a  tS Hi tardz nne. 

49. rat    beS hoyet S He.

50. Se baSona tar pur˜o hyni.  
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