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Chapter 1

Introduction

Recognizing objects through vision is a common task performed by human beings in day

to day life. At the time of performing any kind of task we have to identify different types

of objects. For instance we have to identify keys while opening the door, identify faces

to talk with different people, identify shoes in the rake etc. While human beings do these

tasks accurately and effortlessly, there is no particular way in which a computer would

perform the same tasks. Lots of theoretical and practical problems arise while making

the recognition process automated. This has been one of the fundamental and challenging

problems in the field of computer vision. This thesis addresses the problem of object

recognition and the problems associated with it such as edge detection and enhancement

for color images.

The object recognition problem can be classified in many ways based on the kind of

images it classifies, kind of algorithms it uses and the kind of representations it uses to

represent an object and etc. In general, an object identification system seeks the answers

to the questions of following types :

1. Identify the objects in an image or a sequence of images.

Here the task is to differentiate the objects from the background irrespective of the

type of the objects. The input to the system is an image and output is either an image

containing only the segmented regions of interest or a description of the objects in
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the image. This is to some extent an image segmentation problem but generally

a first step towards the solution of the more challenging task of identifying and

recognizing objects of different shapes.

2. Identify the object X in the image where X is a given shape.

Here X can be an example image of the desired object. Here, the task is to find out

the regions of interest, i.e., the sets of pixels constituting different objects and, then

extract characteristic features from these regions and identify the object using the

knowledge supplied to the system in the form of X. Identification is the problem of

matching two sets of characteristic features based on a dissimilarity measure.

3. Identify the object X in the image where X is a concept.

Here X is a concept such as a chair, a bicycle, a car, a ball, a balloon, a computer

etc. When the query is in terms of a description instead of a direct example in terms

of image, we are calling it a concept. Point to be noted here is that in this class,

query objects do not have a unique shape. For instance, the term “chair” represents

a wide variety of shapes. A chair can have four legs with two arm rests or without

two arm rests; instead of four legs it can have wheels; the seat and the back rest

may have different shapes and sizes.

In a broader sense the above mentioned problems are called Object Recognition prob-

lems. Object recognition is all about modeling the object structure from a set of example

data (object images) so as to obtain a stable representation of the objects and then to ob-

tain a method for correspondence of the object structure of an unknown object with the

models of the known objects. The object structure should be a good representative of the

objects. The features should be distinctive enough to preserve the uniqueness property of

the object.

Finding the answer when the query is a concept is more difficult than the case when

the query is an example image. In the present work we are not considering the problem

of object recognition when the query is a concept. The problem of identifying an object
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based on an example query is considered for the study. We pose the object recognition

problem as follows :

Let Ω = {M1, M2, · · · , Mn} be a collection ofn different classes of objects known

to the system andQ is a query image containing the picture of the object of interest. Each

of the entitiesM1, M2, · · · , Mn of the setΩ represents a particular type of object. The

problem of object recognition under study is to determine the class of the query image

corresponding to the known classes.

Many times, certain preprocessing of the images may be necessary before performing

the object recognition task. The processing may include enhancement, noise removal etc.

Doing these tasks automatically on a variety of images may not necessarily produce the

desired result without damaging some important information in the images. This thesis

deals with these processing operations also. It deals with the problem of hue preserving

image enhancement without gamut problem inChapter 2. The problem of automatic

tuning of threshold values for edge detection in color images is tackled inChapter 3.

Two methods for object recognition are provided inChapter 4andChapter 5. One of

them utilizes the edge detection method ofChapter 3and the other utilizes clustering.

Finally, in Chapter 5, contrast enhancement principle, developed inChapter 2, is utilized

for object recognition. The problem of noise removal is not considered in this thesis. The

thesis aims at providing solutions to problems encountered during various stages of an

object recognition scheme.

The challenges involved in the object recognition problem are mainly the represen-

tation of the objects and matching between two objects through their representations.

Various strategies can be adopted for the representation of objects. The two main strate-

gies are selection of features globally and the other one is the selection of features locally.

Both the approaches have advantages as well as disadvantages. The models using global

object representation are based on the assumption that the appearance of the object as a

whole does not change significantly in different views. But, methods using local object

representation rely on the fact that appearance of an object may be only locally similar.
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Features for representing the objects are either geometric or non-geometric. Geometric

features are the features like area, centroid, eccentricity of associate region. Generally,

these features represent the geometrical shape of the objects. In the second kind, we

consider those features, which use the grey values or the color values of the pixels more

directly or in the form of coefficients of certain kinds of transformations. Here, we call

these methods as color based methods. In the following section we will review some of

the works on Object Recognition appeared in the last decade.

1.1 A Survey of the Related Works

An object recognition task is performed mainly in three steps :

1. Feature extraction : In this step interest points of the objects are located. These

can be a collection of regions, a collection of pixels or geometric elements of the

objects such as edge, boundary or corner.

2. Object representation : A meaningful representation of the extracted features of the

objects. The objective of this step is to represent the object in such a way that the

signature of the object contains most of the discriminating features.

3. Object Matching : A dissimilarity measure is employed to check the dissimilarity

between two objects through the adopted representation and based on the dissimi-

larity measure, the object most likely to be the query object is determined.

The existing object recognition methods can be classified into two different categories

based on the object representation approach used. Many earlier methods proposed for

object recognition mainly use global based object representation. Among the popular

color-based global image representation methods, color histograms [36, 49, 105, 132],

eigenimages [10,12,51,65,66,68,90,97–99,112], color moments [46,85] are prominent.

These methods are popular because of the simplicity in representation and flexibility dur-

ing matching. However, these methods are not well suited for images containing multiple
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objects due to partial and self occlusions. Also, many of these methods can’t take care of

the changes in backgrounds.

1.1.1 Representation using Global Features

Histogram based Methods

Histogram based approach for image representation is an attractive method for object

recognition as well as image retrieval because of its simplicity, speed and robustness

[123]. The uses of color histograms for image retrieval are given in several articles

[52, 130, 132]. One of the first histogram based representations was proposed by Swain

and Ballard [132]. They proposed to represent an object by its color histogram. The ad-

vantage of this approach was its robustness to changes due to object orientation, scale, and

view points. Stricker [130] introduced indexing technique based on boundary histogram

of multi-colored objects.

Although histogram based methods are simple, robust and fast, the drawbacks are

their sensitivity to lighting conditions, and the usage of only color information for dis-

tinguishing the objects. Sensitivity to lighting condition is a problem in any color based

representation. But, the use of only color information limits the discrimination ability

of the histogram based methods. There are many objects in the real world, which can’t

be described in terms of color only. Histogram based representations do not incorporate

spatial adjacency of pixels in the image and may lead to inaccuracies in the retrieval [52].

In order to overcome its sensitivity to illumination changes, researchers started de-

veloping techniques which are invariant to illumination and color. Healey and Slater

proposed representation of an object through color moments of the entire color histogram

assuming a constant intensity change over the entire image [46]. They have shown that

some moments of the color distribution are invariant to changes in illumination. Deriva-

tives of the logarithms of the color channel are used by Funt and Finlayson [33]. Gevers

et al.[37] proposed a variable kernel density estimation to construct robust color invariant
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histograms for object recognition. The variable kernel density estimation is derived from

a theoretical framework for noise propagation through color invariants.

Nature of most of the histogram based methods is global. It is known that global color

distribution may change with change in view angle, illuminations, occlusion etc [41].

Ennesseret al.[30] proposed a local color histogram method in this regard. Daset al.[25]

also used histogram based feature representation. Peaks of the histogram in HSV color

space are used for object representation here. A more efficient representation of color

histogram was developed by Hafneret al. [43]. Geverset al. [35] proposed a method for

content-based image retrieval where, features are selected by combining both color and

shape features. Various similarity functions including cross correlation were compared

for color-based histogram matching. They concluded that retrieval accuracy of similarity

functions depends on the presence of object clutter in the scene. The histogram cross

correlation provides a good retrieval accuracy without any object clutter. Huanget al.[49]

defined an image feature called the color correlogram and used it for image indexing and

comparison. A color correlogram expresses how the spatial correlation of color changes

with distance. It describes the global distribution of local spatial correlations of colors. It

is a table indexed by color pairs, where the kth entry for (i,j) specifies the probability of

finding a pixel of colorj at a distance ofk from a pixel of colori. This method improves

the quality of representation of color histogram by incorporating spatial color information

and carrying forward the advantages of color histogram based representation.

Eigenspace based Methods

Eigen spaces are also used for object representation. The standard procedure in an eigen-

space based method is to represent the object by considering whole image as a vector and

projecting it over a set of eigenvectors to achieve data compression as well as reduction

of redundant information. In Principal Component Analysis (PCA), the eigen vectors

corresponding to dominant eigen values are found for the dispersion matrix.

Some of the earliest works on object recognition using eigenspace based represen-
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tation are by Muraseet al. [90], Nayar et al. [97–99], and Turk and Pentland [141].

Leonardiset al. [65] developed a technique for eigenspace based representation of ob-

jects, which is capable of tackling the problem of occlusion. This is achieved by employ-

ing sub sampling, instead of computing the coefficients of eigenimages, by projecting the

data onto the eigen images. Leonardiset al.[66] proposed a self-organizing framework to

construct multiple low-dimensional eigenspaces from a set of training images. Bischofet

al. [10] proposed an eigenspace based method for recognition. They incorporated a gra-

dient based filter bank into the eigenspace recognition framework. They showed that the

eigenimage coefficients are invariant to linear filtering. A robust procedure for coefficient

recovery based on voting is proposed to achieve further illumination insensitivity.

Borotschinget al. [12] proposed an appearance-based object representation, namely

the parametric eigenspace, and augments it by probability distributions. This helps the

method to cope with possible variations in the input images due to changing imaging

conditions. Linet al. [68] presented a color image normalization method, called eigen

color normalization for object recognition. It is completed in two steps, first, a compact

representation of the image is obtained using the affine transform matrix computed from

the image data and then the compact color image is further normalized by rotating the

histogram to align with the computed reference axis. Other eigenspace representations

used in object recognitions are the works of Retieret al.in [112], Huttenlocheret al. [51].

The methods using eigenspace representation are generally effective when the eigen-

space captures the characteristics of the whole database. For example, when all the object

images have uniform known background. If there is a large variation in the images, per-

formance of the methods may deteriorate. Some success has been achieved by Leonardis

et al. [65] and Bischofet al. [10] in this regard.

Graph Based Representation

In graph based representation, generally, regions with their corresponding feature vectors

and the geometric relationship between these regions are encoded in the form of a graph.
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Tu et al. [140] proposed a method which segments the image into regions of approxi-

mately constant color and the geometrical relationship of the segmented colored regions

is represented by an attributed graph. Object matching, then, is formulated as an approx-

imate graph-matching problem.

Mataset al.[83] proposed a representation for objects with multiple colors - the Color

Adjacency Graph (CAG). Each node of the CAG represents a single chromatic compo-

nent of the image defined as a set of pixels forming a unimodal cluster in the chromatic

histogram. Edges in a CAG contain adjacency information of the color components and

their reflectance ratios. The CAG is related to both the histogram and region adjacency

graph representations. Nodes of CAG correspond to modes of the histogram. Attributed

Relational Graph (ARG) based representation is used by Ahmadyfardet al. [3] to repre-

sent each model and the scene. In this method, each image region is first transformed to

an affine invariant space. Then a multiple region representation is provided at each node

of the ARG of the scene to increase the representation reliability. The matching between

a scene ARG and a model graph is accomplished using probabilistic relaxation.

A shock graph representation of objects is proposed by Siddiqiet al. [128]. Macrini

et al. [74] proposed a method of recognizing objects using shock graph representation

of the object, which is invariant to within class shape deformations. Other shock object

recognition techniques using shock graph representation are developed by Peliloet al.in

[106] and Sebastianet al.in [125].

Hybrid graph representations are proposed by Parket al. [104]. Ladeset al. [63]

presented an object recognition system based on Dynamic Link Architecture. Objects are

represented by sparse graphs whose vertices are labeled by a multi-resolution description

in terms of a local power spectrum and edges are labeled by geometrical distance vectors.

Object recognition is performed by formulating it as an elastic graph matching problem.

Kostinet al. [60] proposed an object recognition scheme using graph matching.

One advantage in graph based representation is that the geometric relationship can

be used to encode certain shape information of the object and any sub-graph matching
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algorithm can be used to identify single as well as multiple objects in query images.

However, matching two such representations becomes a complicated process. Some of

the issues in this regard are discussed in [60].

Other Object Representation Methods using Global Features

The initial methods for 3D object recognition from 2D object images used geometric fea-

tures such as area, centroid and eccentricity of the associate regions, lines, edges, corners

etc. These features are obtained as a result of the processes such as edge detection, cor-

ner detection and image segmentation. Many times features are obtained combining the

results of multiple such processes. One of the main reasons behind using these processes

for obtaining features is the availability of a number of effective and useful methods in the

literature for finding them. However, the inherent problem in this approach is finding a

meaningful relation between the obtained features to have a global object model. Another

problem in using geometric features is the accurate/exact extraction of such features of

the same object but in different images. Most of the methods can find such features effec-

tively for a particular image by tuning the values of parameter set used for the methods.

However, obtaining such features over a number of images consistently by the same set

of parameter values has been a difficult task.

Li et al. [67] proposed an image retrieval system namely C-BIRD (content-based im-

age retrieval in digital-libraries). Each image is represented using a feature descriptor and

a layout descriptor. The feature vector consisting of (1) A color vector in the form of

a 512-bin histogram, (2) centroids of the regions associated with the 5 most frequently

occurring colors, (3) centroids of regions of the 5 most frequent edge orientations and

(4) a 36-dimensional chromaticity vector. Along with this information, certain geometric

information such as the area, centroid and eccentricity of the associate regions are also

used. The layout descriptor is built using a color layout vector and an edge layout vector.

Mindru et al. [85] introduced a set of “Generalized Color Moments” to exploit the

multi-spectral nature of the color images. These features are based on the moments of
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powers of the intensities of the different color channels and their combinations. These

features implicitly characterize the shape, intensity and the color distribution of the pattern

in the images. Melet al. [84] proposed a view-based high-dimensional feature-space

recognition method namely SEEMORE. Objects are represented using color, texture and

shape features. Kankanhaliet al. [57] proposed a method of image representation using

clustering in the RGB color space. Images are represented using the cluster centers and

the fraction of the pixels in the cluster compared with the total number of pixels.

Learning free algorithms such as nearest neighbor classifier provide good recogni-

tion, but this kind of algorithms often suffer from generalization abilities in real-world

conditions (Chapelleet al. [21] and Pontilet al. [108], Wallraven [143]). To overcome

these problems Support Vector Machine classifiers have been proposed in the literature

(Wallravenet al. [143], Pontil et al. [108], Roobaertet al. [115]). The class of SVM

algorithms are based on a thorough mathematical foundation and have shown impressive

learning and recognition performance over learning free algorithms such as nearest neigh-

bor algorithm but, on the other hand, these are more computationally expensive than other

matching algorithms. Another disadvantage of this class of algorithms is a proper selec-

tion of the kernel. There are a number of methods using Support Vector Machine(SVM)

classifiers for three dimensional object recognition in the literature. These methods are

used to classify both globally and locally obtained feature vectors of the objects. Pontil

et al. [108] used SVM to recognize objects in a subset of COIL-100 dataset. Roobaert

et al. [115] performed a number of experiments using SVM with three different repre-

sentations namely, “Color only”, “Shape only” and “Shape&Color”, of the objects from

COIL-100. Color cue is the average color value of the reduced image. For shape cue,

it uses the reduced grey image of the original image. Rothet al. [116] proposed a view

based algorithm for 3D object recognition using a network of linear units. Sparse Network

of Winnows(SNoW) learning architecture is used to learn the representations of objects.

Two experiments are carried out by them using pixel-based representation and edge-based

representation of the objects separately.
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Above discussed methods used global features for representation. Many of these

methods achieved good recognition. However, although, global featurs yield good char-

acterizations of isolated, segmented objects, they could be inappropriate for the wider

spectrum of heterogeneous natural scenes [48]. Hence, image representation using local

features became popular. In the following section, several object recognition methods

which use local features for object recognition are discussed.

1.1.2 Representation using Local Features

To overcome the problems involved in global representation such as change in view angle,

occlusion and problems due to storage requirement of storing high dimensional feature

vectors, vision scientists started developing representation schemes which detect salient

features of an object from the different regions of its image. Here, generally, salient

features are extracted to represent the region or neighborhood surrounding a point. There

are two steps in this approach. First, locate every such point and determine a region

around each point of interest. A set of features based on the intensity values of the pixels

are generally selected to represent the region. Over the years different schemes have been

developed using local feature representation.

Lowe et al. [70] proposed an object representation namely “Scale Invariant Feature

Transform (SIFT)”, which is seen to be invariant to different types of image transforma-

tions. Keypoints are extracted in four stages in this scheme. The first stage of computation

searches over all scales and all image locations. In the second stage, a detailed model is

fit to determine key locations and scales. Keypoints are selected based on a measure of

similarity. In stage three, dominant orientations for each keypoints are identified based

on local image gradient direction. In stage four, local image gradients are measured at the

selected scale in the neighborhood of the keypoints. Based on these, a 128 dimensional

local image descriptor is constructed for each keypoint. Keyet al. [58] proposed a mod-

ification, PCA-SIFT, of the Lowe’s SIFT descriptor. The idea behind the modification is

to reduce dimension of the feature vector to reduce redundant information and make it
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more representative of the neighborhood. Principal Component Analysis is used in the

stage four of the Lowe’s algorithm to achieve dimensionality reduction. A family of new

features is proposed by Brownet al. [14], which uses groups of interest points to form

geometrically invariant descriptors of image regions. Interest points are located at the

extrema of the Laplacian of the image in scale space. Feature descriptors are formed by

resampling the image relative to canonical frames defined by the interest points.

Baumberg [7] used a Harris like feature detector [45] to find a fixed number of interest

points for each image. He found the corner strength for each point in the image using the

determinant and trace of the second moment matrix. The top ’n’ points having maximum

corner strength are selected as interest points. These image patches are normalized using

the square root of the covariance matrix to achieve affine invariance. Finally, an image

descriptor is obtained using a variant of the Fourier-Melin transformation on each of the

image patches.

Mataset al. [80] [81] have proposed a method to find Distinguished Regions called

“Maximally Stable Extremal Regions (MSERs)”. Features are extracted from these MSERs

to describe the objects. An object recognition method using Local Affine Frames(LAF)

has been proposed by Obdrzaleket al. [103], which detects the distinguished regions of

data-dependent shapes and establishes local affine frames using affine invariant construc-

tions on these regions. Features obtained from these regions are used for comparison.

Tuytelaarset al. [142] proposed two ways to find invariant regions to changing view

points of object images. The first one starts from corners and uses the nearby edges and

the second one is based on the intensity of the pixels around the point of interest. Schmid

et al. [124] proposed a method of feature representation using color moments. The points

of interest are detected using a Harris like interest point detector and local differential in-

variants are computed in a multi-scale fashion. Leibeet al. [64] carried out an experiment

of object categorization to analyze the performance of different methods on a dataset.

They have found that no single method is superior for all categories of objects.

Mataset al. [82] proposed Multi-modal Neighborhood Signature(MNS) for object
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recognition and image retrieval. Color features are extracted from the different regions

of the image having multi-modal color distribution. All the distinct pairs of modes are

taken to form the MNS of the object. Performance of MNS is evaluated [61] using SOIL-

47A dataset. Kadiret al. [56] proposed a method to detect salient regions based on the

unpredictability in their local attributes and over all spatial scale. Shannon entropy is

used to check the unpredictability of the local attributes. This method is invariant to the

similarity group of geometric transformations and to photometric shifts but not affine in-

variant to geometric transformation. A generalization of this method to incorporate affine

invariance to geometric transformations is proposed by Kadiret al.in [55]. Lindeberget

al. [69] developed a scale invariant interest point detector. It searches for 3D maxima of

scale normalized differential operators.

Basri et al. [6] presented a method for recognition that uses region information. In

their approach the model and the image are divided into regions. Given a match between

subsets of regions (without any explicit correspondence between different pieces of the

regions) the alignment transformation is computed. The method applies to planar objects

under similarity, affine, and projective transformations and to projections of 3-D objects

undergoing affine and projective transformations.

High-dimensional global invariants are employed by Califanoet al.[17] to implement

a 2D shape recognition system. It is based on a two step table look-up mechanism. In the

first stage, local curve descriptors are obtained by correlating image contour information

at short range and then, seven-dimensional global invariants are computed by correlating

triplets of local curve descriptors at longer range. Rothgangeret al. [117] proposed a

representation for 3D objects in terms of local affine-invariant descriptors of their images

and the spatial representation of the corresponding affine regions. The method by Hallet

al. [44] is based on a sampling of a local appearance function at discrete viewpoints by

projecting it onto a vector of receptive fields which have been normalized to local scale

and orientation.

Agarwal et al. [2] developed a sparse, part-based representation of the objects. A
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vocabulary of distinctive object parts is constructed from a set of sample images of the

object class of interest automatically. Images are then represented using the parts from

this vocabulary together with the spatial relations observed among the parts. A feature-

efficient machine learning algorithm is employed to automatically learn to detect instances

of the object class in new images. A method for selecting discriminative scale-invariant

object parts is proposed by Dorkoet al. [28]. At first, the scale invariant interest points

and then the rotation-invariant descriptors for each region are detected. Clustering is

performed to obtain a set of parts.

Recently, Mareeet al. [76] have proposed a generic approach to image classification

based on decision tree ensembles and local sub-windows. Their methods directly operate

on pixel values and do not require any task specific feature extraction. Mareeet al. later

extended this method [77] by introducing randomness in the process of selection of the

sub-windows and the features are represented using HSV color space instead of RGB

color space.

1.1.3 Methods integrating Color and Shape Features

Nature of most of the algorithms discussed above is that they either use shape features

or color features. There are some algorithms which use both color and shape featues

[5,29,52,54,91,115,129,148], which are described below.

Slateret al. [129] proposed a method to combine geometric and color features ex-

tracted from local regions of the images. Nagao [91] used the centroid of the 2D image

geometric features of the object and a vector formed from the ratios B/R and G/R of the

image channels. Finally, the object was represented by the concatenation of these two

vectors. A kernel based method which combines color and shape information for appear-

ance based object recognition is proposed by Caputoet al. [19]. Individual color and

shape cues of objects are combined using kernels in a spin glass and Markov random field

framework for object representation.

Dubuissonet al. [29] proposed a method for object matching using distribution of
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color and the edge map of the image. Matching score was obtained by a linear combi-

nation of the scores obtained by comparing color and edge features individually. Image

retrieval method by Jainet al. [52] used the normalized histogram of edge directions to

represent shape attribute. Three individual one dimensional histograms from three color

bands are considered as the color features. An integrated simlarity measure that is a nor-

malized weighted average of the scores obtained by individual comparison of shape only

and color only feature vectors is employed for matching.

The work by Zhonget al. [148] used color, shape and texture information for object

localization. Color and texture features are extracted from the coefficients of the Descrete

Cosine Transform(DCT) of the image blocks. Their method operates in two stages, In

the first stage, color and texture features are used to find out the candidate images from

the database, and identify regions in the candidate images whose color and texture feature

match with the query. In the second stage, a deformable template matching method pro-

posed in [53] is used to match the query shape to the edges at the locations detected in the

first stage. Shape and color features have also been used for automatic fruit detection [54].

Although, these methods use both color and geometric features, the matching scores

are found individually and they are combined. In most of the above algorithms color and

shape features are extracted separately and later they are combined together at the time

of matching. Thus, here, a method of image representation is proposed, which inher-

ently keeps the geometrical shape of the regions of interest in an object image as well as

the color information of that region simultaneously. It has been called as Multi-Colored

Region Descriptor (M-CORD).

1.2 Proposed Approach of Object Recognition

The proposed Multi-Colored Region Descriptor (M-CORD) is a model-based object recog-

nition method. Object modeling is done using the local color structure appearing on the

object sureface. Two different methods have been proposed to determine the region of
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interest As mentioned in the above section, M-CORD descriptor inherently keeps shape

and color information of regions of interst of the objects.

In order to determine the regions of interest two different methods have been adopted.

These two methods are : (1) clustering in RGB color space of the 3-dimentional color vec-

tors of pixels within the region of interst (method iscalled M-CORD-Cluster) (2) finding

the colors from the different smaller regions partitioned by the edge map of the region of

interest (method is called M-CORD-Edge). To obtain the multi-colored regions, a simple

and fast clustering algorithm has been proposed. It can eliminate the regions possessing

uniform color quickly and determines the regions of interest i.e., the regions possessing

multiple colors. In the second method, edge maps of the regions are employed to deter-

mine the nature of the regions. For this purpose a new edge detection method has been

proposed, which is capable of finding uniformly acceptable edge maps from all the images

without tuning the parameters used in the algorithm individually for each of the image.

In many databases, quality of the image contrast may not be adequate. Contrast of the

images of such databases is needed to be enhanced before starting the recognition process,

to obtain good representative features of the objects. Thus a hue preserving color image

enhancement technique is proposed, which is used to enhance the images before find-

ing the regions of interest. However, the enhancement process is not mandatory. Image

enhancement is to be performed when the images are of poor contast.

This thesis consists of six chapters. A chapter-wise abstract of the thesis is provided

in the following section.

1.3 Outline of the Thesis

This thesis consists of four contributed works and distributed in four different chapters

apart from the Introduction (Chapter 1) and the Conclusions, Discussion and Scope for

Further Works (Chapter 6) chapters.Chapter 2addresses the problem of image enhance-

ment which is later used inChapter 4andChapter 5for object representation.Chapter
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3 proposes an edge detection method which standardizes the edge magnitudes to obtain

uniformly acceptable edge maps from all the images. This methodology has been used to

obtain salient regions from color images, when the selected features are used for object

representation.Chapter 4describes a method of object representation using local color

structure of the image and inChapter 5the performance of the proposed representation

technique has been tested on different object image databases. This thesis is concluded in

Chapter 6. An appendix is provided afterChapter 6containing additional results of the

methods ofChapter 3. All the images of appendix are given only as a soft copy in the

attached CD to the thesis. The attached CD also contains (i) the whole thesis and (ii) the

synopsis of the thesis. A brief descriprion of the thesis fromChapter 2to Chapter 6is

given below for a quick appraisal.

1.3.1 Chapter 2 : Hue-Preserving Color Image Enhancement With-

out Gamut Problem [92]

Color plays a critical and crucial role in color image enhancement which is a combina-

tion of both chrominance and luminance information. Chrominance information is the

information regarding the hue and saturation of the color, and luminance is the perceived

intensity. From the image enhancement perspective chrominance information in the color

needs careful attention. Mainly, undesirable shift in hue value may deteriorate the quality

of the image drastically. Most of the image data available are in RGB color space. Thus

a color image is available in three different channels (R, G and B) of information which

can be viewed and seen as three gray scale images individually. This suggests that the di-

rect application of usual gray level image enhancement techniques to individual channels

independent of others and reunion of the enhanced channels would give enhancement.

Unfortunately, reunion would not give a satisfactory result and sometimes it may become

worse, because, it is seen that the R, G and B channels are highly correlated with respect

to the chrominance and luminance information in the color. Thus individual processing of
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the channels may shift the hue and saturation of a pixel considerably for some pixels. This

generates visual artifacts. To avoid this problem, most of the methods first transfer the im-

age data to a color space which de-correlates the chrominance and luminance information

of the color. Then leaving one or both the chrominance components intact, luminance is

modified to achieve good contrast. There are two notable problems in this approach. (1)

Transforming from RGB space to other spaces may need large number of computations.

These transformations are many times prone to noise. (2) After the enhancement, when

the data is again transformed back to RGB space, many values go beyond the range of the

RGB space. The second problem is commonly known as gamut problem. Thus either it is

rescaled or truncated to the bounds of the RGB space. Rescaling decreases the achieved

contrast and truncation changes the hue component of the affected pixels.

This chapter addresses these problems and suggests a principle to overcome these

problems so that the existing knowledge of contrast enhancement in gray scale images can

be used to color images. Using the suggested principle, the well known image enhance-

ment techniques such as S-type enhancement and histogram equalization, are generalized

to achieve hue-preserving color image enhancement. The proposed method is also seen

to be gamut problem free. The proposed method is compared with two different hue-

preserving color image contrast enhancement techniques and superiority of the proposed

method over these methods is shown.

1.3.2 Chapter 3 : Standardization of Edge Magnitudes in Color Im-

ages [95]

Edge detection is a useful task in low-level image processing. The efficiency of many im-

age processing and computer vision tasks depends on the perfection of detecting mean-

ingful edges. To get a meaningful edge, thresholding is almost inevitable in any edge

detection algorithm. Many algorithms reported in the literature adopt ad hoc schemes

for this purpose. These algorithms require the threshold values to be supplied and tuned
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by the user. There are many high-level tasks in computer vision which are to be per-

formed without human intervention. Thus there is a need to develop a scheme where a

single set of threshold values would give acceptable results for many color images. In the

present work, an attempt has been made to device such an algorithm. Statistical variabil-

ity of partial derivatives at each pixel is used to obtain standardized edge magnitude and is

thresholded using two threshold values. The advantage of standardization is evident from

the results obtained. The principle of edge detection proposed in this chapter is used in

the subsequent chapters.

1.3.3 Chapter 4 : Multi-Colored Region Descriptor [94,96]

There are two approaches to object recognition. One uses only shape features and the

other uses only color features. Some methods are also available which combines these

two types of features. There are limitations to any algorithm which uses only one type

of features. There are many objects which are indistinguishable in terms of their shape

and there are many which can’t be distinguished just from the colors. Still, to some

extent, these types of objects can be distinguished from the patterns on them. Thus,

there is a need of a scheme to describe an object which contains both shape and color

information. In other words, the representation scheme should carry the color information

and its pattern of appearance on the object surface. This study proposes a scheme to

describe an object in such a way that the description contains the color information as well

as the patterns of colors on the object surface. Note that, in most of the cases, wherever

there is a shape or structural information in the object, the corresponding patterns in the

image possess discontinuities in colors. Thus extraction of information regarding patterns

of colors automatically lead to extracting shape and structural information of the object.

These obtained features with the proposed representation carry the pattern information

that indirectly keeps the shape information regarding the object.

Here, the shape and structural information of an object is extracted from the appear-

ance of colors in different local regions of the image which we call “Multi-Colored Neigh-

borhood (MCN)”. The relevant cues from these MCNs are clubbed together to form the
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descriptor of the object. We call this descriptor as “Multi-Colored Region Descriptors

(M-CORD)”. Two different methods have been proposed here to identify the MCNs in

an object image. In the first method, regions with multiple colors are detected using a

simple and fast clustering technique and each region is represented using the mean value

of the different clusters. This descriptor using clustering is called M-CORD-Cluster. In

the second method, edge map of the color images is used to locate the regions with multi-

ple colors. Those regions which are divided into multiple segments by the edge maps are

selected. The edge detection scheme described inChapter 3is used to find the edge maps

of the object images to find the MCNs and hence the M-CORD. This descriptor using

edge map of the object image is called M-CORD-Edge. Either using M-CORD-Cluster

or M-CORD-Edge, several MCNs are detected on the object surface. However, the infor-

mation from all these MCNs is not required. Thus, only those MCNs which are distinctly

different from others are selected using a simple elimination technique. Two MCNs are

said to be distinct if the Hausdorff distance between them is greater than a threshold value.

Performance of the M-CORD in the context of object recognition is evaluated in the next

chapter.

1.3.4 Chapter 5 : Object Recognition using Multi-Colored Region

Descriptors [94,96]

In this chapter, the performance of the object representation scheme (M-CORD) is eval-

uated in the context of object recognition. M-CORD of each of the object images in

the dataset is found as described in the previous chapter. It is then divided into two sets

namely model set and test set. Each M-CORD in the test set is compared to each of the

M-CORD in the model set and the rank of the correct matches are noted down. Percent-

age of recognition rates for ranks one, less than or equal to two, and less than or equal to

three are used to evaluate the performance of the M-CORD.

Comparison between two object images through their M-CORDs are performed using
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two proposed dissimilarity measures

(1) The first dissimilarity measure compares two MCNs, one each from two different

M-CORDs.

(2) The second dissimilarity measure compares two M-CORDs of two different object

images.

The methods have been implemented on COIL-100, SOIL-47 and ALOI-VIEW ob-

ject datasets. The performance of the methods is evaluated using different number of

training views per object. Performance of the proposed methodology is significantly bet-

ter compared to other existing methods when one, two and four training views per objects

are considered and better results are obtained when more than four views per objects are

considered.

In many datasets, due to poor contrast, the difference between object pixels and

background pixels may not be prominent. This leads to poor output of object recogni-

tion methodology. The hue-preserving color image enhancement procedure described in

Chapter 2is used to enhance the images in the database using a contrast enhancement

function. Application of the proposed enhancement principle along with the M-CORD-

Edge descriptor and the object recognition scheme provides better results. This has been

tested on 100 objects of ALOI-VIEW database. However, it is not always necessary to

use image enhancement before the construction of object descriptor. This should be used

when the images in the dataset possess poor contrast.

1.4 Conclusions, Discussion and Scope for Further Works

The last chapter (Chapter 6) of the thesis deals with the conclusions and discussion.
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1.5 Appendix

This contains results of the methods stated inChapter 3, when applied to several images.



Chapter 2

Hue-Preserving Color Image

Enhancement Without Gamut Problem

Image enhancement is a first step in many image processing tasks such as edge detection,

image segmentation and other high level tasks in computer vision such as object recogni-

tion, object extraction etc. The objective of image enhancement is to improve the quality

of an image for further processing. In many cases, image enhancement is used to improve

the quality of an image for visual perception of human beings. However, enhancement

of visual quality of the image is not the sole purpose of image enhancement. Feature

extraction from images is a common task in computer vision and image processing. In

many cases, due to poor quality of the images, feature detectors fail to perform upto their

potential and hence, compromising the quality of the final result. Image enhancement

is essentially required for such images before performing feature detection. In general,

image enhancement is a task in which the set of pixel values of one image is transformed

to a new set of pixel values so that the new image formed is either visually pleasing or is

more suitable for analysis. It is a widely studied topic of image processing for grayscale

images. The main techniques for image enhancement such as contrast stretching, slicing,

histogram equalization for grayscale images are discussed in many books. The problem

of image enhancement in color images is a difficult task compared to grayscale images be-
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cause of several factors. The generalization of grayscale image enhancement techniques

to color images is not a trivial work [127]. Unlike grayscale images, there are some fac-

tors in color images like hue, which need to be properly taken care of for enhancement.

These are going to be discussed below.

Hue, saturation and intensity are the attributes of a color [9]. Hue is that attribute of

a color which decides what kind of color it is,i.e., a red or an orange. It is the quality of

color, which may be characterized by its position in the whole visible spectrum through

red, yellow, green, cyan, blue and magenta. In the spectrum each color is at the maximum

purity (or strength or richness) that the eye can appreciate, and the spectrum of colors

is described as fully saturated. If a saturated color is diluted by being mixed with other

colors or with white light, its richness or saturation is decreased [20]. It is that attribute

of a color, which describes the degree to which a pure color is diluted with white or grey.

For the purpose of enhancing a color image, it is to be seen that hue should not change

for any pixel. If hue is changed then the color gets changed, thereby distorting the image.

Modification of hue may lead to results that are unpleasant to human observer, since it is

known that human visual system is extremely sensitive to shifts in hue [16]. One needs to

improve the visual quality of an image without distorting it for image enhancement. As it

is already said, visual enhancement is not the only purpose of enhancement and it may be

used for other purposes. The method of image enhancement described in this chapter will

be used for feature extraction for object recognition inChapter 4. A hue preserving color

image enhancement scheme is proposed in this chapter which can be used to generalize

many existing grayscale image enhancement techniques.

For many images, increasing the contrast would result in an improvement in the vi-

sual quality of the image. Several algorithms are available for contrast enhancement in

grayscale images, which change the gray values of pixels depending on the criteria for

enhancement. On the other hand, literature on the enhancement of color images is not as

rich as grayscale image enhancement. Many authors transformed the original RGB im-

ages to other color spaces for the purpose of enhancement. Usually such transformations
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are computationally expensive since additional calculations are needed to get the hue,

saturation and intensity values of pixels. Some of the existing algorithms are described

below in this regard for color image enhancement.

2.1 A Survey of Color Image Enhancement

Image enhancement is one of the fundamental image analysis tasks. Hence, it has drawn

the attention of several researchers in the field of image processing. Over the years several

methods have been proposed for image enhancement for grayscale images such as S-type

enhancement and Histogram Equalization. However, a limited number of color image

enhancement techniques are available in the literature. The task of image enhancement

can be any such process by which an image is made to be suitable for further analysis for

certain pre-determined purpose. We shall not discuss tasks like noise removal here. We

shall be discussing contrast enhancement here. A brief literature survey on color image

contrast enhancement techniques is presented here.

The color equalization method proposed by Bockstein [11] is a method based on both

saturation and brightness of the image. The color triangle (which cuts equal segments

at axes R, G and B) is divided into 96 disjoint hue regions. A computationally efficient

method is given to divide the color triangle into different hue regions and to compute

the maximum realizable saturation for each of these regions. Saturation is separately

equalized once for each region within the bounds 0 and the maximum realizable saturation

of that region, but brightness is equalized once for the whole space. After the equalization

some of the R, G and B values exceed allowable bounds. The author suggested the use

of normalization coefficients to reduce R, G and B equally should any of them go out of

bounds.

Stricklandet al. [131] proposed an enhancement scheme based on the fact that ob-

jects can exhibit variation in color and saturation with little or no corresponding lumi-

nance variation. In their scheme edge information from the saturation data is combined



2.1 A Survey of Color Image Enhancement 26

with edge information from luminance data to construct a new luminance component.

Then the ratio of new luminance dataL′ with the original luminance dataL is multiplied

with the R, G and B individually to get the enhancedR′, G′ andB′ values respectively.

Thomaset al. [134] proposed an improvement over this method by considering the corre-

lation between the luminance and saturation components of the image locally. Toet [135]

extended Strickland’s method [131] to incorporate all spherical frequency components

by representing the original luminance and saturation components of a color image at

multiple spatial scales.

Four different methods of enhancement for highly correlated images have been pro-

posed by Gillespieet al.in two parts. In Part I [38], a method named “decorrelation

stretching” is suggested in which the image data is stretched along its principal axes.

Method two in the same article suggests the individual stretching of the components in

HSI color space. In Part II [39] : two methods are discussed based on ratioing of data

from different image channels. These methods are mainly applicable to satellite images.

These transformations are not hue preserving since the stretching is not same in each

component.

A 3-D histogram specification algorithm in RGB cube with the output histogram being

uniform is proposed by Trahaniaset al. [137]. This method computes the 3-D cumula-

tive distribution function (cdf)C(Rx, Gx, Bx) of the original image and a 3-D uniform

cdf C(Ry, Gy, By). For a triple(Rx, Gx, Bx) the smallest(Ry, Gy, By) is determined

for which C(Ry, Gy, By) − C(Rx, Gx, Bx) > 0. Since this condition does not provide

unique solution, a sequentially incrementing algorithm to determine the smallest possible

(Ry, Gy, By) is proposed. This transformation is not hue preserving.

Yanget al. [145] proposed two hue preserving techniques, namely, scaling and shift-

ing, for the processing of luminance and saturation components. To implement these

techniques one does not need to do the color coordinate transformation. Later, the same

authors have developed clipping techniques [146] in LHS and YIQ spaces for enhance-

ment to take care of the values falling outside the range of RGB space. Clipping is per-
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formed after the enhancement procedure is over. A high resolution histogram equalization

of color images is proposed in [114]. The effect of quantization error for the luminance

component in histogram equalization is also studied.

Mlsna et al. [86] proposed a multivariate enhancement technique “histogram explo-

sion”, where the equalization is performed on a 3-D histogram. This algorithm finds

the centroid of the histogram and considers it as an operating point. For each triplet a ray

starts from the operating point and passes through the triplet. A histogram is built for each

such ray. First order interpolation is used to decide which triplets are falling on the ray

while building the histogram. Explosion is determined by equalizing the ray histogram.

The objective is the development of a method for greatest possible contrast enhancement

procedure rather than preserving perceptual attributes. Another version of this paper is

proposed in CIE LUV space [87]. The same authors later proposed a recursive algorithm

for 3-D histogram enhancement scheme for color images [147].

Weekset al. [144] proposed a hue preserving color image enhancement technique

which modifies the saturation and intensity components in color difference (C-Y) color

space. Their algorithm partitions the whole (C-Y) color space into n× k number of

subspaces, where n and k are the number of partitions in luminance and saturation com-

ponents respectively. The maximum realizable saturation in each subspace is computed

and stored in a table. Saturation is equalized once for each of these n× k subspaces

within the maximum realizable saturation of the subspace. Later the luminance compo-

nent is equalized considering the whole image at a time. To take care of the R, G and B

values exceeding the bounds, Weekset al.suggested to normalize each component using
255

max(R,G,B)
.

Pitaset al. [107] proposed a method to jointly equalize the intensity and saturation

components. It has been reported that histogram modification of intensity enhancement

gives the best result. However, it is also reported that the modification of the saturation or

joint modification of the saturation and intensity, though mathematically correct, usually

lead to large saturation values which are not present in the natural scenes.
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Guptaet al. [42] proposed a hue preserving contrast stretching scheme for a class of

color images. Their method assumes that the images are taken from a microscope which

looks at a three dimensional micro structure with a beam of reflected light. They studied

the dichromatic reflection model and have used it in contrast enhancement. They dealt

with the chromatic and achromatic pixels separately.

A genetic algorithm (GA) approach in which the enhancement problem is formulated

as an optimization problem is suggested by Shyuet al. [127]. A set of generalized trans-

forms for color image enhancement is formed taking linear combination of four types of

non-linear transforms. The fitness function for GA is taken to be a combination of four

performance measures. GA is used to determine an optimal set of generalized transforms.

Normalization method is suggested to accommodate all the enhanced image data into the

RGB space.

Buzuloiset al. [16] proposed an adaptive neighborhood histogram equalization algo-

rithm. This algorithm modifies only the intensity of the image. Intensity component is

equalized both globally and locally in a neighborhood of each pixel. A neighborhood of

each pixel is found using a region growing method. On the basis of the variance and mean

of the intensity of these neighborhood pixels, local histogram equalization is performed.

Result of this local histogram equalization is combined with the global histogram equal-

ization to produce the final result. In this process, only the intensity value of the seed

pixel is modified. This procedure is repeated for all the pixels in the image. This method

is hue preserving but suffers from the gamut problem.

Luccheseet al.’s [71] method for color contrast enhancement works in xy-chromaticity

diagram, which consists of two steps : (1) transformation of each color pixel into its max-

imally saturated version with respect to a certain color gamut and (2) desaturation of this

new color towards a new white point.

Though the algorithms reported above are interesting and effective for enhancement,

most of them do not effectively take care of the gamut problem – the case where the pixel

values go out of bounds after processing. Due to the non-linear nature of the uniform color
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spaces, conversion from these spaces with modified intensity and saturation values to

RGB space generates gamut problem. In general this problem is tackled either by clipping

the out of boundary values to the bounds or by normalization [11,127,144]. Clipping the

values to the bounds creates undesired shift of hue. Strickland has discussed the problem

of clipping in [131]. Normalization reduces some of the achieved intensity [127] in the

process of enhancement which is against its objective.

In this chapter we have suggested a novel and effective way of tackling the gamut

problem during the processing itself. Hue preserving color image enhancement is ana-

lyzed theoretically in this chapter. It does not require the property of bringing back the

R, G and B values to its bounds after the processing is over. Proposed algorithm does not

reduce the achieved intensity by the enhancement process. The enhancement procedure

suggested here is hue preserving. It generalizes the existing grayscale image enhance-

ment techniques to color images. The processing has been done in RGB space and the

saturation and hue values of pixels are not needed for the processing.

This chapter is organized in the following way. In Section 2.2, a general hue pre-

serving transformation is proposed for image enhancement. In Section 2.3, a linear con-

trast enhancement transformation is described. In Section 2.4, a general principle for

gamut problem free, hue preserving, non-linear transformation is developed and its con-

sequences are discussed. Section 2.5 provides the comparison of the results of the pro-

posed method only with existing methods. This chapter is concluded in Section 2.6 with

a discussion on the proposed scheme and concluding remarks.

2.2 Hue Preserving Transformations

Hue preservation is necessary for color image enhancement. Distortion of image char-

acteristics may occur if hue is not preserved. The hue of a pixel in the scene before the

transformation and hue of the same pixel after the transformation are to be same for a hue

preserving transformation. In this chapter, the aim is the development of a general hue
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preserving transformation for contrast enhancement.

A common approach for hue preserving color image enhancement involves the en-

hancement in a color space such as LHS, HSI,YIQ,etc., thereby separating the luminance

and chrominance components of color. Some authors modified the luminance component

keeping the chrominance components unchanged for enhancement. Some others modi-

fied saturation. In general, color images are stored and viewed using RGB color space.

To process an image for enhancement in any of the above mentioned spaces (i.e., LHS,

HSI, YIQ, etc.), the image needs to be transformed to that space. The transformations

involved in changing a color image from RGB space to other mentioned spaces are, gen-

erally, computationally costly [145] and again the inverse coordinate transformation has

to be implemented for displaying the images. Two operations,scalingandshifting, are

introduced in [145,146] for luminance and saturation processing. Scaling and shifting are

hue preserving operations [145,146]. Using these two operations hue preserving contrast

enhancement transformations are developed in this section.

To explain scaling and shifting in a mathematical fashion let us denote a pixel of an im-

ageI by p and the corresponding RGB color vector ofp by x̃, where,x̃ = (x1, x2, x3),

andx1, x2, x3 ∈ [0, 1] correspond to the normalizedred, greenandbluepixel values

respectively.

Scaling: Scaling the vector̃x to x̃′ by a factorα > 0 is defined as

x̃′ = (x1 · α, x2 · α, x3 · α).

Shifting: Shifting a vector̃x to x̃′ by a factorβ is defined as

x̃′ = (x1 + β, x2 + β, x3 + β).

A transformation which is a combination of scaling and shifting can be written as

x̃′ = (α · x1 + β, α · x2 + β, αx3 + β) . (2.1)
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Note that in equation (2.1),x′
k is linear inxk ∀ k, andα andβ are not dependent upon

x̃. Hue of a color vector in HSI (hue, saturation, intensity) space is defined to be an angle

θ [40] where

θ = cos−1

(
[(x1 − x2) + (x1 − x3)]

1
2√

(x1 − x2)2 + (x1 − x3)(x2 − x3)

)
. (2.2)

Whenx1 = x2 = x3, θ is undefined.i.e. the hue of all the points on the gray line in the

RGB cube is undefined. Therefore the black pixel (having intensity 0) and white pixel

(having intensity 3) have no hue or hue is undefined.

It can be shown that the transformation, as given in equation (2.1), is hue preserving.

That is theθ value ofx̃, as given in equation (2.2), is same as theθ value ofx̃′. It is known

in the literature [145,146] that linear transformations are hue preserving. However for the

purpose of clarity and continuity of the investigation, the above material is provided here.

Note that in equation (2.1),α andβ are not dependent upoñx. A general transforma-

tion in whichα andβ vary with each̃x but same∀ k = 1, 2, 3, is defined as

x′
k = α(x̃)xk + β(x̃), k = 1, 2, 3. (2.3)

Whereα : R3 −→ (0,∞) andβ : R3 −→ (−∞,∞). Note that, in the above

equation (2.3),α andβ are functions of̃x. It can be shown from elementary mathematics

that the color vector̃x′ as defined in equation (2.3) possesses the same hue as the color

vectorx̃ for any two functionsα andβ. In other words, one can obtain several (in fact

uncountable) non-linear hue preserving transformations by varying the functionsα and

β, as defined in equation (2.3). In the next section we shall study the two functions

α andβ involved in equation (2.3) for obtaining the mathematical expression of linear

transformation for enhancement.

2.3 Linear Transformations

In this section, linear transformations are studied for enhancing the color images. Note

that, for grayscale images, in many situations, the gray values are stretched to the max-
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imum possible extent for achieving contrast. The same principle is extended to color

images in this section. The intervals for each of the components R, G and B are stretched

to the maximum possible extent without encountering the gamut problem.

Linear transformations are common for grayscale image enhancement. If we take

α(x̃) andβ(x̃) as constant functions in equation (2.3), it will reduce to a linear transfor-

mation as stated below.

x′
k = α · xk + β or

x′
k = α1 · (xk + β1), ∀ p ∈ I , k = 1, 2, 3.

(2.4)

wherexk is the gray value of thekth component of the pixelp, x′
k is the modified gray

value of thekth component of the pixel,α1 = α, andβ1 = β
α

.

Note thatxk’s are normalized pixel values. Hencexk ∈ [0, 1] ∀ k = 1, 2, 3. We

would like to makex′
k ∈ [0, 1] ∀ k. Thenα1 must be non negative sincex′

k ≥ 0 ∀ k.

To achieve maximum contrast, the pixel values, after the transformation, should spread

over the whole rangei.e. from 0 to 1. It can be clearly seen that if

β1 = −min
p∈I
{min

k
xk} andα1 =

1

max
p∈I
{max

k
xk}

,

equation (2.4) provides a hue preserving linear transformation with maximum possible

contrast. Equation (2.4) not only enhances the intensity of the image but also modifies

the saturation.β1 is responsible for the increase or decrease in saturation where asα1

is responsible for maximizing the range of the intensity and hence the enhancement in

contrast of the image. This method basically provides a linear stretching of pixel values

by the same amount for each component.

Two real life images namely, [Lenna Fig. 2.2(a)], Dancer [Fig. 2.2(b)] and one artifi-

cial image [Fig. 2.2(c)] are considered for showing the results and comparison with other

methods. Each is a 256× 256 image with each of R, G and B values ranging from 0 to

255. Lenna image has good contrast. Dancer image is a noisy image because of the poor

lighting. In the artificial image, there are eight rectangular colored boxes with different
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hues and different luminance. Each rectangular box is divided into two square boxes with

different saturations but same hue and same luminance values.

For each image and for each of R, G and B, the pixel values are normalized (i.e., di-

vision by 255) and the processing is performed with the normalized values. The obtained

normalized values after processing are converted to the usual pixel values for each of R,

G and B (i.e., multiplication by 255) and the images thus obtained are shown. Same is the

case with applying the other enhancement techniques (developed in section IV). It is to

be noted from the obtained results of linear enhancement that for the Lenna [Fig. 2.2(a)]

and artificial [Fig. 2.2(c)] images, contrast change is not significantly visible between the

original and the transformed images [Fig. 2.3(a) and Fig. 2.3(c)]. This may be due to the

fact that the original Lenna and artificial images are images with good contrast. The hue

of the colors in the images is preserved. On the other hand, in Dancer image [Fig. 2.3(b)],

enhancement is sharply visible and the hue is also preserved.

In this section we have established a linear transformation without gamut problem

and it stretches the length of the interval for each of R, G and B to the maximum possible

extent. In the next section we shall discuss non-linear hue preserving transformations.

2.4 Non-Linear Transformations

In this section we shall generalize the usual grayscale contrast enhancement techniques

to color images in such a way that they are hue preserving. The objective is to keep the

transformed values within the range of the RGB spacei.e., the transformations are free

from gamut problem. Some general and widely used contrast enhancement techniques for

grayscale images are S-type enhancement, piecewise linear stretching, clipping, gamma

correction functionetc. The methodologies of these techniques can be found in the liter-

ature. Some of these transformations are listed below for grayscale images.

Let f denote the enhancement function andx represents the gray value of a pixel.

Thusx, f(x) ∈ [δ1, δ2], whereδ1 = 0, δ2 = 1.
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Contrast Stretching :

f(x) =


γ1x, δ1 ≤ x < a

γ1a + γ2(x− a), a ≤ x < b

γ1a + γ2(b− a) + γ2(x− b), b ≤ x ≤ δ2

(2.5)

Whereγ1, γ2, γ3 are suitably chosen constants andδ1 ≤ a < b ≤ δ2.

S-type :

fm,n(x) =


δ1 + (m− δ1)

(
x− δ1

m− δ1

)n

, δ1 ≤ x ≤ m

δ2 − (δ2 −m)

(
δ2 − x

δ2 −m

)n

, m ≤ x ≤ δ2

(2.6)

m andn are two constants,n ∈ (0,∞), m ∈ [δ1, δ2]. This transformation is

written in most general form. Ifδ1 = 0, δ2 = 1, n = 2 andm = 0.5, it

provides the standard S-type contrast enhancement.

Gamma Correction :

f(x) = x
1
γ (2.7)

whereγ is a positive real number.

The above listed transformations are one dimensional but a pixel vector in a color im-

age is represented by a three dimensional vector. The procedure followed for generalizing

grayscale contrast intensification to color images is discussed below.

A generalized transformation changingx̃ to x̃′ is given as

x′
k = α(xk)xk + β(xk) ∀ p ∈ I , k = 1, 2, 3. (2.8)

In the above equationsα : [0,∞) −→ [0,∞) andβ : [0,∞) −→ (−∞,∞).

This transformation is a most generalized transformation, whereα andβ can be any

two functions. Looking into the increasing complexity of the problem, the linear transfor-

mation as described in previous section, is applied initially. Thus, the quantityβ(xk) can



2.4 Non-Linear Transformations 35

taken to be zero for allp ∈ I andk = 1, 2, 3. Non-linear transformation is applied on

the changed color vectors. Applying initially the said linear transformation stretches the

intervals of the color levels linearly so that the pixel values will be spread to the maximum

possible extent for each of the intervals for R, G and B. After takingβ(xk) to be zero for

all p ∈ I andk = 1, 2, 3 in the equation (2.8), the transformation would become

x′
k = α(xk)xk ∀ p ∈ I , k = 1, 2, 3. (2.9)

In the above equationα is a function ofxk i.e., it modifies the three components of the

color vector by three different scales. This leads to change in hue of the color vector,

which is against our aim. A way of making this transformation hue preserving is to have

the same scale for each of the three components of the vector. It is already shown that

this type of scaling is hue preserving. In particular,α can be taken as a function ofl(x̃),

wherel(x̃) =
3∑

k=1

xk. Then the transformation will be of the form

x′
k = α(l(x̃))xk ∀ p ∈ I , k = 1, 2, 3. (2.10)

Initially, we define

α(l(x̃)) =


f(l(x̃))

l(x̃)
, l(x̃) 6= 0

0, otherwise

(2.11)

wheref(l(x̃)) is a non-linear transformation used in contrast enhancement for grayscale

images. For example, S-type transformation is listed earlier in this section. In the present

case we can takeδ1 = 0 andδ2 = 3. i.e., l(x̃), f(l(x̃)) ∈ [0, 3]. As α(l(x̃)) is

a ratio off(l(x̃)) andl(x̃), whenf(l(x̃)) > l(x̃), value ofα(l(x̃)) will be greater

than 1. In such a case value ofx′
k may exceed 1 and thus resulting in gamut problem.

A possible solution to this is to transform the color vector to CMY space and process it

there. This will be dealt with in two separate cases.

Case 1 : α(l(x̃)) ≤ 1
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x′
k = α(l(x̃)) xk ∀ k = 1, 2, 3.

Case 2 : α(l(x̃)) > 1

1. Convert RGB vector̃x to CMY vectorỹ by

ỹ = (1− x1, 1− x2, 1− x3)

2. l(ỹ) =
3∑

k=1

yk =
3∑

k=1

(1− xk) = 3− l(x̃).

3. Takeg(ỹ) = 3− f(l(x̃))

4. Takeα(l(ỹ)) =
g(l(ỹ))

l(ỹ)
=

3− f(l(x̃))

3− l(x̃)
,

Here, it is to be noted thatα(l(ỹ)) < 1.

5. y′
k = α(l(ỹ)) yk ∀ k = 1, 2, 3.

Note,α(l(ỹ)) < 1 impliesy′
k ≤ 1 ∀ yk ≤ 1 .

6. Convert CMY vector̃ye to RGB vector̃x′ by

x̃′ = (1− y′
1, 1− y′

2, 1− y′
3) 2

2.4.1 Salient Points of the Proposed Scheme

Some of the salient points regarding the principle established above for hue-preserving

color image enhancement are stated below.

1. In the proposed principle, intensity of a pixel is getting modified with the help of

the contrast enhancement functionf . Different contrast enhancement functions

provide different importance to pixels. Butα need not always be a function of

intensity. There can be several hue preservingα functions whose functional forms

are not dependent upon the intensity,l(x̃) =
3∑

k=1

xk of the pixel.

2. Any grayscale image enhancement scheme can be generalized to color images with

the above principle.
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3. Basically, in this procedure, a gray level contrast enhancement function is applied

to intensity values and the transformed intensity value is divided proportionately

among the three components in RGB space or CMY space.

4. The above method also possesses another desirable propertyi.e. if the enhancement

function f preserves the orderings ofl(x̃) then above method also preserves the

same ordering.

To explain it mathematically, we can express the proposed enhancement scheme as

x̃′ =



f(l(x̃))

l(x̃)
x̃ if f(l(x̃)) ≤ l(x̃)

1̃−
3− f(l(x̃))

3− l(x̃)
(1̃− x̃) if f(l(x̃)) > l(x̃)

(2.12)

where.l(x̃) =
3∑

k=1

xk for any RGB color vector̃x and1̃ = (1, 1, 1).

Let us assume thatf is a contrast modification function, as used in the proposed

principle, such that for any two color vectors̃x andz̃,

l(x̃) ≤ l(z̃)⇒ f(l(x̃)) ≤ f(l(z̃)) (2.13)

Then, our claim is

l(x̃′) ≤ l(z̃′),

wherex̃′ andz̃′ are the enhanced vectors ofx̃ andz̃ respectively using equation

(2.12).

From equation 2.12 it can be seen that for both the cases i.e, forf(l(x̃)) ≤ l(x̃)

andf(l(x̃)) > l(x̃), and for any RGB color vectors̃x andz̃,
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l(x̃′) =
3∑

k=1

x′
k = f(l(x̃))

l(z̃′) =
3∑

k=1

z′
k = f(l(z̃))

 (2.14)

Hence, from (2.13) and (2.14)

l(x̃′) = f(l(x̃)) ≤ f(l(z̃)) = l(z̃′). 2

5. If the functionf used for contrast enhancement is a continuous function ofl(x̃)

then proposed principle preserves the continuity property i.e, to say that iff is

continuous then the transformationx 7→ x′ is continuous. To prove this consider

equation (2.12). It can be seen that individually the two terms

f(l(x̃))

l(x̃)
x̃k and1̃−

3− f(l(x̃))

3− l(x̃)
(1̃− x̃)

are continuous sincef(l(x̃)) and l(x) are continuous. It can also be seen that

they attain the same value whenf(l(x̃)) = l(x̃). Hence the transformation′ is

continuous.

6. Note that, initially, linear transformation, as developed in the previous section, is

applied on each of the pixels to extend the interval for each of R, G and B to the

maximum possible extent. We believe that non-linear hue preserving transforma-

tion without gamut problem can be developed without initially applying the linear

transformation, though, we have not attempted to find one such transformation here.

The block diagram for the proposed scheme is shown in Fig. 2.1.

7. For S-type enhancement function, the values ofδ1 andδ2 (equation (2.6)) are taken

to be 0 and 3 respectively because maximum possible value ofl(x̃) is 3 and mini-

mum possible value is 0. Values ofδ1 andδ2 may be chosen accordingly ifl(x̃) is

other than
3∑

k=1

xk.
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RGB - l=R+G+B - α=
f(l)

l
-

α ≤ 1 R = α R
G = α G
B = α B

-

α > 1

?

RGB→ CMY - α=
3− f(l)

3− l
-

C = α C
M = α M
Y = α Y

-CMY→ RGB

6

Figure 2.1: Block diagram of the proposed enhancement scheme

8. A good hue preserving transformation should not map a pixel having nonzero sat-

uration to a pixel having saturation zero. Otherwise, hue of the pixel becomes

undefined. Using the same principle developed in this section, such a case will not

arise unless it is a digitization error or the enhancement functionf maps al(x̃) 6=

0 or 3 to either 0 or 3.

9. The suggested non-linear transformation for image enhancement is hue preserving

and free from gamut problem. The gamut problem is tackled successfully by trans-

forming the corresponding color vectors of the pixels for which
f(l(x̃))

l(x̃)
to CMY

space. This is a novel technique because we can avoid the gamut problem keep-

ing the hue unchanged. Note that in CMY space also hue is scaling and shifting

invariant.

10. It is to be noted that costly co-ordinate transformation from one space to another

space is not carried out in the proposed scheme, though the knowledge regarding

the RGB and CMY spaces is used for developing the above principle.
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2.4.2 Histogram Equalization

Histogram equalization is a very powerful scheme for contrast enhancement in grayscale

images. In grayscale histogram equalization, the method rearranges the gray values in

such a way that the modified histogram resembles the histogram of uniform distribution.

Intuitively, the same technique should work on a color image alsoi.e. by equalizing the

image in three dimensional space where the three dimensions are the three primary com-

ponents of the color space. But this causes unequal shift in the three components resulting

in change of hue of the pixel [127]. A solution is to equalize only the luminance/saturation

or both the components in the color spaces such as LHS, HSI or YIQ. This sometimes

leads to gamut problem when the processed data is again transformed back to RGB space.

Using the principle mentioned previously this problem can be avoidedi.e., equalize the

intensity l(x̃) in [δ1, δ2] and letf(l(x̃)) be the equalization function and then follow

the steps of the algorithm as in the case of non-linear enhancement. The same principle

works for any histogram specification problem. To eliminate the cases of undefined hue,

values ofδ1 andδ2 are to be chosen properly.

2.5 Results and Comparisons

In this section, results using S-type Enhancement and Histogram equalization with pro-

posed principle is compared with three different methods. It is evident from the previous

sections that hue-preservation is essential for image enhancement. Hence, we have not

considered any algorithm, which is not hue preserving, for comparison . Histogram equal-

ization is the most popular and widely used technique for image enhancement. Thus we

have considered three histogram equalization algorithms for comparison. Out of these

three algorithms, two of them use clipping technique to cope with the gamut problem and

the other one uses normalization for this purpose. The two methods proposed by Yang

et al. [146] used clipping techniques using the knowledge of LHS and YIQ color spaces

respectively. The other considered algorithm is the histogram equalization technique pro-
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posed by Weekset al. [144], which uses normalization to counter the gamut problem.

The proposed principle for enhancement is implemented on several color images suc-

cessfully. The images of Fig. 2.2 are considered for showing the results of the techniques

developed in the previous section. Figs. 2.4 and 2.7 provide results of applying the pro-

posed principle on the images shown in Fig. 2.2, for the S-type enhancement function

with n = 2, m = 1.5, δ1 = 0 andδ2 = 3 and for histogram equalization respec-

tively. The proposed method is compared with Yanget al. [146] and Weekset al.’s [144]

methods. Figs. 2.5, 2.6 show the clipped histogram equalized images obtained by Yanget

al.’s method. Fig. 2.8 shows the results of Weekset al.’s method.

Many existing algorithms preserve hue and aim to achieve high contrast. In the pro-

cess, these algorithms face gamut problem [42, 127, 131, 134, 135];i.e. the transformed

R, G and B values may not always lie in their designated intervals. A solution to this is

to rescale the R, G and B values of the color vectors [11, 127, 144]. But rescaling the

R, G and B values of the color vectors may reduce some luminance enhancement ef-

fect [127]. Weekset al. [144] also mentioned that the luminance may be modified due

to rescaling. Clipping the processed luminance values before transforming back to RGB

space is also a solution to retain the transformed R, G and B values within their desig-

nated intervals [146]. But this may reduce the effectiveness of the image enhancement.

For example, this may result in less contrast when doing histogram equalization [146].

To preserve the achieved contrast, Yanget al. [146] have suggested clipping of saturation

component instead of luminance component.

In [131], it is mentioned that objects can exhibit variation in color saturation with little

or no corresponding luminance variation. From this fact it can so happen that there can

be an edge due to the variation in saturation and having little or no variation in spatial

intensity. If such type of pixels are severely effected by clipping then edges may be lost

or direction of the edges may be changed, which is certainly against the principles of

enhancement. Keeping this fact in mind the artificial image Fig. 2.2(c) is created in which

different hues with different saturations are shown.
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The results from Yanget al.’s method and our methods are comparable for Lenna and

Dancer images. Note that the effect of clipping is not distinctly visible in these images.

Let us examine the artificial image [Fig. 2.5(c)] enhanced by Yanget al.’s method. The

edge between the two square boxes in the rectangular boxes of first column and fourth

rectangular box of second column in Fig. 2.5(c) is lost. This is because of the clipping

of saturation component. Similarly, in Fig. 2.6(c), edges between the square boxes within

last three rectangular boxes of the first column and the fourth rectangular box of the

second column are lost. In the image Fig. 2.7(c), the edges between the consecutive square

boxes are preserved. Note that the proposed method preserves the order of occurrence

of intensity. It may also be stated that, visually, edges are not deleted in the enhanced

versions of the artificial image, using the proposed histogram equalization method and

the S-type function based scheme. Weekset al. applied normalization to bring back the

out of bounds values to within the bounds. Effect of it is that the images in Figs. 2.8 are not

as bright as in the images in Figs. 2.7, 2.5 and 2.6. Equalization of saturation sometimes

degrades the quality of the image since it leads to very large saturation values that are not

present in the natural scenes [107]. Sometimes, increase in both luminance and saturation

cause unnatural color. This can be observed in the case of Lenna image [Fig. 2.8(a)]. The

feathers in the hat of Lenna look different from the original. In the original these have

low luminance, thus look black. After the enhancement, with the increase in saturation

as well as luminance, the colors of these pixels have been changed. Results on two more

images are shown in Fig. 2.10 and Fig. 2.11. The output obtained indicates that the

proposed scheme provides acceptable enhancement with all the images. It may be noted

that the results of Weekset al.’s method on the artificial image looks better than output of

the proposed scheme though the output of the proposed scheme is also an acceptable one.
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2.6 Conclusion and Discussion

The main contribution here is the scheme to generalize any grayscale image enhancement

method to color images without encountering gamut problem. The overall enhancement

obtained by the proposed scheme is mainly dependent on the already existing different

contrast enhancement functions for grayscale images. These contrast enhancement func-

tions for grayscale images are generalized to enhance the intensity of the color images,

keeping the hue intact. A novel scheme is proposed to avoid gamut problem arising during

the process of enhancement. This scheme is used to enhance the intensity of color im-

ages using a general hue preserving contrast enhancement function. The transformation

is general in the sense that the functionf can be any contrast enhancement function used

for grayscale images and is gamut problem free irrespective of the nature of the function

f .

Linear stretching on intensity here is very similar to the linear stretching done on gray

levels in grayscale images. But it may be noted that the three components are not stretched

separately. This helps in preserving the hue.

While doing the non-linear enhancement, we have suggested that linear stretching is

to be applied prior to the non-linear transformation. Here, it may be noted that non-linear

enhancement can also be done independently. The general hue preserving non-linear

transformation is of the form :

x′
k = α(x̃)xk + β(x̃).

The problem here is the choice of the functionsβ(x̃) andα(x̃).

In the theory of proposed histogram equalization method, the maximum possible in-

terval for l(x̃) is taken to be[0, 3]. But sometimes this causes over enhancement. To

avoid over enhancement it can be equalized within[a, b] for somea > 0 andb < 3.

In Section 2.5, an example has been provided which shows the over enhancement. In

Fig. 2.7(c), due to this over enhancement, the square box with yellow color becomes al-

most white, becausel(x̃) of this box is the highest in the image, and after equalization it
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becomes close to 3 which is almost white.

It is to be noted that, image contrast enhancement is not the panacea of all the problems

associated with better visual quality of images. For example, noise in an image will not

be removed by contrast enhancement. The proposed histogram equalization technique for

color images indeed enhances the image but the clarity of the enhanced image may still be

poor in a noisy image (See Fig. 2.2(b) and Fig. 2.7(b)). Note that, in Fig. 2.2(b), there are a

few bright patches present in it and they dominated the whole enhancement procedure. If

the bright patches are removed and the enhancement is performed in the rest of the image

then the clarity would be much better. Such an experiment is performed with the help of

the proposed histogram equalization method and the result is shown in Fig. 2.9. The white

patches in the image are not considered while equalization is performed. Equalization of

l(x̃) is done in the interval
[

1
255

, 2.3
]
. The visual quality of Fig. 2.9 is indeed better

than the results obtained by all the other methods. For an even better image quality for

Dancer image, probably, some noise cleaning algorithm are to be incorporated before

enhancement.

The proposed scheme always decreases the saturation whenever it is affected by the

conditionα(l(x̃)) > 1, which is not always desirable. Some pixels may require to

saturate more whereas some may require a decrease in the saturation. This is possible if

we consider general non-linear hue preserving transformation. One needs to be cautious

in varying the saturation. The variation should be continuous. Otherwise, it may result in

visual artifacts.

Even if β(x̃) is zero for all and the linear stretching operation is performed in the

original image to increase the length of the interval in each of R, G and B to the maxi-

mum possible extent,α(x̃) need not be a function ofl(x̃). For example, one can take

α(x̃) to be a function of

√
x2

1 + x2
2 + x2

3

3
, which makes the enhancement function hue

preserving. In fact, several other such hue preservingα(x̃) can easily be defined in this

way. Construction of generalized non-linear (both forα andβ functions) hue preserving

transformation without gamut problem is a matter for future research.
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(a) Lenna (b) Dancer

(c) Artificial

Figure 2.2: Original images considered for Enhancement
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(a) Lenna (b) Dancer

(c) Artificial

Figure 2.3: Images Enhanced by Linear Stretching
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(a) Lenna (b) Dancer

(c) Artificial

Figure 2.4: Images Enhanced using S-type function with n=2 and m=1.5
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(a) Lenna (b) Dancer

(c) Artificial

Figure 2.5: Images Enhanced by Yanget al.’s Method in LHS system
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(a) Lenna (b) Dancer

(c) Artificial

Figure 2.6: Images Enhanced by Yanget al.’s Method in YIQ system
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(a) Lenna (b) Dancer

(c) Artificial

Figure 2.7: Images Enhanced by proposed Histogram Equalization method



2.6 Conclusion and Discussion 51

(a) Lenna (b) Dancer

(c) Artificial

Figure 2.8: Images Enhanced by Weekset al.’s Equalization method



2.6 Conclusion and Discussion 52

Figure 2.9: Equalized by the proposed method without considering the white patches.
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(a) Original Image (b) Proposed Histogram Equalization

(c) Yanget al.(LHS) (d) Yanget al.(YIQ)

(e) Weekset al.Histogram Equalization

Figure 2.10:
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(a) Original Image (b) Proposed Histogram Equalization

(c) Yanget al.(LHS) (d) Yanget al.(YIQ)

(e) Weekset al.Histogram Equalization

Figure 2.11:



Chapter 3

Standardization of Edge Magnitude in

Color Images

Edge detection has been a challenging problem in low level image processing. It be-

comes more challenging when color images are considered because of its multidimen-

sional nature. Color images provide more information than grayscale images. Thus more

edge information is expected from a color edge detector than a grayscale edge detec-

tor [31,59,102]. In a grayscale image, edges are detected by detecting the discontinuities

in the image surface i.e. the discontinuities in the intensity of a sequence of pixels in a

particular direction called gradient direction. The discontinuities in grayscale are easy to

determine because gray values are partially ordered, but in a color image this freedom is

not there. The simple difference between color vectors does not give the true distance

between them. Sometimes it is difficult to detect a low intensity [59] edge between two

regions in grayscale, but in color image, the clarity is more because, without being much

different in intensity there can be a substantial difference in hue. It is observed by Novak

et al. [102] that almost 90% of edge information in a color image can be found in the cor-

responding grayscale image. Though, this is not a significant ratio in favor of color edge

detection, the remaining 10% can still be vital in certain computer vision tasks. Further,

human perception of color picture is perceptually richer than an achromatic picture [101].
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Image edge maps provide crucial information regarding the image. It is one of the

first steps in many high level computer vision and image processing tasks. For instance,

local and global shape information of the images are often sought for representation of

images for different purposes. In this thesis edge maps of images are sought for the

purpose of object representation. There are several edge detection algorithms available

in the literature for color images. However, they produce good results subject to the

condition of tuning the parameters involved in the algorithm for each individual image.

But, it becomes a difficult task when the algorithm is to be used for a large number of

images and expecting uniformly acceptable results from all the images without tuning the

parameters. Thus a new edge detection algorithm for color images is proposed here to

find uniform and acceptable results for all the images. A short literature survey on color

image edge detection methodologies is conducted in the following section.

3.1 A Survey of Edge Detection in Color Images

One of the earliest color edge detectors is proposed by Navatia [101]. The image data is

transformed to luminance Y and two chrominance componentsT1 andT2 and Huckel’s

edge detector is used to find the edge map in each individual component independently,

except for the constraint of having the same orientation. Shiozaki [126] found entropy in

each component using a local entropy operator and merged the three values for color edge

detection. Machucaet al.[73] transformed the image from RGB to YIQ and detected edge

in the hue plane. Fanet al. [31] proposed a method where they find edges in YUV space.

Edge magnitude is found individually and thresholded in each component and merged.

They proposed an entropy based method to automatically detect a threshold value for

each component. This method is simple and may be faster in computation but produces

less accurate results [32].

A multi-dimensional edge detection method using differential geometric approach

was proposed by DiZenzo [26]. He considered the multi-images as a vector field and
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found the tensor gradient. Explicit formulas for the edge direction and magnitude in

multi-spectral images are derived. He also shows that the earlier ways of finding edges by

combining the output of difference operators in each component does not actually cooper-

ate with one another. Cumani proposed an extension of the second-directional derivative

approach to color images in [23]. He found the edge map by locating the zero crossings

in image surface. Formulas for second order partial derivatives for finding zero crossings

in multi-spectral images are derived. He defined the direction of maximal-contrast by

the corresponding eigenvector of the largest eigenvalue of the2× 2 matrix formed from

the outer product of the gradient vector in each component. Alshattiet al. [4] suggested

a modification of the Cumani’s approach to solve the problem of sign ambiguities and

to reduce computational time involved in the selection of maximal directional contrast.

Later Cumani [24] proposed an efficient algorithm to get rid of this problem. The multi-

dimensional gradient method is also used by Saberet al. [121] for edge linking in image

segmentation. Some of the other related works can be found in [27,62,113].

Trahaniaset al. [138,139] proposed a class of edge detectors using vector order statis-

tics. Three different ways of finding edge magnitudes using dispersion of color vectors

from the median of the set of vectors in the neighborhood of a pixel are proposed. Toiva-

nenet al. [136] have pointed out that R-ordering sometimes orders two different spectra

into the same scalar value. They have proposed a different ordering method of multi-

spectral image pixels. They further used self-organizing map(SOM) for this purpose. A

class of directional vector operators are proposed to detect the location and orientation of

edges in color images by Scharcansket al.[122]. A comprehensive analysis of color edge

detectors can be found in Zhuet al.’s [149] work.

Ruzonet al. [120] have proposed an algorithm using compass operator. It consid-

ers a disc at each pixel location. The disc is divided into several pairs of opposite semi

discs by rotating the diameter over 180 degrees with an interval of 15 degrees. The color

distribution of the pixels in each such semi disc is found after doing vector quantization.

The distance between two semi discs generated by a single diameter is the distance be-
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tween their color distributions. The distance between two distributions is found using

Earth Mover’s Distance (EMD). The edge magnitude at the pixel is the maximum dis-

tance among all the distances found between each pair of opposite semi discs created by

rotating the diameter.

Various types of edge detection algorithms have been discussed above. All of them

have their advantages and disadvantages. Some of these are pointed out here. The early

approaches to color edge detectors, which are extensions of achromatic color edge de-

tectors failed to extract certain crucial information conveyed by color [149]. R-ordering

in certain cases orders two different spectra into the same scalar value, and as a result,

can miss some parts of edges [136]. The edge detection approaches which simply add

the gradient magnitudes of all the color components may fail to detect some crucial edge

information in certain cases as described by DiZenzo in [26]. Thus though several color

edge detection algorithms are proposed in the literature several open problems still exist.

Most of the algorithms are concerned about finding the edge magnitude and direction.

This is expected and also justified because the quality of edge map depends on these two

quantities. But, none of the algorithms except the work by Fanet al. [31], addressed the

selection of thresholding parameters, although, this is also an integral part in most of the

algorithms. Edge detection algorithms discussed in this section have reported good results

when the values of the parameters involved are adjusted suitably. Though, most of these

algorithms produce good results, generally, none of them is designed to give uniformly

acceptable results for all kinds of images with a fixed set of parameter values. Thus, there

is a need to devise a method which can give uniformly acceptable results with a single

set of parameter values. This is especially needed in the context of object recognition

when the edge detection algorithm is to be applied to several images and manual tuning

of parameter is not possible. In this study, this problem is addressed.

This chapter is organized in the following way. Section 3.2 gives a brief idea of the

mathematical foundation of the method. In Section 3.3, results of the proposed method are

compared with other methods. The chapter is concluded in Section 3.4 with concluding
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remarks.

3.2 Edge Detection in Color Images

This section describes the theoretical foundation of the proposed edge detection method

with a short note on an existing principle of finding edge magnitude and direction at each

pixel location of a color image using image derivatives.

3.2.1 Theoretical Foundation

There are a number of well-established edge detection techniques available for grayscale

images. Edges are generally detected using a local operator followed by a thresholding

operator. The local operators are usually a digital approximation of the gradient or the

derivatives of the image considering it as a digital 2-dimensional surface. The two im-

portant factors in a derivative based method are the edge magnitude at a pixel and its

direction. There is existence of a strong theoretical foundation [18] behind derivative

based edge detection. In short, it is a well established fact that for a grayscale imagef ,

the magnitude of the edge at a pixel location (x, y) is given by
√

f2
x(x, y) + f2

y (x, y)

and it is attained in the direction given byθ = tan−1

(
fy(x, y)

fx(x, y)

)
, wherefx andfy

are the partial derivatives off along the x and y directions respectively. The finer aspects

of the approach can be found in [18].

To carry forward this ideology to color images is challenging. It can be approached

in several ways. Two such ways are (1) Output fusion method : obtain the edge maps

individually for each component of color considering each of them as a grayscale image

and integrate the obtained edge maps by following a principle (See Fig. 3.1), (2) Multi-

dimensional gradient method (See Fig. 3.2): find the total edge magnitude (sayλ) and the

corresponding direction (sayθ), at each pixel location considering all the three compo-

nents at a time and then find the edge map based on the values ofλ andθ. First approach

deals with a straight forward extension of the grayscale edge detection techniques to color
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Image - Green(G) - GradG - EdgeG -

- Red(R) - GradR - EdgeR

?

- Blue(B) - GradB - EdgeB

6
Edge Map

Figure 3.1: Output Fusion

Image - Green(G) - GradG -

- Red(R) - GradR

?

- Blue(B) - GradB

6

Edge Mag
and Direction

- Edge Map

Figure 3.2: Multi-dimensional Gradient

images. This approach does not exploit the extra information contained in the image in

the form of color vectors and their inter relationship. The second approach is an inter-

esting extension of grayscale edge detection methods to color images. The challenges

present in this approach is obtaining the total edge magnitude at a pixel combining the

three components of color and the corresponding edge direction, and parameter tuning.

A way of obtaining the combined edge magnitude is discussed below, which is extracted

from the work by Cumani [23] and discussion is limited to color images instead of a

general m-band image.
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A color image can be represented as a functionf : R2 −→ R3 that maps a point

P = (x, y) in the image plane to 3-dimensional vector (R(x, y), G(x, y), B(x, y)).

Thus an image value at a given pixel location is a vector inR3. Finding edge maps in

images is to look for difference in the image values at two nearby points, sayP andQ,

which is a 3-dimensional vector

∆f(P, Q) = f(Q)− f(P ).

WhenQ − P is an infinitesimal displacementdP = (dx, dy), the above difference

becomes the differential

df = fxdx + fydy (3.1)

wherefx andfy are the partial derivatives off along x and y directions respectively.

The squared norm ofdf is given by

df = fx · fxdxdx + 2fx · fydydx + fy · fydydy (3.2)

where dot (·) indicates scalar product of vectors inR3.

It can be noted that for constant displacement of size‖dP‖, df2 indicates how

much the image value varies in the direction ofdP . Therefore, given a unit vector

ñ = (nx, ny) in (x, y) plane, the squared local contrast off at P in the direction

ñ can be defined as

S(P, ñ) = En2
x + 2Fnxny + Gn2

y (3.3)

whereE = fx · fx, F = fx · fy andG = fy · fy.

The extremal values of the quadratic form (3.2) coincide with the eigenvalues, repre-

sented byλ+ andλ− of the 2× 2 matrix

 E F

F G

 . (3.4)
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By elementary calculations the extreme values can be found as

λ± =
E + G±

√
(E −G)2 + 4F 2

2
(3.5)

and the corresponding eigenvectors are

ñ± = (cos θ±, sin θ±) (3.6)

θ+ =
1

2
tan−1

(
2F

E −G

)
+ kπ (3.7)

θ− = θ+ ±
π

2
(3.8)

From the above derivation it is clear that the maximum contrast at a pixel (x, y) is

given by the eigenvalueλ+ and the direction of maximum contrast is given byθ+. Thus

edge magnitude at a pixel can be considered as the value ofλ+ along the direction of

θ+. The work by Cumani [23] can be referred for a general and detailed explanation of

finding edge magnitudes and direction for m-band images.

In the proposed approach we have consideredλ+ as the initial edge magnitude and

θ+ as the corresponding edge direction because of the following reasons. (1) Using this

method combined edge magnitude and a single edge direction can be easily obtained, (2)

it is supported by a strong mathematical reasoning for obtaining the edge magnitude and

direction. However, other methods of obtaining edge magnitudes such as the root mean

square [26] could have been used to obtain the initial edge magnitude. Here after the

subscript ’+’ is dropped, and edge magnitudeλ+ will be refereed asλ and direction

θ+ will be refereed asθ.

It is to be noted that although, the edge magnitudeλ found using the partial derivatives

of the three bands of the image is a good way of obtaining edge magnitude, it is not

standardized. Hence, it becomes difficult to choose a stable set of parameter value for all

the images. In the following section, this problem is discussed elaborately and a way of

finding the standardized edge magnitude is proposed.
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3.2.2 Standardization of Edge Magnitudes

The objective of an edge detection method is to determine and locate the pixels where

there is abrupt change in image surface. In gray scale images it is determined by the

variation in gray value of the pixels and in color images variation in color of the pixels is

used. The nature of a pixel, whether it is an edge pixel or not, depends on its surrounding

pixels. Hence, the edge magnitude found using the derivative vectors at each pixel should

not be used straightway to test the eligibility of a pixel to be an edge pixel. The variation

in the gray values or colors in the neighborhood of a pixel need to be incorporated to

obtain the edge magnitude. Generally, the value of edge magnitudes vary from image to

image based on the imaging condition. Hence, for different images, different threshold

values are needed to obtain a good edge map. This task of selection of threshold values

for each of the images becomes extremely difficult when the edge maps of the images are

used as the input to a high level image processing or computer vision task such as object

recognition or image retrieval, where thousands of images are to be processed. In such

a context, an edge detection method, which is independent of parameter tuning becomes

demanding. A solution to this problem is to obtain the standardized edge magnitude

before thresholding. Hence a fixed set of parameter values would work for a wide variety

of images. In order to standardize the edge magnitude, the variability of the gray values

in the neighborhood of the pixel is successfully used by Rakeshet al. [110] for grayscale

images. The same principle can also be used in the case of color images.

The proposed method basically follows the philosophy stated in [110] by Rakeshet

al. and uses a different technique for finding the initial edge magnitude and the direction.

Rakeshet al. have found the estimated image surface using Priestly-Chao [109] kernel

smoother. Priestly-Chao kernel is used because, in statistics, it is a good estimator of a

function when the independent variable is equally spaced which fits to the case of images

as a function. Initial edge response and the direction of maximum contrast are found

using the directional derivatives alongx andy axes of the estimated image surface. Then

non-maxima suppression [18] is performed on the initial edge response. The standardized
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edge magnitudes at those pixels which are not suppressed by non-maxima suppression are

found using the variability of the estimated image surface and the directional derivatives.

In the end a two level thresholding is performed on the standardized edge magnitudes. In

the proposed method Priestly-Chao kernel smoother is used to estimate the image surface

in each component of the color image separately i.e.

f c(x, y) =
1

ξ

m∑
i=1

n∑
j=1

K(x, i)K(y, j)Ic(i, j), (3.9)

where, ξ = 2πmnh2, K(a, b) = Ψ

(
a− b

h

)
,

Ψ(x) = e−x2/2, c = R, G, B.

Ic(i, j) is the gray value at the(i, j)th pixel of the original image for the componentc,

h is the smoothing parameter,m andn are the number of rows and columns of the image

respectively. From now onwards the super script indicates that the operation is done on

the corresponding component (i.e, R or G or B) of the image.

The directional derivatives alongx andy directions of the estimated image surface

are

f c
x(x, y) =

1

ξ

n∑
j=1

K(y, j)

{
m∑

i=1

K′(x, i)Ic(i, j)

}
, (3.10)

and

f c
y(x, y) =

1

ξ

m∑
i=1

K(x, i)

{
n∑

j=1

K′(y, j)Ic(i, j)

}
, (3.11)

whereK′(x, i) andK′(y, j) are the derivatives ofK(x, i) andK(y, j) respectively.

The initial edge magnitude and corresponding direction are found as described in

(3.5) and (3.7) using the partial derivativesf c
x andf c

y . After obtaining the initial edge

magnitude non-maxima suppression and hysteresis are to be performed to obtain the final

edge map [18]. In the proposed approach non-maxima suppression is applied on the initial

edge magnitudeλ to obtain the precise edge location. The problem occurs in thresholding

at the time of hysteresis. The edge magnitude found is generally not uniform for both low

intensity and high intensity regions in an image. Thus, the edge detectors are unable to
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Algorithm 1 EdgeDetect(I), Input : I- RGB Image. Output : Edge - Binary Image
1: h = 1.25 {/* smoothing parameter or stiffness of gaussian */}

2: Tu = 30 {/* upper threshold */}

3: Tl = 5 {/* lower threshold */}

4: Find the directional derivativesfR
x , fR

y , fG
x , fG

y , fB
x , andfB

y from I as described in

(3.10) and (3.11)

5: Find the initial edge magnitude (λ) and direction of maximum contrast (eigenvector

corresponding toλ).

6: for all (i, j) ∈ I do

7: apply non-maxima suppression (as described in Eq. [110]).

8: If it is not suppressed findS as in Eq. (3.12).

9: if S > Tu then

10: EdgeClass(i, j) = 2 /* Edge pixel */

11: else ifS > Tl then

12: EdgeClass(i, j) = 1 {/* Edge pixel if any of its 8-neighbors is an edge pixel

*/}

13: else

14: EdgeClass(i, j) = 0 {/* Not an edge pixel */}

15: end if

16: end for

17: Initialize an array Edge(i, j) of the size of the input image to zero

18: for all (i, j) ∈ I do

19: if EdgeClass(i, j) = 2 then

20: Track Edge(i, j) {/* Track Edge(i, j) is described in Algorithm 2, which is

similar to the one described in [110] by Rakeshet al.*/}

21: end if

22: end for
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Figure 3.3: Diagram showing the main steps of the proposed edge detection method
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Algorithm 2 Track Edge(i, j)

1: if Edge(i, j) 6= 1 then

2: Edge(i, j)← 1 {/* (i, j) is an edge pixel */}

3: for all pixels(k, l) ∈ 8-neighbors of(i, j) do

4: if EdgeClass(k, l) ≥ 1 then

5: Track Edge(k,l)

6: end if

7: end for

8: end if

extract, simultaneously, all the edges in an image having edges of different intensities.

They can not extract all the edges in different images with a fixed set of threshold values.

To get those edges, threshold values have to be tuned carefully for individual images.

To overcome this problem a technique is proposed here to obtain the standardized edge

magnitudes. The standardization of edge magnitude is done using the variability of the

partial derivatives and estimated image surface.

It is to be noted here that in the context of obtaining a fixed set of threshold values

for all the images, the quality of the edge map is not compromised by applying the non-

maxima suppression on the non-standardized initial edge magnitude, because generally,

thresholding is performed on the edge magnitude of those pixels which are not suppressed

by the process of non-maxima suppression. Hence, standardization of edge magnitude is

not required before non-maxima suppression. For those pixels, which are not suppressed

by non-maxima suppression, a standardized edge magnitude is obtained for thresholding.

The procedure for finding the standardized edge magnitude is discussed below :

Let us define the derivative vectors for each component of the smooth imagef at a

pixel (x, y) to bevc = (f c
x, f c

y)
T . Then the standardized edge magnitude at a pixel

(x, y) is given by the statistic

S(x, y) =
∑

c=R,G,B

(vc)T (Σc)−1 (vc), (3.12)
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where

Σc =

 σc
11(x, y) σc

12(x, y)

σc
12(x, y) σc

22(x, y)

 ,

σc
11(x, y) =

(
σc

ξ

)2 m∑
i=1

n∑
j=1

K2(y, j)K′2(x, i),

σc
22(x, y) =

(
σc

ξ

)2 m∑
i=1

n∑
j=1

K2(x, i)K′2(y, j),

σc
12(x, y) =

(
σc

ξ

)2 m∑
i=1

n∑
j=1

K(x, i)K(y, j)K′(x, i)K′(y, j),

and(σc)2 =
1

mn

m∑
i=1

n∑
j=1

(Ic(i, j)− f c(i, j))2

In the above expressions,c takes valuesR, G andB. (σc)2 is the estimate of data

variability of the estimated image surfacef c(i, j), andσc
11(x, y), σc

11(x, y), σc
11(x, y),

σc
11(x, y) are the co-variabilities.

Please note that the value
∑

c=R,G,B

(vc)T (vc) can be considered as the edge magnitude

at a pixel. Generally, in statistics, inverse of dispersion matrix is used for standardization.

Mahalanobis [75] initially used it for obtaining distance between two populations and it

is popularly known as Mahalanobis distance. It was also used by Rakeshet al. [110] in

their article. We used the same here. Thus a simple way of standardization of magnitude

is to consider the inverse of dispersion matricesΣc of respective colors and add the stan-

dardized magnitudes for each color, which has been done above. The proposed method

use the value ofS(x, y) in (3.12) as the standardized edge response and is thresholded

using two threshold values. Note that, it is not needed to estimateS for all the pixels

in the image.S is estimated for those pixels which are not suppressed by non-maxima

suppression.

Proposed edge detection method is described in an algorithmic form in Algorithm 1

and the flow of the steps is expressed in a block diagram in Fig. 3.3. The performance

of the proposed method is compared to some of the existing methods and the process of
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Figure 3.4: Two rectangles images, each of size 128× 128 : Image on the left, say (a),

has two horizontal edges in 43rd and 85th rows and one vertical edge in 66th column.

Image on the right, say (b), contains 2 vertical edges in 64th and 66th columns and 4

other horizontal edges

obtaining the fixed set of parameter values is described in the following section.

3.3 Results and Comparisons

A method has been proposed above to get standardized edge magnitudes at each pixel

location and two level thresholding is performed on the standardized edge magnitudes to

obtain the final edge map. This has been implemented on many artificially created images

as well as natural color images. Four artificial images among these are two images shown

in Fig. 3.4, vertical bars in Fig. 3.5(a) and circles in Fig. 3.6(a). The vertical bars image

is constructed by varying the intensity along the rows with fixed values of saturation

and hue so that the edge profile is only due to the intensity. As the gray values in this

image are periodic with the period of 10 pixels, the edge profile of only the first twenty

pixels of a row is shown in Fig. 3.5(b). A total of 200 images from the publicly available

“Berkeley Segmentation Dataset and Benchmark” (BSDB)1 [79] and six other images are

considered to observe the performance of the proposed method. Out of these 206 images,

20 images are considered to obtain the threshold values for the proposed method. Three

1http://www.cs.berkeley.edu/projects/vision/grouping/segbench/
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(a) Original vertical bars

image

(b) Original edge profile of the first 20

pixels of a row of the image in Fig. 3.5(a)

Figure 3.5: Original vertical bars image and its edge profile

among the 20 images used for threshold analysis, namely Lenna [Fig. 3.8(a)], window

[Fig. 3.9(a)] and balloon [Fig. 3.10(a)], are included here. As opposed to gray scale edge

detection techniques, there is no standard edge detection technique, such as Canny’s edge

detection methods for gray scale, available in the literature for color edge detection. Here,

we have considered two methods, which reported good results and produced single pixel

width edge map, for comparing the over all performance of the proposed method. These

two methods are (1) the work proposed by Cumani2 [23], and (2) the work proposed by

Ruzon3 et al. [119, 120]. Cumani used second order image derivatives to locate edge

pixels and Ruzonet al.used compass operator for determining edge magnitudes and edge

direction. However, none of them used standardization of edge magnitudes.

2Code used for this method is taken fromhttp://www.ien.it/˜cumani/mck04309.zip
3Code used for this method is taken from his web pagehttp://robotics.stanford.edu/

˜ruzon/compass/
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(a) Original circles image (b) Edge map obtained us-

ing proposed method with the

fixed set of parameter values

(c) Edge map in Fig. 3.6(b) is

super imposed on the original

image

Figure 3.6: Results on circles image

3.3.1 Standardization of edge magnitude by proposed method

Proposed method obtains the standardized edge magnitude at the maxima of the initial

edge response of the image. The variability of the directional derivatives of the estimated

image surface is used to obtain the standardized edge magnitudes. To verify it in reality,

the edge magnitudes of 42nd row of Fig. 3.4(a) and 64th column of Fig. 3.4(b) before

and after the standardization are plotted in Fig. 3.7. From the plots of edge magnitudes

in Fig. 3.7, it can be seen that the edge magnitudes are enhanced after standardization but

the rate of enhancement is not uniform in both the cases. It can also be observed that the

edge magnitudes before the standardization is in the range of 0 to 12 in one image and it

is between 0 to 4 in the other image, whereas after standardization the edge magnitudes

are enhanced and the corresponding values are in the range of 0 to 1400 for both the

images. This shows that the procedure suggested here standardizes the edge magnitudes.

This helps to obtain a stable set of parameter values for obtaining uniform acceptable

results for a wide variety of images. If we observe the edge profile of Fig. 3.4(b) before

standardization (shown in the right side column of Fig. 3.7), the edge magnitudes between
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Figure 3.7: Plots shown in the left column are the edge magnitude plots corresponding

to the horizontal edge at 42nd row of Fig 3.4(a) and plots shown in the right column are

the edge magnitude plots corresponding to the vertical edge at 64th column of Fig. 3.4(b).

The top and bottom rows of this figure show the edge magnitudes before and after the

standardization respectively.

the two peaks are more than the edge magnitudes to the left of the left side peak and right

of the right side peak. Actually, these edge magnitudes are due to the edge corresponding

to the two green rectangles in the middle row of Fig. 3.4(b). But after standardization

the middle edge magnitudes are less than both the right and left sides. This is happening

because the variation of the color values in this region is more compared to the other two

regions.
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3.3.2 Analysis of parameters for the proposed method

The judgement of good performance on the obtained results is a matter of concern because

there is no appropriate method to judge the quality with 100% confidence. Pratt’s Figure

of Merit (FOM), which is used for comparing two edge detectors, needs the knowledge

of the ground truth of the edge map. It is a quantitative evaluation procedure. Due to

the difficulty of obtaining the ground truth of the edge map for natural images, quantita-

tive method of judgement is ruled out and a qualitative method of judgement by visual

evaluation is adopted.

Criteria of selection for a set of parameter values

The criteria of selection of a set of parameter values for a given image is that the resultant

edge map should satisfy the following :

• it should contain most of the prominent edges,

• it should not contain too many spurious edges and

• it should be visibly pleasing.

The selection of edge maps is based on a process of elimination among a set of edge maps

obtained using different parameter values. The elimination of an edge map has been done

visually.

Selection of parameter values

The proposed method takesh the stiffness of gaussian, and two threshold valuesTl and

Tu as input parameters.Tl andTu are the lower and upper threshold values respectively.

To find a set of parameter values, several edge maps are generated for each image by

varying the parameter h between 0.8 and 2 with an increment of 0.05,Tl between 0 and

10 with an increment of 1 andTu between 5 to 50 with an increment of 1 subject to the

condition thatTu is always greater thanTl.
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There are several ways to obtain a fixed set of parameter values. A simple way is

to examine the edge maps for a set of images and take that set of values which is pro-

ducing acceptable edge maps for all the images in the set. When such an experiment

is performed on the 20 considered images for threshold selection, the proposed method

produced acceptable results withh = 1.25, Tl = 5, andTh = 30.

Some of the results using proposed method

Let us first judge the performance of the proposed method on the artificial images con-

sidered. The circles image is used to see that the edge detection method finds edges in

all directions properly and in appropriate places. From the edge map of circles image

[Fig. 3.6(b)], it can be seen that the proposed method has detected the boundaries of the

discs properly in all the directions. It can be observed from Fig. 3.6(c), where the edge

map in Fig. 3.6(b) is superimposed on the original image [Fig. 3.6(a)], that the edge pixels

are detected in proper places. In the vertical bars image, ideally, there should be only two

edge locations one at 4th pixel and another at 10th pixels [Fig. 3.5(b)] and there should not

be any edge between 6th and 10th pixel because the transition of intensity between these

pixels is very smooth compared to the transition in intensity between 4th and 5th pixels

and 10th and 11th pixels. Proposed method has found the edges at these two locations i.e.

at 4th and 10th pixels [Fig. 3.11(a)]. The results of applying the proposed method with

the fixed set of parameter values (h = 1.25, Tl = 5, andTh = 30) on Lenna, window

and balloon images are shown in Figs. 3.8(b), 3.9(b) and 3.10(b) respectively.

3.3.3 Analysis of parameters for Ruzonet al.’s method

Ruzonet al.’s method takes stiffness of gaussianR, and two threshold valueslow and

high as input parameters. For judging the performance of the algorithm, several edge

maps are generated by varyingR between 0.8 to 3 with an increment of 0.1,low between

0.0 to 0.60 with an increment of 0.01 andhigh between 0.1 to 0.60 with an increment

of 0.1 subject to the condition thathigh > low. Results on the circles image over a
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wide range of parameter values are found to be appropriate, thus no figure is included

here. When the vertical bars image [Fig. 3.5(a)] is considered, one extra edge is detected

[Fig. 3.11(a)] between the 5th and the 10th pixels in reference to Fig. 3.5(b) for the param-

eter valuesh = 1.5, 0 ≤ low < high and0 ≤ high < 0.46. Ideally, there should

not be any edge between these two pixels because the transition of intensity between these

two pixels is very smooth which can be seen from Fig. 3.5(b). The correct edge map is ob-

tained withhigh = 0.46 and above withh = 1.5 and0 ≤ low ≤ high. But results

on balloon and window images with the same parameter valuesh = 1.5, low = 0.1

andhigh = 0.46 are found to be unsatisfactory since many prominent edges are miss-

ing [Figs. 3.12 and 3.13]. It is also found that whenhigh > 0.46, some more edges are

missing in window and balloon images. Thus, from the above observations, it is apparent

that there does not exist a fixed set of parameter values in case of Ruzonet al.’s method

providing acceptable results in all cases. Some more results are included in the Appendix

A after applying these techniques on different images with different parameter values.

We made a subjective evaluation of the edge maps of the 20 natural images under

consideration to obtain a fixed set of threshold values for Ruzonet al.’s method. It may be

noted that a compromise is made in the quality of results for the selection of the parameter

values. It is also to be noted that the selected set of parameter values can be different for

different persons. The best fixed set of parameter values for Ruzonet al.’s method is

found to beR = 1.5, low = 0.1 andhigh = 0.3.

3.3.4 Analysis of parameters for Cumani’s method

Cumani’s method takes stiffness of gaussianσ and a threshold valueT as input param-

eters. For this method the edge maps with0.8 ≤ σ ≤ 3 with an increment of 0.1 and

0 ≤ T ≤ 50 with an increment of 1 are observed to select the edge maps. Results on the

artificial images over a wide range of parameter values using Cumani’s method are found

to be appropriate. Thus no edge map using this method on artificial images are included

here. But results on many real life images by Cumani’s method are either noisy or missing
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important edges. This can be seen from the results on Lenna image [Fig. 3.8(c)]. There

are many spurious edges present and at the same time many edges are disconnected. In

particular the upper boundary of the hat is disconnected. To get these edges connected,

T has to be decreased. With the decrease in the value ofT more spurious edges will be

introduced. When the threshold value is increased many important edges would be lost.

Similar phenomenon is found with the window image [Fig. 3.9(c)] and balloon image

[Fig. 3.10(c)]. Some more results in this regard are included in the appendix A in the

attached CD.

3.4 Conclusions and Discussion

The proposed method along with the other two methods have been compared on several

images. It is found that the proposed method consistently produces acceptable results for

all the images. It is difficult to get a single fixed set of parameter values which would give

a visibly pleasing edge map containing most of the prominent edges in the case of Ruzon

et al.and Cumani’s methods.

In the proposed method, the two fixed threshold valuesTl = 5 andTu = 30 have

been used for detecting edges on more than 200 natural and artificial images. It is evident

from the obtained results that the algorithm is producing results containing most of the

important edges for all the images with these two threshold values. An intuitive reason

for producing acceptable results is that it increases the edge response of all the detected

edge pixels but not necessarily uniformly. This can be observed from two artificial images

shown in Fig. 3.4 and from their edge profiles shown in Fig. 3.7.

In terms of computational complexity the proposed method is slower than Cumani’s

method but much faster than Ruzonet al.’s method which observed at the time of obtain-

ing the edge maps from different images.

The main advantage of this algorithm is that the parameters do not need any fine

tuning for getting acceptable results for an image. Thus, the proposed algorithm may
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be handy for any computer vision task where extraction of edge maps is required for a

large set of images for feature extraction or for any other work. In the above presented

method, basically, a linear model with fixed effects is assumed. The performance of

the edge detector may possibly be better if a generalized method is assumed considering

the correlations between channels, though, the statistical analysis may be complicated.

Probably, a similar experimentation for finding the performance of color edge detector,

such as a work by Heathet al. [47], is needed to be done for an objective set of fixed

threshold values.
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(a) Lenna image ( 256× 256 ) (b) Proposed method withh = 1.25, Tl =

5, Tu = 30

(c) Cumani’s method withσ = 1.5, T = 15 (d) Ruzonet al.’s methodR = 1.5, low =

0.1, high = 0.30

Figure 3.8: Results on Lenna Image.
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(a) Window image ( 256× 256 ) (b) Proposed method withh = 1.25, Tl =

5, Tu = 30

(c) Cumani’s method withσ = 1.5, T = 15 (d) Ruzonet al.’s methodR = 1.5, low =

0.1, high = 0.30

Figure 3.9: Results on window image.
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(a) Balloon image ( 320× 373 ) (b) Proposed method withh = 1.25, Tl =

5, Tu = 30

(c) Cumani’s method withσ = 1.5, T = 15 (d) Ruzonet al.’s methodR = 1.5, low =

0.1, high = 0.30

Figure 3.10: Results on balloon image.
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(a) Proposed method with

h = 1.25, Tl = 5 and

Tu = 30

(b) Ruzonet al.’s method

with R = 1.5, 0 <

low < high, 0 <

high < 0.46

Figure 3.11: Results on vertical bars image

Figure 3.12: Result using Ruzonet al.’s method on balloon image shown in Fig. 3.10(a)

with R = 1.5, low = 0.1, high = 0.46
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Figure 3.13: Result using Ruzonet al.’s method on window image shown in Fig. 3.9(a)

with R = 1.5, low = 0.1 andhigh = 0.46



Chapter 4

Multi-Colored Object Descriptor

The challenges involved in object recognition are mainly the efficient representation and

then the comparison of two objects through their representations. Broadly speaking, there

are two types of approaches to object representation. While the first utilizes the knowledge

gained from the spatial arrangements of the “shape features” such as the edge elements,

boundaries, corners and junctions, the other uses the brightness or color features obtained

more directly from the object images [8]. But, there are limitations to any algorithm

which uses only either shape features or color features. There are many objects which

are indistinguishable in terms of their shape [89]. For instance, if only shape features are

considered then the recognition system can’t distinguish between a white car and a blue

car when the cars are of the same model or their shapes are similar. Similarly, if only

color features are considered, a blue bird may be wrongly matched with a blue car. Thus,

there is a need of a scheme to describe an object which contains both shape and color

information. In other words, the representation scheme should carry the color information

and its pattern of appearance on the object surface. This study proposes a scheme to

describe an object in such a way that the description contains the color information as well

as the patterns of colors on the object surface. Note that, in most of the cases, wherever

there is a shape or structural information in the object, the corresponding patterns in the

image possess discontinuities in colors. Thus extraction of information regarding patterns
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of colors automatically leads to extracting shape and structural information of the object.

These obtained features with the proposed representation carry the pattern information

that indirectly keeps certain shape information regarding the object.

4.1 Motivation for Proposed Method

Two important cues to distinguish between two objects are the overall shape and structure

of the object, and the occurrence of different colors with respect to their spatial arrange-

ments. Generally, human beings use both the cues for distinguishing objects in different

stages. If we are interested to distinguish between a cow and an elephant, the shapes of

these two objects are the main cues. To distinguish between two boxes of two different

categories, the different colors appearing on the boxes become important. If the two boxes

have more or less similar colors then their pattern of appearance or their spatial arrange-

ments become more important. Thus, although it is difficult to imagine the actual shape of

an object from the spatial arrangements of the different segments on its surface, it can be

used as an important cue to represent the objects for classification. Several psychological

studies regarding the representation of shape have been discussed in [78] and survey of

literature in this regard is provided in [111]. It can be seen from object images shown in

Fig. 5.1 (page 100) that objects of different categories can be distinguished from their col-

ors and their spatial arrangements without explicitly comparing the corresponding shapes

and structures, whether the comparison is between two boxes or between a cup and a box.

Thus the relative positional information of the adjacent but differently colored segments

must be preserved by the representation. A way of preserving the positional information

of adjacent segments is to store their representing color vectors as a unit. This connected

set which covers pixels from all the adjacent segments and contains the color information

from these segments is the region of interest. Let us call such a region as a “Multi-Colored

Neighborhood (MCN)”. Six examples of such MCNs are shown in Fig. 4.1.

An object representation namely Multi-modal Neighborhood Signature(MNS), sim-
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Figure 4.1: Examples of three types of junctions where multiple regions merge and three

examples of presence of parts of different image segments in an image neighborhood. A

rectangular window in each case shows the region of interest.

ilar to the proposed one, was carried out by Mataset al. [82]. Neighborhoods having

multi-modal color distribution in RGB color space are located in the object image using

a simplified mean-shift algorithm. Let the number of modes found in a neighborhood be

n(n ≥ 2), and the set of modes beU={µ̃1, µ̃2, . . . , µ̃n}, whereµ̃i is three dimensional

RGB vector of theith mode. Then
(

n

2

)
color pairs{(µ̃i, µ̃j), i, j = 1, 2, . . . , n andi 6=

j} are formed fromU . In this way all possible pairs of vectors are found from each multi-

modal neighborhood of the image. Set of all such distinct pairs of vectors(µ̃i, µ̃j) are

defined as the MNS of the object. MNS contains the color information in the object. It

also preserves the adjacency information of the colors on an object more or less. Each

pair of vectors(µ̃i, µ̃j) in the MNS contains the information that there is a region in the

image where two segments of colorsµ̃i andµ̃j are adjacent. However, this signature can

not specify whether there are only two such adjacent segments or more than two adjacent

segments in a region (Fig. 4.1). Thus, the neighborhoods having more than two-modal

color distributions are not represented efficiently. Thus it lacks the crucial discrimination

power regarding the neighborhoods having more than two segments. The discrimination

power of the signature can be greatly enhanced if the properties of such type of neigh-

borhoods could be preserved efficiently by the signature. This has been the motivation

to propose one such representation which is capable of representing the neighborhoods

having more than two modes. The proposed representation is described below.



4.2 Object Representation 86

4.2 Object Representation

An MCN is represented here as a unit consisting of the centers of the clusters. This

unit of cluster centers contains the average color values corresponding to the different

segments of MCN. Ultimately, the object is represented by the distinct sets of units of

the cluster centers of the constituent MCNs. Let us call it as the “Multi-Colored Region

Descriptor(M-CORD)” of the object.

4.2.1 Multi-Colored Region Descriptor

The objective of the M-CORD is to provide an adequately informative, discriminative and

concise representation of the object. It should be discriminative enough to provide good

classification and should be concise enough to save memory required to store.

The color values found from the cluster centers of an MCN are stored as a unit for

each MCN, thereby keeping track of the structural information, especially when there

are more than two clusters. SupposeN distinct MCNs are selected by the proposed

algorithm. Then the signature of the object containsN units of cluster centers, and each

unit of cluster center represents a single MCN. Letki be the number of clusters present

in theith MCN. Then, the size of the signature in bytes withN number of MCNs andki

clusters inith MCN is 2 + N + 3
N∑

i=1

ki assuming each mean vector takes 3 bytes of

memory for its 3 color components.

This descriptor contains the information regarding each MCN of the image and the

MCNs are either from the boundaries or junctions present in the image. Thus, it contains

the information that if there is a unit ofki clusters present in the descriptor then there is a

patch of pixels which covers parts ofki segments present in the image. This greatly en-

hances the discrimination power of the recognition system when same colors are present

in two objects but in different alignments.
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4.3 Detection of MCNs

The color distribution of each MCN is multi-modal [82]. Thus a clustering technique

can be employed to find the number of colors present in a region. A simple and efficient

clustering technique which detects the number of valid clusters present in a region is

proposed here. Another way of detecting these regions is to find all the parts into which

it is divided by the edge pixels present in the region. A special property of MCN is that

it contains either a junction, or a part of boundary of the object, or simply an edge which

divides the region into several parts. Each part of the region belongs to a different segment

of the image. Thus edge maps of the images of the objects can also be used to locate such

regions. These two approaches are explained separately below.

4.3.1 Detection of MCNs using Clustering

To obtain the different colors present in a neighborhood we propose a simple and fast clus-

tering algorithm to find the cluster centers. It takes three parametersV , r andmin clst size.

Let V = {ṽ1, ṽ2, . . . , ṽn} be a set of color vectors. We call two color vectorsṽi and

ṽj as similar if‖ṽi − ṽj‖ < r. Thusr is the dissimilarity parameter for two colors.

min clst size is the parameter for checking the size of a cluster. A cluster is consid-

ered to be valid if its size is more thanmin clst size. The steps of the algorithm are

shown in Algorithm 3.

It can be seen that for a neighborhood with uniform color, this algorithm returns 1

cluster (step 9). It needs onlyn − 1 distance computations andn − 1 comparisons to

detect a region with uniform color (steps 5-10) because in such a region, all the color

vectorsṽi are within a small disc of radiusr centeringv1. Hence, it eliminates such re-

gions quickly which are of no interest to construct the descriptor. For the neighborhoods

having more than one cluster, it needs(n−1)n

2
distance computations. However, the num-

ber of comparisons increases with the increase in the number of clusters. Let the set of

vectorsV be the union ofk clustersV1, V2, · · · , Vk i.e, V = V1 ∪ V2 ∪ · · · ∪ Vk.
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Algorithm 3 Cluster(V , r, min clst size)
1: c = 0, imax = 1 {/* V = {ṽ1, ṽ2, . . . , ṽn} */}

2: while n > min clst size do

3: for all i = 1 : n do

4: if c = 0 then

5: Finddji = dij = ‖ṽi − ṽj‖ ∀ j > i

6: Vi = {ṽi} ∪ {ṽj ∈ V : dij < r ∀ j 6= i}

7: Ui = V \ Vi

8: if |Ui| < min clst size then

9: return{c + 1} {/* V is from a neighborhood of uniform color */}

10: end if

11: else

12: Vi = {ṽi} ∪ {ṽj ∈ V : dij < r ∀ j 6= i}

13: Ui = V \ Vi

14: end if

15: if |Vi| > |Vimax| then

16: imax = i

17: end if

18: end for

19: if |Vimax| > min clst size then

20: c← c + 1

21: µ̃c =
1

|Vimax|
∑

ṽi∈Vimax

ṽi

22: V = Uimax , n = |Uimax|

23: else

24: return{c, µ̃1, µ̃2, . . . , µ̃c}

25: end if

26: end while
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?

c = 0, imax = 1, i = 1

?
@

@
@

@
@

�
�

�
�

�

�
�

�
�

�

@
@

@
@

@

Is
n >

max clst size
?

?
Yes

No

-

@
@@

�
��

�
��

@
@@

Is
c = 0

?

?
No

-Yes
Finddji = dij = ‖ṽi − ṽj‖ ∀ j > i,
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Figure 4.2: Diagram showing the main steps of the clustering algorithm used to detect

multi-colored neighborhoods
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Then the number of comparisons needed for the set of vectorsV to be partitioned into

k > 1 clusters is|V |2 +
k∑

j=2

(
|V | −

j−1∑
i=1

(|Vi| − 1)

)2

, (|Vi| denotes the number of

elements inVi). Additionally, at mostn vector additions andk divisions are needed for

the computation of the cluster centers.

Philosophy behind Proposed Clustering Algorithm 3: The proposed algorithm is

mainly dependent on the value of the parameterr. The idea behind selecting the value

of r is that any color vector within a sphere of radiusr centering a vector̃v are similar

to ṽ and two vectors withing a sphere should not look significantly different. Thus, when

the region is a uniform region all the color vectors will be within the sphere of radius

r. Hence, that region can be declared as uniform region and the color information from

this region is of limited interest to the representation scheme. When the number of color

vectors in such a sphere is not significant (determined by the parametermin clst size),

we can safely say that the corresponding set of vectors are selected no where near the

modes of the color distribution and these may be noise. Hence, these vectors can be

simply ignored. If the number of vectors selected is significant and is maximum among

all such spheres (note that a sphere of radiusr is considered for each of the color vectors

present in the region), it ensures that the selected set of vectors are from the most dense

part of the color distribution. Hence, the average color value of these vectors is close to

the modal value of the cluster formed by these color vectors. A pictorial representation of

the clustering algorithm for a set of two dimensional vectors is given in Fig. 4.3. There are

four types of vectors shown in the figure. It can be seen that there are three clusters present

in the distribution and the fourth type (blue colored points) vectors are just distributed here

and there. They do not form a cluster according a particular value ofr chosen here.

To detect the M-CORD,Cluster() is performed at every considered neighborhood

in the image. For simplicity of pixel manipulation, overlapping windows of sizew × w

are selected as neighborhoods. All the detected MCNs of an object image from SOIL-

47A dataset are shown in Fig. 4.4(a). It can be seen that most of the edges are covered

by number of MCNs. To construct the descriptor of the object, all the MCNs are not
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Figure 4.3: An example of clustering in 2-dimensional data set
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needed because several MCNs detected over a stretch of boundary will have similar color

distributions (See Fig. 4.4(a)). Thus, after finding an MCN, it is matched with all the

previously considered MCNs and is included in the descriptor, if it is significantly dif-

ferent from all the previously considered MCNs. The amount of difference between two

MCNs is determined by the dissimilarity value found using the Hausdorff distance (4.1)

between the two sets of colors corresponding to two different MCNs that is explained in

detail later in Section 4.4 of the article. In this way all the distinct MCNs are extracted

from the object image to construct the M-CORD of the object (See Fig. 4.4(b)). Let us

call this representation as M-CORD-Cluster. The matching algorithm for two different

MCNs is described in Section 4.4. Finally, the M-CORD of each of the objects is stored

in a separate file.

4.3.2 Detection of MCNs using Edge Map

Edge maps give crucial shape information of an object because connected edges are de-

tected between every pair of adjacent segments. Thus every stretch of edge pixels gives

information about two neighboring regions and any junction of more than two edges (as

shown in Fig. 4.1) indicates the presence of multiple regions neighboring the surround-

ing point. The main problem in this approach is to use the “right” edge map for all the

images. Most of the edge detectors fail to detect the correct edges with a fixed set of

parameter values for all the images. Thus, it necessitates manual tuning of the parameters

to obtain satisfactory results. This becomes an extremely difficult task while dealing with

thousands of images.

A method of finding edge maps from color images is proposed in the previous chapter.

This method is capable of finding uniformly acceptable results in all the images using a

fixed set of parameter values. Hence, it is used here to find the edge maps of the object

images with the default set of parameter values specified in the previous section. Square

regions of sizew×w are considered around the edge pixels. If the edges in a region divide

it into disjoint smaller regions then the considered region is covering pixels from multiple
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(a) All the MCNs present in the image (b) Selected MCNs

Figure 4.4: MCNs detected in obj39A of SOIL-47A dataset using clustering Algorithm

3.

image segments. In general, such regions are found over the boundaries where multiple

image segments are present. If the number of connected components in the region is

at least two, it is declared as an MCN. The average color values of each of the smaller

regions in the MCN are found. Finally, all such distinct MCNs are clubbed together as

described in Section 4.2.1 to construct the M-CORD of the object image and let us call it

as M-CORD-Edge. Fig. 4.5 shows the MCNs detected using M-CORD-Edge in an object

image. Each of the white rectangular windows is an MCN. Fig.4.5(a) shows only 10% of

the MCNs among all the detected MCNs. Remaining 90% MCNs are not shown to avoid

cluttering. All the distinct MCNs considered for the formation of the M-CORD of the
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(a) Only 10% MCNs are shown among all the

MCNs detected in the image to avoid cluttering

(b) Selected MCNs

Figure 4.5: MCNs detected in obj39A of SOIL-47A dataset using edge map of the image.

object are shown in Fig. 4.5(b).

Although, the idea of the representation using edge map of the object is same as the

representation using clustering, the descriptors due to them are different because of the

principles involved in them. For instance, in the third MCN from left in Fig. 4.1, M-

CORD-Cluster will use 4 mean values whereas M-CORD-Edge will use 5 mean values

to describe the neighborhood (the colors of the two smaller regions inside the MCN are

same), because the edge map in this neighborhood divides it into 5 smaller regions due

to five different segments of the image. In general, if there aren different colors present

in the neighborhood then M-CORD-Cluster usesn means to represent the MCN irre-
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spective of the spatial arrangements of the colors. But, in the case of M-CORD-Edge, if

there aren types of color pixels and are divided intom (greater thann) smaller regions

then the descriptor usesm mean values to represent the MCN. Thus, M-CORD-Edge

representation is richer than M-CORD-Cluster.

4.4 Matching two MCNs of an Image

Matching between two MCNs of an image is performed to obtain the significantly dif-

ferent MCNs in the image. All the MCNs in an object image are detected either using

clustering or the edge map of the object image as described in previous section. It can

be observed from Fig. 4.4(a) that several MCNs are detected over a stretch of boundary

of the object and most of them have similar color distribution. To represent the object,

information from all of these MCNs generally is not needed. Only a few MCNs from a

stretch of boundary having significantly different color distributions are enough for this

purpose. Two MCNs are said to be significantly different if the dissimilarity between

them is greater than a valueδmax. The dissimilarity between two MCNs,δ, is defined as

follows.

Let U = {ũ1, ũ2, · · · , ũm} andV = {ṽ1, ṽ2, · · · , ṽn} represent two different

MCNs in an object image, wherẽui = (u1
i , u2

i , u3
i ) and ṽj = (v1

j , v2
j , v3

j ) are 3-

dimensional color vectors fromU andV respectively. Then the dissimilarity betweenU

andV is defined as

δ = max

(
max
ũi∈U
{min

ṽj∈V
{‖ũi − ṽj‖}}, max

ṽj∈V
{min

ũi∈U
{‖ũi − ṽj‖}}

)
, (4.1)

where‖ũi − ṽj‖ =
√

(u1
i − v1

j )
2 + (u2

i − v2
j )

2 + (u3
i − v3

j )
2. Note that, in order

thatU andV are similar, each element in each set should have a similar element in the

other set. If there is an element which does not have a similar element in the other set

then these two sets are not similar. The expression (4.1) is the Hausdorff distance [50]

betweenU andV .
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4.5 Summary

In this chapter we have proposed a novel object representation scheme M-CORD. It takes

advantage of the shape features hidden in the color structure present in a local neigh-

borhood. Two different methods are proposed to locate image neighborhood containing

multiple colors using two different approaches. In the first approach we employed a clus-

tering algorithm which efficiently determines the number of representing colors present in

a neighborhood. The colors appearing in each neighborhood are stored as a unit to form

the signature of the object images. Thus it keeps the structural information of the neigh-

borhood which we call here as the shape feature of the neighborhood. Proposed clustering

algorithm is computationally efficient but the no. of computations increases with an in-

crease in the number of color vectors in a region or an increase in the size of the window.

An alternative method to locate the multi-colored neighborhoods and the corresponding

colors is proposed using the edge map information from that neighborhood.



Chapter 5

Object Recognition using Multi-Colored

Region Descriptors

In the previous chapter the representation of an object using M-CORD has been described.

In this chapter we shall describe a mechanism for comparing two objects. Performance

of the proposed M-CORD representations of color images have been tested in the con-

text of Object Recognition in this chapter. Subsequently, the proposed Object Recogni-

tion methodologies are compared with the existing recognition methodologies and it has

been observed that the proposed methodologies have superior performance with respect to

recognition rates. For those datasets where the images have low contrast, we applied the

proposed contrast enhancement principle stated inChapter 2before applying M-CORD.

The results using contrast enhancement have also been found to be satisfactory on a re-

cently created ALOI-VIEW dataset. Mainly there are two steps in the proposed object

recognition methodology. First step is to obtain a suitable as well as a stable representa-

tion of the object images under consideration. The two methodologies M-CORD-Cluster

and M-CORD-Edge described in the previous chapter are used for object representation.

In step two, a similarity/dissimilarity measure is needed to make a comparison between

two images through there representations. Following section describes a method to obtain

a dissimilarity value between two object images through their M-CORD representation.
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5.1 Matching two Objects

Matching two objects is performed by comparing their M-CORDs. Under ideal condi-

tions, if the images under consideration for comparison are from the same object and

same view then the procedures described in Section 4.3 should produce identical MCNs.

But, in practice, when the images are taken under different conditions (i.e, different light-

ing conditions or from different views) the MCNs are not identical even if the two images

are of the same object. Thus, the matching is not exact as it is in the case of matching

two MCNs from same object image. Here, the matching operation assigns a score i.e., a

dissimilarity value, based on the dissimilarity between the MCNs from the M-CORDs of

the images under consideration.

Let P = {U1, U2, · · · , UM} and Q = {V1, V2, · · · , VN} be two M-CORDs

from two different images. Here,Ui = {ũi1, ũi2, · · · , ũiαi
} andVj = {ṽj1, ṽj2, · · · ,

ṽjβj
} are MCNs ofP andQ respectively and,̃uik andṽjk are 3-dimensional color vec-

tors. It can be seen that the number of elements inP andQ may not be same. Wallraven

et al. [143] have proposed a distance function to find the distance between two feature

vectors of different sizes which is used in a SVM classifier for image classification. The

entities of their feature vectors are vectors of same size. But, in our case the entitiesUi

andVj of the feature vectorsP andQ respectively are also sets and they can have differ-

ent number of elements. Thus, two dissimilarity measures are proposed, one is between

two MCNs (5.1) and the other is between two M-CORDs (5.2).

δMCN(Ui, Vj) =
1

αi

αi∑
k=1

min
ṽjl∈Vj

{‖ũik − ṽjl‖}+
1

βj

βj∑
l=1

min
ũik∈Ui

{‖ũik − ṽjl‖} (5.1)

δM−CORD(P, Q) =
1

M

M∑
i=1

min
Vj∈Q
{δMCN(Ui, Vj)}+

1

N

N∑
j=1

min
Ui∈P
{δMCN(Ui, Vj)} (5.2)



5.2 Object Image Datasets 99

The difference between the proposed dissimilarity measure and Wallraven’s measure

is that the proposed dissimilarity measure finds a dissimilarity value between two sets

possessing different number of elements where each element is a set having different

number of color vectors. Whereas, the measure proposed by Wallraven et al. [143] finds

similarity between two sets possessing different number of elements where each element

is a vector of fixed dimension.

The most similar MCNsVj ∈ Q for eachUi ∈ P are found and the dissimilarity

between these pairs of most similar MCNs are used to find the dissimilarity between two

M-CORDs. The dissimilarity between a pair of MCNs (Ui ,Vj) is found by finding the

most similarṽjl ∈ Vj for eachũik ∈ Ui. It is to be noted that while the most similar

color vector toũik ∈ Ui is someṽjl ∈ Vj, the most similar color vector tõvjl ∈ Vj

may not bẽuik ∈ Ui. This implies that distance ofUi from Vj may not be same as the

distance ofVj from Ui. Hence, the distance is not symmetric. Thus, the summation of the

average of the minimum distances ofũik ∈ Ui to Vj and the average of the minimum

distances of̃vlk ∈ Vj to Ui is taken as the dissimilarity betweenUi andVj. This is

written mathematically in (5.1). Similarly, the distance between two M-CORDs is also

asymmetric. Thus, the summation of the average of the minimum distances ofUi ∈ P to

Q and the average of the minimum distances ofVj ∈ Q to P is taken as the dissimilarity

betweenP andQ.

5.2 Object Image Datasets

The performance of the proposed methods has been evaluated on two well-known datasets

namely, Columbia University Object Image Library (COIL-100) [100] and Surrey Object

Image Library (SOIL-47), corresponding to object recognition problem. In addition to

these two datasets we have reported the experiments on a subset of Amsterdam Library

of Object Images (ALOI) recently created by Geusebroeket al. [34]. Brief descriptions

about each of these datasets are provided below.
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Figure 5.1: Rows 1 and 2 show the frontal view of eight objects from SOIL-47A and

SOIL-47B datasets respectively. Row 3 shows frontal views of eight COIL-100 objects.

Row 4 : shows the frontal views of eight ALOI-VIEW object images.

5.2.1 Surrey Object Image Library (SOIL-47)

The Surrey Object Image Library (SOIL-47)1 [15] dataset is a collection of images of 47

different household objects from different view angles. There are 21 exposures of each of

the 47 objects with 21 different view angles ranging from -90 to +90◦. These 21 images

are acquired by a robot arm moving around the object at intervals of approximately 9◦.

The size of each image is 288× 360 except the frontal view i.e. the exposure of the

object with 0◦ view angle. The images of the frontal view are of the size 576× 720.

This dataset is called SOIL-47A. Some of the objects of SOIL-47A are shown in Fig. 5.1.

Another set of images namely, SOIL-47B is the collection of images of the same objects

and same view angles as in SOIL-47A but under a different illumination set up.

1http://www.ee.surrey.ac.uk/EE/VSSP/demos/colour/soil47/
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5.2.2 Columbia University Object Image Library (COIL-100)

The third dataset we have considered is the Columbia University Object Image Library

(COIL-100)2 [100]. COIL-100 is a dataset consisting of 100 different objects. There are

72 exposures of each object taken on a motorized turntable and images were captured by

a fixed camera at pose interval of 5◦. The size of each object image is 128× 128. The

COIL-100 has been widely used in object recognition. Some of the objects of COIL-100

are shown in the third row Fig. 5.1.

5.2.3 Amsterdam Library of Object Images (ALOI)

Amsterdam Library of Object Images (ALOI) [34] is a dataset consisting of images of

different objects taken from different view points and illumination. It is recently created

and introduced by Geusebroeket al.[34]. ALOI is a collection of images of 1000 different

objects. These images are classified into four groups of image collections, each designed

to a specific field of computer vision. The technical details of the experimental setup

used to capture the images are described in [34]. The image collection relevant for our

purpose is the collection of 72,000 images of the 1000 objects under in-plane rotation

aim to describe object view (ALOI-VIEW)3 with a quarter resolution. In this collection

each of the objects has 72 exposures taken in an azimuth interval of 5◦ varying from 0◦

to 355◦. The size of each object image in quarter resolution is192 × 144 pixels. This

collection is too big for us to handle given the time and computational resources. Thus

we have selected only 18000 images from 250 objects from among the 1000 objects for

evaluating the performance of our methods. We believe a collection of 18000 images from

250 different objects provides sufficient variety to test the performance of the proposed

methods.

Our main purpose is to compare the results of the proposed methods with the other

methods on SOIL-47A and COIL-100 datasets only. The comparisons are provided in the

2http://www1.cs.columbia.edu/CAVE/software/softlib/coil-100.php
3http://www.science.uva.nl/˜mark/aloi/aloi_red4_view.tar
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next section. Additionally, results on a part of ALOI-VIEW dataset is presented to test

the performance of the proposed methods on a larger dataset. However, no comparison is

made with other methods using this dataset.

5.3 Results and Comparisons

The performance of Multi-Colored Region Descriptor(M-CORD) with the two different

approaches (i.e, using edge map of the objects (M-CORD-Edge) and using clustering

(M-CORD-Cluster)) has been compared with MNS method proposed by Mataset al.

[82] using SOIL-47A dataset, and some of the recently published methods on COIL-100

dataset. To compare the performance of the methods on SOIL-47A dataset, the results

reported in [61, 103] as well as the results obtained using our implementation of MNS

method have been considered for comparison. Similarly, results reported in [76,103,116]

have been considered for the comparison of the performance of the methods on COIL-100

dataset. Additionally, recognition performances on ALOI using proposed methods have

been included for better judgment.

The proposed object recognition methodologies possess resemblance with the MNS

method. Thus a detailed performance evaluation between two methods have been con-

ducted using the SOIL-47A dataset. Then the performance of the proposed methods have

been compared with several other recently proposed object recognition methods on an-

other widely used dataset COIL-100.

5.3.1 Performance evaluation on SOIL dataset

Let us consider the SOIL-47A dataset for evaluation of performance of the methods. The

experiments have been done in the same way as described by Koubarouliset al.[61]. Two

experiments are conducted by them. In the first experiment, each of the 20 available views

for each of the objects is matched with the frontal view of each of the 47 objects of the

SOIL-47A dataset and the rank of the correct match is recorded. In the second experiment
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only 24 objects (i.e., objects 1 to 19 and 24 to 29 excluding object number 26) with planar

surface are considered.

To have a better understanding, we implemented the MNS method and parameters

are tuned to obtain better results. The parameters used for MNS method are size of the

window (w), Mean Shift kernel width (K), minimum mode size (C), threshold for the

distance between two 6-dimensional vectors to be called similar used at the time of sup-

pression (d) and the threshold value used at the time of MNS matching (T ). Irrespective

of the parameter values used by Mataset al. [82] we have tuned the parameters indepen-

dently forL1 andL2 metrics. The chosen parameter values, after several experiments,

arew = 16, K = 17.3, C = 20, d = 50, andT = 57 for L2 and 80 forL1.

The obtained results are reported in fourth and fifth columns of Table 5.1. It can be seen

that both forL1 andL2 metrics, we obtained better results than the ones reported by the

authors. But, they are still far behind the results using proposed methods for SOIL-47A

dataset.

Table 5.1: Recognition performance on SOIL-47A

Average recognition with rank 1

M-CORD MNS

Reported Our Implementation

View Angle Edge Cluster from [61] L1 metric L2 metric

Average time per match (ms)† 49 16 – 54 58

± 90 deg. 87.98 87.02 52.5 54.89 57.45

± 60 deg. 95.74 95.03 52.5 56.21 59.93

± 45 deg. 95.95 95.10 – 57.02 61.06

± 20 deg. 95.74 93.08 55.3 57.98 60.63

Average recognition with rank 1-3

±90 deg. 96.17 95.21 78.0 82.87 96.88

±60 deg. 100.00 100.00 78.7 84.22 97.62

±45 deg. 100.00 100.00 – 83.62 96.67

±20 deg. 100.00 100.00 78.7 82.98 85.63

– indicates corresponding entry is not available

In the first experiment, it can be seen from Table 5.1 that the proposed methods
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Table 5.2: Recognition performance on SOIL-24A

Average recognition with rank 1

M-CORD MNS

Reported Our Implementation

View Angle Edge Cluster from [61] L1 metric L2metric

± 90 deg. 92.92 89.17 71.0 81.04 82.50

± 60 deg. 100.00 100.00 71.0 90.28 92.36

± 45 deg. 100.00 100.00 – 91.25 92.92

± 20 deg. 100.00 100.00 74.6 90.63 92.71

Average recognition with rank 1-3

±90 deg. 97.92 96.25 85.6 97.08 82.50

±60 deg. 100.00 100.00 88.2 99.65 99.65

±45 deg. 100.00 100.00 – 99.58 99.58

±20 deg. 100.00 100.00 90.6 98.96 100.00

– indicates corresponding entry is not available

with the approach using Clustering (M-CORD-Cluster) and Edge Map (M-CORD-Edge),

considerably out performed MNS based method. M-CORD-Edge has achieved average

87.98% and M-CORD-Cluster has achieved 87.02% accurate recognition with rank 1

while considering all the view angles from -90◦ to +90◦ as the test views. The recognition

performance of both the approaches gradually increases when the test views considered

are closer to the frontal view. If we include the rank 2 and rank 3 to the rank 1 recog-

nition, both the methods achieved perfect (100%) recognition rate with the closer view

angles onwards±60◦. M-CORD-Edge achieved 96.17% and M-CORD-Cluster achieved

95.21% recognition rate with all the views as test views.

In the second experiment i.e., only on 24 objects, M-CORD-Edge and M-CORD-

Cluster have achieved 92.92% and 89.17% recognition rates respectively. The best result

obtained for MNS method is 82.50% usingL2 metric, which is still far behind the perfor-

mance of the proposed methods. Proposed methods achieved perfect (100%) recognition

rate when views differing upto±60◦ from the frontal views are considered. Recognition

rates touch 97.92% and 96.25% respectively for M-CORD-Edge and M-CORD-Cluster
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Figure 5.2: Improvement in object wise correct matches by M-CORD over MNS

when rank 2 and 3 are included and both the methods achieved 100% in the case of closer

views differing upto±60◦. The best result on this dataset is reported by Obdrzaleket

al. [103] and Kostinet al. [60] with 100% recognition rate using one training view per

object and test view angles differing up to±45◦. Proposed methods also achieved 100%

recognition with the same setup. Moreover, proposed methods achieved 100% recogni-

tion rate for the case of test views differing upto±60◦. The results of Obdrzaleket al.’s

and Kostinet al.’s methods are not included in Table 5.1 and 5.2 since they have not

mentioned their results for different view angles farther than±45◦. They have however

provided the results only for the test views ranging from -45◦ to +45◦.

To better understand the advantage of M-CORD over MNS we looked for the objects

for which the methods have performed poorly. As the performance of M-CORD-Edge

and M-CORD-Cluster for SOIL-47A is similar, we have considered M-CORD-Edge for
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comparison. To observe the object wise performance of the proposed method, no. of

correct matches by MNS method for each object is subtracted from the no. of correct

matches by the proposed method and the difference table is plotted in Fig. 5.2. It can be

seen in Fig. 5.2 that M-CORD-Edge performed better than MNS for most of the objects.

It can also be observed from Table 5.3 that none of the 20 views of three objects (# 20,

36 and 21) in SOIL-47A dataset are matched correctly by MNS method, whereas at least

some views of every object are matched correctly by the proposed method. Only for object

# 34 proposed method has performed poorly for which the correct no. of matches is just 4.

For all other objects M-CORD-Edge has obtained at least 10 correct matches. Table 5.3

lists the number of mismatches by each object for both MNS and M-CORD-Edge, and,

the object number of the mismatched objects. Proposed method mismatched object # 34

with object # 35 for sixteen test views. The two objects are very similar to each other and

it is extremely difficult to distinguish one from other even for a human being. It is evident

from the above mentioned results that M-CORD has superior performance over MNS.

For a better comparison between the two methods five more tables have been provided

here. In Table 5.4 the number of correct matches for each object are listed in the ascending

order of the object number. In Table 5.5, number of correct matches for each object is

listed, and it is sorted with respect to the results obtained using MNS method. In Table 5.6,

number of correct matches for each object is listed, and it is sorted with respect to the

results obtained using M-CORD-Edge method. Tables 5.7 and 5.8 show the mismatched

object numbers for each of the views for each of the objects of SOIL-47A dataset using

MNS and M-CORD-Edge respectively.

In Table 5.6, it can be seen that proposed method failed to obtain satisfactory results

only for three objects # 34, 23, 21 with number of mismatches 16, 10 and 10 respectively.

Out of these three objects, MNS has performed marginally better than M-CORD for object

# 23. These three objects along with the corresponding mismatched objects are shown in

Fig. 5.3. If we consider row 1 and 2 of this figure it can be observed that the objects are

visually similar to each other. The objects in row 3 are also similar. However, they are
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Table 5.3: Object wise # of Mismatches and Corresponding List of Mismatched Objects†

MNS M-CORD-Edge
Obj # Total # of mismatches List of Mismatched Objects‡ Total # of mismatches List of Mismatched Objects‡

20 20 45(20) 5 19(4),45(1)
36 20 21(20) 0 −

21 20 45(10),47(10) 10 6(1), 7(1), 19(7), 24(1)
43 19 45(1),47(18) 2 46(2)
34 19 35(13),30(5),14(1) 16 35(16)
6 19 21(10),47(10) 1 41(1)
38 18 42(11),45(7) 0 -
16 17 13(1),20(13),24(3) 5 24(1),45(4)
19 16 13(2),20(13),45(1) 3 26(1),45(2)
24 15 43(1),45(14) 0 -
37 15 21(15) 0 -
39 14 47(14) 0 -
18 13 27(13) 1 28(1)
28 12 21(1),24(7),25(1),27(1),32(1),45(1) 0 -
11 12 21(9),27(2),40(1) 2 9(1),12(1)
15 12 1(1),13(1),20(4),21(5),39(1) 2 40(2)
22 11 27(2),40(4),44(5) 0 -
47 10 20(5),21(5) 0 -
31 10 42(10) 0 -
7 10 21(7),27(1),32(1),43(1) 2 27(1),40(1)
42 9 45(9) 0 -
9 9 21(9) 2 12(1),28(1)
23 9 3(3),34(5),40(1) 10 34(1),35(6),40(1)
41 8 21(8) 0 -
35 8 30(6),40(2) 5 34(5)
13 8 21(5),27(2),43(1) 3 46(3)
5 7 3(3),27(1),29(1),40(1),45(1) 0 -
1 7 13(6),20(1) 3 26(1),43(1),46(1)
8 6 7(1),21()4,30(1) 7 26(1),30(2),43(3), 46(1)
12 5 27(6) 1 40(1)
27 5 45(5) 0 -
33 4 9(2),21(2) 0 -
26 4 39(2),43(2) 7 46(7)
2 3 14(1),38(2) 6 3(5),38(1)
30 2 47(2) 4 40(4)
32 2 21(2) 0 -
17 1 4(1) 3 38(3)
10 1 14(1) 3 38(1),40(2)
14 0 - 4 23(1),38(1),40(2)
25 0 - 1 28(1)
44 0 - 1 40(1)
3 0 - 1 38(1)
4 0 - 1 38(1)

† The three objects # 29, 40 and 45 are not listed in the table because both the methods
have correctly recognized them for all the 20 test views.

‡ The figures in brackets in column 3 (column 5) denote the no. of mismatches of the
object in column 1 with the corresponding object no. shown in column 3 (column 5).
− All the views of the corresponding objects are correctly matched
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Figure 5.3: Frontal views of three objects along with the corresponding mismatched ob-

jects for which M-CORD-Edge performed poorly. Row 1: object # 34 with the mis-

matched objects # 35, Row 2: object # 23 with the objects # 34, 35 and 40, and Row 3:

object # 21 with mismatched objects # 6, 7, 19 and 24.

not as visually similar as the objects in row 1 & 2. It is difficult to state the exact reasons

for this mismatch.

From Table 5.5, it can be seen that, the objects for which MNS failed most are # 20,

36, 21, 43, 34, 6, 38, 16, 19, 24, 37, 39, 18, 28, 11, 15, 22, 47, 31 and 7. MNS totally

failed to obtain correct matches for the first three of them. These three objects along

with the corresponding mismatched objects are shown in the Fig. 5.4. Figs. 5.5 and 5.4

clearly indicate the superior performance of the M-CORD method in comparison with

MNS method. Note also that the similarity between object # 21 and objects # 6, 7, 19

and 24 in the case of M-CORD-Edge [See row 3 of Fig. 5.3] is visually more than the

similarity between object # 21 and objects # 45 and 47 in the case of MNS [See row 3 of

Fig. 5.4].



5.3 Results and Comparisons 109

Table 5.4: A comparison of # of correct matches per object between MNS and M-CORD

Object # 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

# of correct Matches MNS 13 17 20 20 13 1 10 14 11 19 8 15 12 20 8 3

# of correct Matches M-CORD 17 14 19 19 18 19 18 13 18 17 18 19 17 16 18 15

Object # 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32

# of correct Matches MNS 19 7 4 0 0 9 11 5 20 16 15 8 20 18 10 18

# of correct Matches M-CORD 17 19 17 15 10 20 10 20 19 13 20 20 20 16 20 20

Object # 33 34 35 36 37 38 39 40 41 42 43 44 45 36 47

# of correct Matches MNS 16 1 12 0 5 2 6 20 12 11 1 20 20 20 10

# of correct Matches M-CORD 20 4 15 20 20 20 20 20 20 20 18 19 20 20 20

The different views in SOIL-47A data set are taken in the following way. The 0th

view of the object is its frontal view. 11th view corresponds to 9◦ clockwise rotation of

the object. 12th view corresponds to 18◦ clockwise rotation of it and so on. Thus 20th

view corresponds to its 90◦ clockwise rotation. 10th view corresponds to -9◦ clockwise

rotation, 9th view corresponds to -18◦ clockwise etc. Thus 1st view corresponds to -

90◦ clockwise rotation. Only the 0th view of every object is in the training set. Thus,

the dissimilarity is expected to increase as we move away from the frontal view. That

is as we move from view 10 to view 1 and from view 11 to view 20, the dissimilarity

is expected to increase. Hence, the recognition performance is expected to be poorer

towards the boundary of the tables (Tables 5.7 and 5.8 given here). Table 5.7 (proposed

method) shows this property but, Table 5.8 (MNS method), for a significant no. of rows,

does not show it. This itself is a good indicator regarding the better performance of the

proposed method.

5.3.2 Performance evaluation on COIL-100 datasets

COIL-100 is a widely used dataset for object recognition. We have considered eight dif-

ferent methods listed in Table 5.9 for comparison. Five different experiments have been

conducted to evaluate the performance of the M-CORD methods and they are compared
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Table 5.5: # of correct matches per object in the ascending order of # of correct matches

obtained using MNS
Obj. # # of Obj. # # of Obj. # # of Obj. # # of Obj. # # of

correct correct correct correct correct

matches matches matches matches matches

20 0 37 5 42 11 27 15 44 20

36 0 39 6 9 11 33 16 3 20

21 0 18 7 23 11 26 16 45 20

43 1 28 8 41 12 2 17 40 20

34 1 11 8 35 12 30 18 46 20

6 1 15 8 13 12 32 18 25 20

38 2 22 9 5 13 17 19 14 20

16 3 47 10 1 13 10 19

19 4 31 10 8 14 29 20

24 5 7 10 12 15 4 20

Table 5.6: # of correct matches per object in order of the ascending order of # of correct

matches obtained using M-CORD
Obj. # # of Obj. # # of Obj. # # of Obj. # # of Obj. # # of

correct correct correct correct correct

matches matches matches matches matches

34 4 30 16 43 18 39 20 22 20

23 10 17 17 7 18 31 20 36 20

21 10 13 17 25 19 40 20 45 20

8 13 10 17 44 19 33 20 27 20

26 13 1 17 12 19 41 20 46 20

2 14 19 17 6 19 28 20 38 20

35 15 15 18 3 19 42 20 47 20

20 15 5 18 4 19 37 20

16 15 11 18 18 19 29 20

14 16 9 18 24 20 32 20
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Table 5.7: Table describing the mismatched object for each view of each of the objects
in SOIL-47A using MNS method (For example, from the 9th row we can say that the
view no. 1 of object # 19 is mismatched with the frontal view of object # 13)†

Obj. # of View Numbers (1-20)
# mis- 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

matches

20 20 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45
36 20 21 21 21 21 21 21 21 21 21 21 21 21 21 21 21 21 21 21 21 21
21 20 45 45 45 47 45 45 47 45 45 47 47 47 47 47 47 47 47 45 45 45
43 19 - 47 45 47 47 47 47 47 47 47 47 47 47 47 47 47 47 47 47 47
34 19 35 30 30 30 35 35 30 35 - 35 35 35 35 35 35 35 35 35 30 14
6 19 21 21 21 21 21 47 47 47 - 47 47 47 47 47 47 21 47 21 21 21
38 18 42 42 45 45 45 42 42 42 45 45 42 45 42 42 45 42 42 42 - -
16 17 24 24 20 20 20 20 - - - 20 20 20 20 20 20 20 20 20 13 24
19 16 13 - - 20 - 20 20 45 - 20 20 20 20 20 20 20 20 20 13 20
24 15 43 - - - 45 45 45 45 45 45 45 45 45 45 45 45 45 45 - -
37 15 - 21 - 21 21 - - 21 - 21 21 21 21 21 21 21 21 21 21 21
39 14 - - 47 47 47 47 47 47 47 47 47 47 47 47 47 47 - - - -
18 13 27 27 27 27 27 27 27 - - - 27 - - - - 27 27 27 27 27
28 12 24 24 24 27 - - - - - 21 45 - - 24 24 24 - 25 24 32
11 12 27 - - 27 21 - 21 - - 21 21 21 21 21 - 21 21 - - 40
15 12 39 1 - - - - - 21 - 21 20 21 21 20 20 20 - - 13 21
22 11 44 40 44 40 44 - 44 - - - - - - - 44 40 27 27 - 40
47 10 21 21 20 20 21 20 - - - 20 - - - - - 20 - 21 - 21
31 10 - - - 42 42 - 42 42 - 42 42 42 42 42 - 42 - - - -
7 10 43 21 - 21 - - - - - - - - 21 21 - 21 21 32 21 27
42 9 - - - - - - 45 45 - 45 45 45 45 45 45 45 - - - -
9 9 - - - 21 - - - - - 21 21 21 21 21 21 21 21 - - -
23 9 40 3 - - - - 34 - - - - 34 34 34 - 34 - 3 - 3
41 8 - - - - 21 - - - - 21 21 - 21 21 21 - 21 - 21 -
35 8 30 30 30 - 30 - - - - 30 30 - - - - - - - 40 40
13 8 43 - 21 - 21 - - - - - 21 - 21 21 - - - - 27 27
5 7 40 3 3 27 - - - - - - 45 29 - - - - - - - 3
1 7 13 20 13 13 - - - - - - - - - - - - - 13 13 13
8 6 21 21 - 21 - - - - - - - 21 7 - - - - - - 30
12 5 27 27 27 - - - - - - - - - - - - - - - 27 27
27 5 - - - - - - 45 45 45 45 45 - - - - - - - - -
33 4 9 9 - - - - - - - - - - - 21 - - - - - 21
26 4 39 - 39 - - - - - - - - - - - - - - 43 - 43
2 3 38 14 - - - - - - - - - - - - - - - - - 14
30 2 - - - - - - - - - - - - - 47 - 47 - - - -
32 2 - - - - - - - - - - - - - - - - - - 21 21
17 1 - - - - - - - - - - - - - - - - - - - 4
10 1 14 - - - - - - - - - - - - - - - - - - -
29 0 - - - - - - - - - - - - - - - - - - - -
4 0 - - - - - - - - - - - - - - - - - - - -
44 0 - - - - - - - - - - - - - - - - - - - -
3 0 - - - - - - - - - - - - - - - - - - - -
45 0 - - - - - - - - - - - - - - - - - - - -
40 0 - - - - - - - - - - - - - - - - - - - -
46 0 - - - - - - - - - - - - - - - - - - - -
25 0 - - - - - - - - - - - - - - - - - - - -
14 0 - - - - - - - - - - - - - - - - - - - -

† The figure in each of the boxes of row no. 1-47 and column no. 3-22 indicates the
mismatched object number.

- indicates that the method has correctly recognized the object for that particular view.
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Table 5.8: Table describing the mismatched object for each view of each of the objects
in SOIL-47A using M-CORD method (For example, from the 2nd row we can say that
the view no. 1 of object # 23 is mismatched with the frontal view of object # 40)†

Obj. # of View Numbers (1-20)
# mis- 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

matches

34 16 - 35 35 35 35 35 35 35 35 35 35 35 35 35 35 35 35 - - -
23 10 40 - - - - - 34 34 - 35 35 35 35 35 34 35 - - - -
21 10 24 19 19 19 7 - - - - - - - - - - 19 19 19 19 6
8 7 26 43 43 43 - - - - - - - - - - - - - 30 30 46
26 7 46 46 46 46 - - - - - - - - - - - - - 46 46 46
2 6 38 3 3 - - - - - - - - - - - - - - 3 3 3
35 5 - - 34 34 - - - - - - - 34 - - - - - 34 34 -
20 5 19 19 - 19 - - - - - - - - - - - - - - 19 45
16 5 45 45 - - - - - - - - - - - - - - - 24 45 45
14 4 40 40 23 - - - - - - - - - - - - - - - - 38
30 4 40 40 - - - - - - - - - - - - - - - - 40 40
17 3 38 38 - - - - - - - - - - - - - - - - - 38
13 3 46 26 - - - - - - - - - - - - - - - - - 46
10 3 38 40 - - - - - - - - - - - - - - - - - 40
1 3 46 43 - - - - - - - - - - - - - - - - - 26
19 3 26 45 - - - - - - - - - - - - - - - - - 45
15 2 46 43 - - - - - - - - - - - - - - - - - -
5 2 40 40 - - - - - - - - - - - - - - - - - -
11 2 12 - - - - - - - - - - - - - - - - - - 9
9 2 28 - - - - - - - - - - - - - - - - - - 12
43 2 46 46 - - - - - - - - - - - - - - - - - -
7 2 40 - - - - - - - - - - - - - - - - - - 27
25 1 28 - - - - - - - - - - - - - - - - - - -
44 1 - - - - - - - - - - - - - - - - - - - 40
12 1 40 - - - - - - - - - - - - - - - - - - -
6 1 41 - - - - - - - - - - - - - - - - - - -
3 1 38 - - - - - - - - - - - - - - - - - - -
4 1 38 - - - - - - - - - - - - - - - - - - -
18 1 - - - - - - - - - - - - - - - - - - - 28
24 0 - - - - - - - - - - - - - - - - - - - -
39 0 - - - - - - - - - - - - - - - - - - - -
31 0 - - - - - - - - - - - - - - - - - - - -
40 0 - - - - - - - - - - - - - - - - - - - -
33 0 - - - - - - - - - - - - - - - - - - - -
41 0 - - - - - - - - - - - - - - - - - - - -
28 0 - - - - - - - - - - - - - - - - - - - -
42 0 - - - - - - - - - - - - - - - - - - - -
37 0 - - - - - - - - - - - - - - - - - - - -
29 0 - - - - - - - - - - - - - - - - - - - -
32 0 - - - - - - - - - - - - - - - - - - - -
22 0 - - - - - - - - - - - - - - - - - - - -
36 0 - - - - - - - - - - - - - - - - - - - -
45 0 - - - - - - - - - - - - - - - - - - - -
27 0 - - - - - - - - - - - - - - - - - - - -
46 0 - - - - - - - - - - - - - - - - - - - -
38 0 - - - - - - - - - - - - - - - - - - - -
47 0 - - - - - - - - - - - - - - - - - - - -

† The figure in each of the boxes of row no. 1-47 and column no. 3-22 indicates the
mismatched object number.

- indicates that the method has correctly recognized the object for that particular view.
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Figure 5.4: Frontal views of those three objects along with the corresponding mismatched

objects for which MNS method failed to correctly recognize even for a single view. Row

1: object # 20 with the mismatched object # 45. Row 2: object # 36 with the mismatched

object # 21, and, Row 3: object # 21 with the mismatched objects # 45 and 47.

to other methods found in the literature for this dataset. The experiments are classified

according to the number of training views considered for the experiments. All the test

images are matched with training views and the ranks of the correct matches are found.

The average values of rank 1 recognition are listed in Table 5.9. The results listed in

Table 5.9 for other methods are taken from the cited papers except for the method Extra

Tree + Random Sub-windows proposed by Mareeet al. [77]. These recognition rates

are obtained using the software PiXiT4 provided by Maree and PEPITe. Mareeet al. in

their paper reported results using HSV coding. However, the results reported in row 3

of Table 5.9 are generated using RGB coding because proposed method too uses RGB

4http://www.montefiore.ulg.ac.be/˜maree/pixit.html
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values. It can be seen that the recognition performance increases with the increase in

the number of training views of the objects. However, it is not always possible to have

different training views available to obtain the model descriptor and the increase in the

number of training views also increases the computational cost. Thus, a method should

be judged better when it produces better results with less number of training views. Ad-

ditionally, decreasing the number of training views increases demands on the method’s

generalization ability, and on the insensitivity to image deformations [103]. It can be seen

from Table 5.9 that the rank 1 recognition rate obtained using proposed methods is better

than other methods when one, two or four training views are considered. If eight training

views are considered then the best result (99.40%) is reported for LAF [103] compared

to 99.00% and 98.92% by M-CORD-Edge and M-CORD-Cluster respectively. In the

case of 18 training views per object proposed method, M-CORD-Edge, achieved recog-

nition rate (99.91%) which is equivalent to the best result reported in the literature for

LAF. However, M-CORD-Cluster achieved slightly less percentage of recognition. When

36 training views are considered M-CORD-Cluster achieved 99.92% recognition which

is slightly less compared to Sub-Windows [76]. But, proposed method M-CORD-Edge

produces the best result with perfect (100%) recognition on this dataset. This is for the

first time any method has obtained perfect recognition for COIL-100 dataset. Overall, M-

CORD-Edge produces uniformly better results compared to other methods except for the

case of eight training views per object and M-CORD-Cluster produces significantly better

results compared to other methods when one, two or four training views are considered.

It is to be noted that, in the proposed approach no object modeling is done from the

available training views to obtain a single M-CORD. The different training views of a

particular object are treated as if they are separate object images. Also no particular

method is used to select optimal training views for individual objects. Training views are

selected in different regular intervals to have the knowledge of the object from all possible

views. The different training views are selected as in [103] and [76], and are mentioned

in Table 5.9.
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Note: It is always a difficult task to implement one method exactly the way the authors

have implemented their algorithm, especially when there is a fine tuning of parameters

involved in the method. And, we believe authors are the best persons to tune the param-

eters involved in the algorithm. Hence, the results reported by the authors in their paper

are taken for comparison and no attempt is made to implement their methods to replicate

the results except in the case of MNS method. The results are not available for some of

the table entries. However, we do not take unwarranted advantage to show the superior

performance because for all such table entries for which results are available, proposed

methods have performed better. Moreover, for instance, the results using one training

view by proposed methods are better than the results using four and eight training views

per object in the case of SNoW/intensity, Linear SVM and NN in Table 5.9. Here it is

to be noted that the recognition rate increases with the increase in the number of training

views. Performance of the proposed methods is similar or better than the LAF method

when four or more number of training views are considered and for the case of 36 training

views proposed M-CORD-Edge has obtained perfect recognition. Thus LAF can at most

match the performance of the proposed method but can not better at least in the case of

COIL-100. We implemented the MNS method [Section 5.3.1] and found that the results

of our implementation are better than the results reported by the authors on SOIL-47A

and SOIL-24A datasets. But, we have not got satisfactory results on COIL-100 dataset

for the same method, probably due to poor tuning of parameters. It takes around 8 hours

for obtaining results on COIL-100 dataset using MNS method, for one set of parameter

values. Note that five parameters have to be tuned. The same parameter values used for

SOIL-47A, provided poor results on COIL-100 dataset. Hence, no results are reported

here using MNS method on COIL-100 dataset. It is difficult to do the tuning for all the

methods and for all the data sets. Because of this difficulty with the other methods, we

clearly specified the parameter values for the proposed methods.
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Table 5.9: COIL-100: Rank 1 recognition performance

No. of Training Views/Obj. 36 18 8 4 2 1

No. of Training images† 3600 1800 800 400 200 100

Training Views in◦ 0+k10 0+k20 0+k45 45+k90 0,90 0

M-CORD-Edge 100 99.91 99.00 96.50 93.36 86.56

M-CORD-Cluster 99.92 99.87 98.64 96.46 92.74 86.93

Extra-Trees + Random Sub-Windows RGB [77] 99.86 99.50 97.67 92.43 88.36 79.58

LAFs [103] – 99.90 99.40 94.70 87.80 76.00

Sub-windows [76] 99.94 99.61 98.47 95.06 88.00 75.17

Extra Trees [76] 99.67 97.96 92.45 87.64 75.09 63.90

SNoW/Edge [116] – 94.13 89.23 88.28 – –

SNoW/intensity [116] – 92.31 85.13 81.46 – –

Linear SVM [116] – 91.30 84.80 78.50 – –

NN [116] – 87.50 79.50 74.60 – –

† # of Test images in each case is 7200 - # of Training images

– indicates that results for the corresponding boxes are not available

5.3.3 Performance of the Proposed Method on ALOI

The last dataset considered is the ALOI-VIEW dataset. This is a huge dataset of 1000

objects and 72 different views for each of the object. Taking into consideration the com-

putational time required to obtain the recognition performance for such a huge collection

of images, only 250 objects (i.e, 18000 images) are selected from among 1000 objects

(i.e., 72000 images). It has been observed that several object images in the dataset possess

poor contrast. Additionally, many objects occupy very small area in the whole image. For

some of the images a very few number of MCNs are selected due to this reason. Hence, a

good representation of the object is not ensured. Thus, we have selected only 250 objects

(i.e, 25% of the total no of images) based on the average number of MCNs selected for

each object. These 250 objects are selected from the top of the sorted list of the 1000

objects based on the average number of MCNs. This ensures a good representation of the

considered objects. Hence, it can also be assumed that the selected images possess good

contrast to extract the desired features. Some of the images selected are shown in Fig. 5.1
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Table 5.10: ALOI: Recognition Performance

# of Tr. Views/Obj. 8 4 2 1

Total # Tr. Images† 2000 1000 500 250

View Angles in◦ 0 + k45 45+k90 0, 90 0

Using M-CORD-Cluster

Rank 1 98.89 95.28 86.67 75.15

Rank 2 99.67 97.55 90.46 81.10

Rank 3 99.84 98.12 92.27 83.48

Using M-CORD-Edge

Rank 1 98.68 93.94 82.63 69.77

Rank 2 99.39 96.34 87.30 76.28

Rank 3 99.62 97.08 89.56 79.68

† # of Test images in each case is 18000 - # of Train-

ing images

and the recognition performance is summarized in Table 5.10. It can be seen that proposed

method M-CORD-Edge and M-CORD-Cluster obtained moderately good recognition of

69.77% and 75.15% respectively, using one training view per object. Performance is not

as good as in the case of COIL-100 dataset because the increase in the number of object

classes increases the level of confusion between the objects and decreases the recognition

performance. But, both the methods achieved good recognition when more number of

views per objects are considered in the training set. This dataset is considered here to

show the performance of the proposed method on a larger dataset.

5.4 Performance of M-CORD using Enhanced Images

In many databases, due to poor contrast, the difference between object pixels and back-

ground pixels may not be prominent. This leads to poor output from the object recog-

nition methodology. In the ALOI-VIEW dataset there are several images which possess

poor contrast between object and background. Some of the images are shown in Fig. 5.5.

Due to the poor contrast, the signature of several objects are not properly determined.
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Table 5.11: List of the 250 objects from ALOI dataset used for the experiment

1 9 15 18 26 31 46 48 49 71 72 74

75 76 77 78 86 93 95 99 101 103 107 111

113 119 126 133 137 151 154 155 157 160 174 194

195 196 199 202 203 204 209 216 218 219 220 225

226 227 229 234 239 246 247 248 259 262 264 267

271 276 279 282 285 288 290 293 306 307 310 312

313 320 322 323 327 329 335 342 345 353 362 368

369 374 377 381 384 385 388 405 406 407 409 410

413 424 426 437 440 444 445 448 450 453 454 455

457 458 463 464 473 474 478 485 488 498 510 514

517 521 529 534 537 539 541 542 544 547 550 554

555 556 558 574 575 578 580 581 582 584 588 602

603 609 610 613 615 616 617 618 619 621 624 626

627 630 637 638 640 674 676 684 687 688 698 710

714 730 731 738 739 740 741 746 748 749 750 752

755 766 769 770 771 772 773 776 781 783 784 795

801 804 805 811 815 818 821 822 825 828 831 835

846 847 848 850 852 853 854 858 861 865 876 877

890 907 910 916 917 925 927 942 945 946 949 950

958 959 960 963 964 965 966 967 968 969 972 973

974 975 976 977 978 981 982 987 992 994
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Table 5.12: Average Time and Memory Utilization by Proposed Methods

M-CORD-Cluster

Window Size # of MCNs M-CORD size Extraction time taken

in bytes time in ms per match in ms

SOIL-47A(View0◦) 20× 20 371 4728 32700 16.9

SOIL-47A(View0◦) 10× 10 113 851 1208 3.1

SOIL-47A(Other views) 10× 10 45 338 241 –

COIL-100(All views) 16× 16 37 346 999 1.2

COIL-100(All views) 10× 10 18 135 94 0.2

M-CORD-Edge

SOIL-47A(View0◦) 20× 20 451 4781 5579 48.7

SOIL-47A(View0◦) 10× 10 232 1849 2876 19.2

SOIL-47A(Other views) 10× 10 79 1002 666 –

COIL-100(All views) 16× 16 50 453 115 2.2

COIL-100(All views) 10× 10 40 302 84 0.9

– No comparison time is reported since comparisons are done only be-

tween the images of “View0◦” and “Other views” and no matching is

performed between the images in “Other views” of SOIL-47A dataset.

Table 5.13: Performance of M-CORD-Edge on ALOI images with and with out Enhance-

ment

# of Training Views/Object 36 18 8 4 2 1

Training View Angles in◦ 0 + k10 0 + k20 0 + k45 45+k90 0, 90 0

Average recognition without Enhancement

rank 1 86.81 85.61 82.88 78.19 75.33 68.21

rank≤ 2 87.69 87.04 85.25 80.99 79.47 74.49

rank≤ 3 88.06 87.56 86.20 82.56 81.69 77.13

Average recognition with Enhancement

rank 1 99.39 98.80 96.52 92.25 86.43 78.38

rank≤ 2 99.86 99.63 98.38 95.79 91.31 86.34

rank≤ 3 99.94 99.80 98.88 96.97 93.69 89.59
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Figure 5.5: Row 1: Images possessing poor contrast from ALOI-VIEW dataset. Row 2:

Corresponding enhanced images

The hue-preserving color image enhancement procedure described inChapter 2is used

to enhance the images in the database using a contrast enhancement function shown in

Fig. 5.6.

To test the performance of the proposed representation scheme on enhanced images

using the hue-preserving color image enhancement scheme proposed inChapter 2, we

have considered the M-CORD-Edge because, M-CORD-Edge produced good results on

SOIL-47A and COIL-100 datasets. No experiment is conducted using using M-CORD-

Cluster on enhanced images because in all other cases, both M-CORD-Edge and M-

CORD-Cluster produced similar results. A collection of 100 images from ALOI-VIEW

dataset is considered based on the number of MCNs in each object image. It is already

seen in the cases of SOIL-47A and COIL-100 datasets that when the images possess good

contrast, the proposed M-CORD-Edge produced a good representation. As our objective

here is to test the performance of the proposed method on the object images with poor

contrast, we have adopted a different procedure for selection compared to the case men-

tioned in the last section to select 250 objects from ALOI-VIEW dataset. Here, only 100

objects are chosen subjectively. We have randomly selected those 100 objects for which

the number of MCNs for each of the images lies between 0 andmax mcns(say 30). It
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Figure 5.6: Enhancement function used to enhance the objects in ALOI-VIEW dataset

with poor contrast. It is a function of typef(x) = x
1
γ with γ = 2.5.

Table 5.14: List of the 100 objects from ALOI dataset used for the experiment

5 10 11 14 22 30 32 45 57 67

69 87 102 112 115 120 123 130 131 164

175 179 181 190 192 217 232 236 244 254

255 261 269 270 278 287 292 303 314 319

359 367 370 372 412 429 435 436 446 462

476 479 491 494 496 506 513 518 527 533

540 545 568 571 572 590 593 643 649 653

657 667 691 708 711 747 786 790 810 813

826 836 839 859 873 881 887 892 895 896

903 914 922 929 931 932 935 941 948 996
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may be noted that if there is contrast in the image we shall have many MCNs. Thus we

limited the no of MCNs so that the contrast in each of the 72 images of the selected ob-

jects is not high. Secondly, it is possible that, enhancement need not necessarily increase

the no of MCNs. Thus the 100 objects are chosen in such a way that, on an average, the

difference between no of MCNs before enhancement and no. of MCNs after enhancement

is more than 5. Thus it was a tedious task to select 100 objects. The figure 100 has been

considered from the point of view of ease in implementation. The 100 selected objects

are listed in Table 5.4.

Application of proposed enhancement scheme along with the M-CORD-Edge descrip-

tor and the object recognition scheme on the 100 selected objects provides better results.

It can be observed from Table 5.13 that recognition performance has improved due to

enhancement. However, it is not always necessary to use image enhancement before the

construction of object descriptor. This should be used when the images in the dataset

possess poor contrast.

It may be noted that the objects in COIL-100 and SOIL-47A possess good visual con-

trast. Hence, no contrast enhancement is needed for recognition. Thus, no experiments

were conducted on them using the enhancement for object recognition. Our belief is that

enhancement would work well for recognition if it is indeed needed. On the other hand,

if enhancement is not needed, then the performance of the recognition methodology may

deteriorate if an enhancement function is used in the processing stage.

5.5 Performance of M-CORD using Partially Occluded

Images

Proposed methods of object recognition have been implemented on COIL-100 dataset

to test the performance of the proposed representation schemes under partial occlusion.

Occlusion of the objects has been simulated by removing one half of the object portion

from the images before features are extracted. Some of the images are shown in Fig. 5.7.
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Figure 5.7: Example images from COIL-100 dataset. Half of the images is erased to

create occlusion

Table 5.15: COIL-100 : Performance of M-CORD in partially occluded images

# of Training Views/Object 18 8 4 2 1

Training View Angles in◦ 0 + k20 0 + k45 45+k90 0, 90 0

M-CORD-Edge 88.80 85.89 82.65 73.39 68.10

M-CORD-Cluster 92.37 88.25 84.47 79.09 73.52

LAF [103] 92.6 89.1 82.6 69.9 63.3
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The experiment is conducted as it is performed in the work by Obdrzaleket al. [103].

For the performance evaluation five different numbers of training views are considered.

M-CORDs of the training images are obtained using the full size image without occlusion

and all the M-CORDs for test images are obtained using the occluded images. The same

set of parameter values, which are used to generate the results for the proposed methods

in Table 5.9.

Rank 1 recognition rates are obtained by this experiment using proposed methods

along with the results from LAF are listed in Table 5.15. It can be seen that the perfor-

mance of the methods is affected by occlusion. The recognition performance is not as

good as the results without occlusion. However, the result using proposed methods is

much better than LAF when only one or two number of training images are considered.

When the number of training images is increased performance of the proposed methods

is similar to LAF. Comparison with only LAF is given since our experiment is similar to

LAF [103].

5.6 Discussion

Performance of the proposed methodology depends mainly on the number of MCNs se-

lected for each of the M-CORD and the size of the region selected. Here, region is a

square window of sizew ×w. The number of MCNs detected for each of the M-CORD

depends on the size of the window and the dissimilarity thresholdδmax. While the size of

the window is crucial for obtaining better regional description,δmax controls the number

of MCNs selected. The more is the value ofδmax, less is the number of MCNs selected.

The bigger is the size of the window, better is the representation. Larger windows in-

crease the computational cost of the method. Similarly, if too many MCNs are selected,

the methods suffer from the problem of over fitting and it also increases the recognition

time.

The values of all the parameters are selected on the basis of several experiments. Win-
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dows of three different sizes (w = 10, 16 and25) are selected for experiments in COIL-

100 dataset. Although, the results obtained are not significantly different, best results are

obtained usingw = 16 and is reported in Table 5.9. It is also seen from Table 5.12 that

the number of MCNs increases with the increase in the window size. The other parameter

values such asδmax-the dissimilarity parameter between two MCNs,min clst size-

the minimum number of pixels needed for a cluster to be valid andr-the parameter to

check the dissimilarity between two color vectors are selected by varying them over dif-

ferent intervals. The final values are selected by observing the MCNs selected on a num-

ber of images. The values ofr andmin clst size are varied between 10 and 60 and

best results are obtained usingr = 30 andmin clst size = 20. Similarly, the value

of δmax is varied between 20 and 80 and the best results are obtained usingδmax = 40.

The same parameter values are used for SOIL-47A dataset except for the window size,

to generate the results shown in Table 5.1. Initially, performance of the proposed methods

is tested on SOIL-47A using windows of sizew = 10 for both training and test views.

In the SOIL-47A dataset, the size of the frontal(training) view of the object is twice the

size of the other(test) views. Thusw = 20 is a reasonable size to be selected for the

frontal views when the window size for the test views is taken to be 10. This produces

better results compared to the case ofw = 10 for all the views.

The size of an M-CORD increases with the increase in the number of MCNs, resulting

in the increase in the memory required to store the M-CORD. Column 3 of Table 5.12

shows the figures for the memory used in bytes against the window size and number of

MCNs.

Time taken by a method depends on how efficiently the method is implemented, the

optimization criterion used, as well as the machine on which it is implemented. Proposed

methods are implemented using C in a 900 MHz Sun-Blade workstation. The implemen-

tation of the proposed methods can not be considered as optimal. But some clues can be

found regarding the running time for obtaining the M-CORDs and the average comparison

time between two M-CORDs.
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The time required for the computation of M-CORD is mainly dependent on the size of

the window and the size of the image. It also depends on the content of the image. If the

image is a complex and colorful texture image then the time taken to find the M-CORD

is more compared to a simple image with minimum number of colors and without any

texture. The effect of dissimilarity parameter is minimal. In case of M-CORD-Cluster,

computation time increases significantly with the increase in the size of the window due to

the clustering algorithm. But, the increase in the size of the window does not significantly

increase the computation time in the case of M-CORD-Edge.

The time and memory utilization by the proposed methods including the number of

MCNs per image are listed in Table 5.12 for two datasets. For SOIL-47A it can be seen

that the average number of MCNs detected for the frontal view is almost 2.5 times more

compared to the number of MCNs detected for other views withw = 10 for both test

and training views. This is because images of frontal view are almost twice the size of

the other views with more visible object surface, where as for some of the images with

the view angles closer to90◦, the visible object surface is not significant compared to

the frontal view. Thus for these images, less number of MCNs are detected. The time

required for matching between two M-CORDs is directly proportional to the number of

MCNs in each of the M-CORD. This can be seen from Table 5.12. When the number of

MCNs is more, time required per match is also more.

In the existing literature, MNS method [61, 82] has close resemblance with the pro-

posed methods. Experimentally, it has been seen that the performance of the proposed

methods is better than the MNS method.

Comparison between the two proposed ways of representations : It is to be noted that

M-CORD-Edge representation is richer than M-CORD-Cluster because M-CORD-Edge

can also be sensitive to the spatial distribution of the colors. Hence, M-CORD-Edge

produces better results than M-CORD-Cluster in the case of SOIL-47A and COIL-100.

But, rich representation in M-CORD-Edge is obtained at the cost of extra storage space

to store the M-CORDs and more comparison time between two M-CORDs. This can be
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observed from Table 5.12. In case of ALOI-VIEW dataset, although, the M-CORD-Edge

descriptors of the objects are rich, the performance in terms of recognition rate is not good

compared to M-CORD-Cluster. The possible reason may be the problem of over represen-

tation. Sometimes, the representation richer than needed is not helpful. It can also be seen

from Table 5.12 that the construction time and space requirement for M-CORD-Edge is

more than M-CORD-Cluster with a smaller window size (10× 10) but, the construction

time of the descriptor is less for a bigger window size compared to M-CORD-Cluster.

Comparatively poor but reasonably good recognition is obtained using M-CORD-Cluster

with smaller window sizes (10 × 10) for all the datasets. Thus to choose between two

methods one can opt for M-CORD-Cluster anticipating a reasonably good recognition

with a small window size such asw = 10. But, to get rich representation of the objects

and better results, M-CORD-Edge with bigger window size should be considered.

The main contribution of this chapter is the proposed representation (M-CORD) of an

object. Two dissimilarity measures, one is to compare between two M-CORDs and the

other one is to compare between two MCNs, have also been proposed. The strength of the

proposed methodology is the efficient representation of the colors appearing on the object

surface which preserves the local shape information. Proposed methods would perform

well when objects are multi-colored and, rich and colorful patterns appear on the object

surface.



Chapter 6

Conclusions, Discussion and Scope for

Further Works

In this thesis we have approached the problem of object recognition using colors appear-

ing on the object surface. In the process to design a complete object recognition system,

solutions to three different problems have been proposed. These three problems are Image

Enhancement, Edge Detection and Object Representation. Moreover, two similarity mea-

sures are proposed to compare two images. Image enhancement and edge detection are

the two problems which have been extensively studied by the researchers in the field of

image processing and computer vision. However, in this thesis these two problems have

been framed in new paradigms. Object representation is generally a first step in any object

recognition or image retrieval task. The performance of the object recognition or image

retrieval task highly depends on the kind of features and their representation scheme.

In Chapter 2of the thesis, an image enhancement scheme has been proposed. The

highlights of the method is the property of preserving the hue component of the color and

without encountering gamut problem. Hue is the most important component of a color

because change in hue can change the crucial properties of the image. There are some

methods which transform the image to other perceptually uniform color spaces such as

HSI, HSV, LHS etc., which decorrelate the hue, saturation and intensity components of the
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image. Processing is done in these color spaces without modifying the hue component.

However, to display the image, the processed image data in these color spaces have to

be transformed back to the RGB space and the transformations used to transform from

RGB space to these spaces are non linear in nature. Hence, it takes more computational

time and there is a chance of enhancing the noise in the original image. The problem

occurs when some of the values in the transformed image data (i.e. gray values in RGB

components) go out of bounds. The prevailing solutions, which takes care of these two

problems need improvements. InChapter 2, we have proposed a scheme by which both

the problems are taken care of simultaneously.

In the present study, only the hue component is given importance for preservation.

However, affect of the scheme on saturation component is not controlled. Thus some-

times the processed image becomes grayish with the increase in the intensity contrast.

This problem demands a solution. The proposed scheme can be used to extend several

gray scale image enhancement functions. Any particular image enhancement function is

not suitable for all kinds of images for enhancement. When we have thousands of images

to be enhanced, tuning the parameters used in the function and the selection of the right

kind function is almost an impossible task. This needs automatic selection of functions as

well as their parameters. In the context of image enhancement this problem necessitates

an elaborate study. Another problem needs attention is the formulation of a quantitative

measure that judges the qualitative improvement of the images induced by different en-

hancement functions. Although, these problems have been studied in the literature, in

the context of direct image enhancement schemes [1, 22, 133], they are far away from

attaining maturity.

In Chapter 3of the thesis, an edge detection method has been proposed. The mo-

tivation behind the method is to standardize the edge magnitudes to make the selection

of threshold values as easier as possible. Considerable success has been achieved in this

regard that is evident from the obtained results using the proposed method. In the present

scheme the correlation between the pixels in each individual component is incorporated.
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However, the cross correlation between the components has not been exploited. A deep

theoretical study is needed to exploit the cross correlation factor, which we believe will

produce still better results. In the literature, some measures are existing to compare the

performance of different edge detection methods such as the Pratt’s Figure of Merit, which

depends on the true edge map of the image. These measures are applicable on artificial

images only. In the case of natural images some kind of subjective evaluation is possible.

A similar study conducted by Heathet al. [47], which uses statistical evaluation pro-

cedures considering inputs regarding qualitative performance of different methods from

human observer, is needed.

In Chapter 4, an object representation methodology is presented which exploits the

local color structure of the images to represent the image. The color information is kept

by storing the mean values of the different parts of a local region and crucial shape fea-

tures is incorporated by exploiting the local color structure of the image. The scheme is

named as “Multi-Colored Region Descriptor (M-CORD)”. Each M-CORD is a combina-

tion the colors appearing in several “Multi-Colored Neighborhoods(MCN)”. Two differ-

ent methods namely, M-CORD-Edge and M-CORD-Cluster, have been suggested to find

the significantly different MCNs. M-CORD-Cluster employs a clustering algorithm to

determine MCNs whereas M-CORD-Edge utilizes the edge map of images to determine

the multi-colored regions.

In Chapter 5, the proposed image representation scheme is used to extract object sig-

natures and experiments are performed using both the methods. Two dissimilarity mea-

sures have been proposed to compare two objects. The two dissimilarity measures are

(1) for comparing two MCNs to find the significantly different MCNs and (2) for com-

paring two M-CORDs from two different images. Proposed methodologies are compared

in detail with the similar MNS method using the SOIL-47A dataset. It is found that the

proposed methods perform outstandingly compared to MNS method. Proposed repre-

sentation scheme exploits the color structure present in the images effectively. Proposed

methodologies have also been compared with some other existing methods on which re-
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sults are available on SOIL-47A and COIL-100 datasets. Results using proposed methods

on these datasets are found to be better when compared to the other methods considered

for comparison. Recognition performance of our methods is found to be significantly bet-

ter than the other methods for the cases of one, two or four training views and is similar or

better for the cases of more than four number of training views. The key behind the suc-

cess of our method is the use of color features that also carries the shape information. As

proposed representation scheme exploits the color structures appearing on the object sur-

face, it would perform better when the objects under consideration possess many colors

making a rich and colorful pattern on its surface.

There are several aspects to the problem of object recognition. Some of the aspects of

object recognition such as the invariant recognition under different illuminations, recog-

nition of objects when the images having multiple objects, and the deformation of objects

due to affine transformations are not explored in the present study. The problem of illumi-

nation invariance can be tackled by adopting similar techniques used by Mataset al. [82].

Recognition of objects when multiple objects are present in an image can be done by

including the spatial information of the detected MCNs. The scale invariant features to

some extent can be obtained by considering regions of different sizes in a particular loca-

tion to find the MCNs in a multi-resolution fashion. Problems of selecting scale and other

geometric invariant features due to different affine transformations are more challenging.

In the present representation scheme the local color structure has not been exploited to

represent the shape features to their fullest potential. This can be extended to a better

representation scheme by considering the relative positions of the different parts of the

local neighborhoods. These are some of the aspects of object recognition in the context

of object representation to be explored in future works.

Selection of optimal views for representation is a problem in 3D object recognition.

Generally, knowledge of objects from a single view is not sufficient for representation

[88,118] because shape and look of an object vary when it is viewed from different angles.

Thus information from different view points are needed to build a model for an object.
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An ideal solution is to keep the information from all possible views separately to build the

model set. However, in a large dataset, the difficulty in keeping such an enormous amount

of data is of two folds. First, more is the number of views considered in the model set,

more is the memory required to store information from these views. Second, decision

making process for each query object becomes lengthy and computationally intensive

when there are more number of views considered in the model set. The general practice

is to sample the view space in equal interval and keep the information from the selected

views. The problems in this approach are (a) how to determine the number of views to be

selected and (b) which views are to be considered. However, it is tenable to say that the

images of an object from two different views close to each other are correlated. But, the

amount of correlation varies from object to object. Thus the number of views needed to

build a model set varies with objects. This particular property could be exploited to select

a particular number of views automatically. Moreover, an optimal condition needs to be

set to automatically find the required views.

If we have a good representation scheme, the next challenging problem is to design

a generalized object classification scheme. Several methodologies in the literature have

been proposed using different machine learning tools for image classification such as

decision trees and support vector machines (SVM). The problem encountered using an

SVM with a local representation scheme is to design a proper kernel function for the

SVM because in many local representation schemes the feature vectors can be of different

sizes. Thus, it becomes difficult to find a distance between two feature vectors. There are

some kernels suggested in the literature in this regard but, there is also disagreement on

the mathematical validity of the suggested kernels [13, 72, 143]. It needs investigation

to design a suitable kernel function that takes care of the mathematical requirements and

heterogeneity present in the feature vectors.

The problem of designing a classification scheme to classify at different levels of

specificity is a very challenging problem in object recognition. Human beings can identify

objects at different levels of specificity at ease. Human beings can classify a collection
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of objects into animals, clothes, vehicles, birds, books etc., and at the same time human

beings can classify objects into classes such as living and non-living. The existing class

of representation and classification schemes in the literature are far from achieving this

level of accuracy for object identification and recognition at different levels of specificity.

This is an interesting problem to work upon.



Appendix A

Additional Results from Chapter 3

This appendix is prepared to show some additionl results using the proposed methods,

Ruzonet al.’s method and Cumani’s method. The results can be browsed through an

HTML file provided in the CD attached to the thesis. Please click on the link to Appendix

given in the index.html file.
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