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Chapter 0

Introduction

The main objective of this thesis is to develop an algebraic deformation theory, over

commutative local algebra base, for Leibniz algebras and its homomorphisms and to

give a concrete construction of a formal deformation which induces all other formal

deformations of a given Leibniz algebra satisfying some cohomological condition, which

is unique at the infinitesimal level − the so called “Versal deformation”.

Deformation theory dates back at least to Riemann’s 1857 memoir on abelian

functions in which he studied manifolds of complex dimension one and calculated

the number of parameters (called moduli) upon which a deformation depends. The

modern theory of deformations of structures on manifolds was developed extensively

by Frölicher-Nijenhuis [FN57], Kodaira-Spencer [KS58b], [KS58a], Kodaira-Nirenberg-

Spencer [KNS58], and Spencer [Spe62a], [Spe62b], [Spe65].

The study of deformations of algebraic structures was initiated by M. Gersten-

haber through his monumental works [Ger63], [Ger64], [Ger66], [Ger68], [Ger74]. He

introduced deformation theory for associative algebras and remarked that his methods

would extend to any equationally defined algebraic structure. The basic theorems and

features of algebraic deformation theory are all due to him. For a comparative study of

algebraic and analytic deformation theory see [Pip67].

The theory of Gerstenhaber was extended to Lie algebras by A. Nijenhuis and R. W.

Richardson, Jr. [NR66], [NR67a], [NR67b]. The deformation theory of Hopf algebras,

which relates to quantum groups, was studied by M. Gerstenhaber and S. D. Schack

in [GS90]. An algebraic deformation theory for associative algebra homomorphisms

was developed by Gerstenhaber and Schack [GS83, GS85]. For more recent results

on deformation theory following Gerstenhaber see [MM02], [Yau06], [Yau07], [Man07],

[Yau08].

Gerstenhaber’s theory was generalized in [Bal97] by D. Balavoine to develop formal

one parameter deformation theory for algebras over any quadratic operad, which in-
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Chapter 0: Introduction 2

cludes all the classical cases. He also deduced formal one parameter deformation theory

of Leibniz algebras from his theory.

Although formal deformation theory was developed in various categories following

Gerstenhaber and computations were made, but the question of obtaining all non-

equivalent deformations of a given object was not properly discussed for a long time.

The right approach to this is the notion of versal deformation − a deformation which

includes all non-equivalent ones. The existence of such a versal deformation for algebraic

categories follows from the work of M. Schlessinger [Sch68].

For Lie algebras it was worked out in [Fia88] and one can deduce it in other categories

as well. It turns out that (under some minor cohomology restrictions) there exists a

versal element, which is universal at the infinitesimal level. For Lie algebras an explicit

construction of versal deformations was given in [FF99]. The construction is parallel to

the general construction in deformation theory as in [Ill71,Pal76,Lau79,GM88,Kon94].

In this thesis we give a concrete construction of versal deformation for Leibniz alge-

bras [FMM08]. Following is a chapter-wise break-up of the thesis.

The notion of Leibniz algebras was introduced by J.-L. Loday [Lod93,Lod97,Lod01]

in connection with the study of periodicity phenomenon in algebraic K-theory, as a non-

antisymmetric analogue of Lie algebras. We recall that for a Lie algebra g the Chevalley-

Eilenberg complex is given by the exterior power module Λg. The non-commutative

analogue of the exterior module is the tensor module Tg. If we replace ∧ by ⊗ in the

formula for the boundary map d of the Chevalley-Eilenberg complex and put [xi, xj]

at the ith slot when i < j, we get a new complex for g, as the modified d satisfies

d2 = 0. It turns out that this new complex is valid for more general objects than Lie

algebras, as the only property of the Lie bracket, which is needed to prove d2 = 0 is

the Leibniz relation. This generalization of Lie algebras are called Leibniz algebras.

Leibniz algebras turns out to be the algebras over the quadratic operad Leib [Lod01]. A

(co)homology theory associated to Leibniz algebras has been developed by J.-L. Loday

and T. Pirashvili [LP93]. Throughout this thesis, K will denote the ground field and the

tensor product over K will be denoted by ⊗. In Chapter 1, we recall the definition of

Leibniz algebras, discuss some examples. We also recall the definition of Leibniz algebra

cohomology with coefficients in itself. Low dimensional Leibniz algebra cohomologies

will be extensively used in this thesis to develop the deformation theory in question. We

introduce cohomology modules associated to a Leibniz algebra homomorphism, which

will be relevant in the discussion of deformation of Leibniz algebra homomorphisms.

Chapter 2, is a review of results about Harrison cohomology of a commutative alge-

bra and its relation to extensions of the algebra. These results will be used subsequently.

The basic references for this chapter are [Hoc45,Har62,Bar68]. We recall the definition

of the Harrison complex of a commutative algebra A and the Harrison cohomology with
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coefficients in an A-module M . Next, we define extension of a commutative algebra A

by an A-module M , describe its relation to Harrison cohomology of A. We also recall

few basic properties that will be used later in this thesis.

In Chapter 3, we introduce the notion of deformations of Leibniz algebras and Leib-

niz algebra homomorphisms over a commutative local algebra base with multiplicative

identity, and introduce infinitesimal deformation and other basic definitions related to

deformations of a Leibniz algebra. We give a construction of an infinitesimal deforma-

tion η1 of a Leibniz algebra L for which dim(HL2(L;L)) is finite. We show that this

infinitesimal deformation is universal among the infinitesimal deformations of L with

finite dimensional local algebra base. We also prove a necessary and sufficient criterion

for equivalence of two infinitesimal deformations of a Leibniz algebra. At the end we

introduce the notion of infinitesimal deformations of Leibniz algebra homomorphisms

and obtain a necessary and sufficient condition for equivalence of two infinitesimal de-

formations in this case.

In Chapter 4, we address the question of extending a given deformation D =

(λ, µ; fλµ) of a Leibniz algebra homomorphism f : L −→M with a given base to a larger

base. This extension problem can be described as follows. Suppose D = (λ, µ; fλµ) is a

given deformation of a Leibniz algebra homomorphism f : L −→ M with local base A.

Let

0 −→M0
i
−→ B

p
−→ A −→ 0

be a given finite dimensional extension of A by M0. The problem is to obtain condition

for existence of a deformation D̃ of f with base B which extends the given deformation,

that is, p∗D̃ = D. We shall measure the possible obstructions that one might encounter

in the above extension process as certain 3-dimensional cohomology classes, vanishing

of which is a necessary and sufficient condition for an extension to exist. The set of

equivalence classes of possible extensions of a given deformation λ of L with base A,

admits certain natural actions and we shall investigate their relationship. We first take

up the case of extending deformations of Leibniz algebras and then consider the relative

problem of extending deformations of Leibniz algebra homomorphisms. In the last

section of this chapter, we study formal deformations and obtain a necessary condition

for non-triviality of a formal deformation. The results of this chapter will also enable

us to obtain a sufficient criterion for existence of a formal deformation with a given

differential and infinitesimal part. We end this chapter with the definition of a versal

deformation.

Chapter 5 is devoted to give a construction of versal deformation of a given Leibniz

algebra L with dim(HL2(L;L)) <∞. We begin with the universal infinitesimal defor-

mation η1 of L with base C1 as constructed in Chapter 3, and apply the tools developed

in Chapter 4 to get a finite dimensional extension η2 with base C2. We kill off the



Chapter 0: Introduction 4

possible obstruction associated to the extension problem for a specific extension of C1

to obtain η2 with base C2. We repeat this procedure successively to get a sequence of

finite dimensional extensions ηk with base Ck. The projective limit C = lim
←−
k→∞

Ck is a

complete local algebra and η = lim
←−
k→∞

ηk is a formal deformation of L with base C. We

show that the algebra base C can be described as a quotient of the formal power series

ring over K in finitely many variables. Finally we prove that the formal deformation η

is a versal deformation of L with base C.

It is well known that the construction of one parameter deformations of various al-

gebraic structures, like associative algebras or Lie algebras, involves certain conditions

on cohomology classes arising as obstructions. These condition are expressed in terms

of Massey brackets [Ret77,Ret93], which are, in turn, the Lie counterpart of classical

Massey products [Mas54]. The connection between obstructions in extending a given

deformation and Massey products was first noticed in [Dou61]. The aim of Chapter 6, is

to study this relationship in our context. More precisely, we use Massey n-operations as

defined in [Ret77] to establish this connection in the case of one parameter deformation

of a Leibniz algebra. Next, we use a general treatment of Massey brackets as intro-

duced in [FW01] to express the obstructions arising at different steps in the inductive

construction of a versal deformation as described in Chapter 5, in terms of these general

Massey brackets.

Finally, in Chapter 7, we discuss two examples to illustrate the theory developed

in this thesis. The first example is a three dimensional nilpotent Leibniz algebra for

which we compute a versal deformation. The next example is the three dimensional

Heisenberg Lie algebra. We deform this example viewing it as a Leibniz algebra to

show that not only we recover all the usual Lie algebra deformations, but we get some

new deformations which are Leibniz algebras and not Lie algebras. This example also

illustrate the fact that versal deformation of a Lie algebra L and that of L when viewed

as a Leibniz algebra may differ.



Chapter 1

Leibniz algebras and Leibniz

algebra cohomology

1.1 Introduction

The notion of Leibniz algebras was introduced by J.-L. Loday [Lod93,Lod97,Lod01] in

connection with the study of periodicity phenomenon in algebraic K-theory as a non-

antisymmetric analogue of Lie algebras. We recall that for a Lie algebra g the Chevalley-

Eilenberg complex is given by the exterior power module Λg. The non-commutative

analogue of the exterior module is the tensor module Tg. If we replace ∧ by ⊗ in the

formula for the boundary map d of the Chevalley-Eilenberg complex and put [xi, xj]

at the ith slot when i < j, we get a new complex for g, as the modified d satisfies

d2 = 0. It turns out that this new complex is valid for more general objects than Lie

algebras, as the only property of the Lie bracket which is needed to prove d2 = 0 is

the Leibniz relation. This generalization of Lie algebras are called Leibniz algebras.

Leibniz algebras turns out to be the algebras over the quadratic operad Leib [Lod01]. A

(co)homology theory associated to Leibniz algebras has been developed by Loday and

Pirashvili [LP93].

In this chapter we recall the definition of Leibniz algebras, discuss some examples.

We also recall the definition of Leibniz algebra cohomology. In the last section of this

chapter we introduce cohomology modules associated to a Leibniz algebra homomor-

phism. This will be used in subsequent chapters.

1.2 Leibniz algebras

Throughout this thesis, K will denote the ground field, and the tensor product over K

will be denoted by ⊗.

5
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Definition 1.2.1. A Leibniz algebra L is a K-module, equipped with a bracket operation

[−,−], which is K-bilinear and satisfies the Leibniz identity:

[x, [y, z]] = [[x, y], z] − [[x, z], y] for x, y, z ∈ L.

Any Lie algebra is automatically a Leibniz algebra, as in the presence of antisym-

metry, the Jacobi identity is equivalent to the Leibniz identity. Here are some more

examples.

Example 1.2.2. Let (L, d) be a differential Lie algebra with the Lie bracket [−,−]. Then

L is a Leibniz algebra with the bracket operation [x, y]d := [x, dy]. The new bracket on

L is called the derived bracket.

Example 1.2.3. On T̄ (V ) = V ⊕ V ⊗2 ⊕ · · · ⊕ V ⊗n ⊕ · · · there is a unique bracket that

makes it into a Leibniz algebra and verifies

v1 ⊗ v2 ⊗ · · · ⊗ vn = [· · · [[v1, v2], v3], · · · , vn] for vi ∈ V and i = 1, · · · , n.

This is the free Leibniz algebra over a K-module V .

Example 1.2.4. Let A be any associative K-algebra equipped with a K-module map

D : A −→ A satisfying D(x(Dy)) = (Dx)(Dy) = D((Dx)y) for x, y ∈ A. Then

[x, y] := x(Dy)− (Dy)x

is a Leibniz bracket on A. Some examples of D satisfying the above identity are as

follows:

1. D is an algebra map satisfying D2 = D,

2. A is a superalgebra (that is, any x ∈ A can be written uniquely as x = x+ + x−)

and D(x) = x+,

3. D is a square-zero derivation, that is,

D(xy) = (Dx)y + x(Dy) and D2x = 0 for x, y ∈ A.

Definition 1.2.5. For a Leibniz algebra L, set L1 = L,Lk+1 = [Lk, L] is the submodule

of L generated by all elements of the form [x, y] where x ∈ Lk and y ∈ L, for k ∈ N.

Then L is said to be nilpotent if there exists an integer n ∈ N such that

L1 ⊃ L2 ⊃ . . . ⊃ Ln = 0.

The smallest integer n for which Ln = 0 is called the nilindex of L.
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Example 1.2.6. Complex nilpotent Leibniz algebras have been classified up to isomor-

phism for dimension 2 and 3 in [Lod93] and [AO01]. In dimension 2 there are two

non-isomorphic nilpotent Leibniz algebras. One of them is abelian, the other is given

by the non-zero Leibniz bracket, [e1, e1] = e2, where {e1, e2} is a basis of the Leibniz

algebra.

In dimension 3 there are five non-isomorphic nilpotent Leibniz algebras and one

infinite family of pairwise non-isomorphic Leibniz algebras. They can be described as

follows. Let {e1, e2, e3} be a basis. In the following list we only mention the non-zero

brackets of basis elements.

λ1 : abelian.

λ2 : [e1, e1] = e2.

λ3 : [e2, e3] = e1, [e3, e2] = −e1.

λ4 : [e2, e2] = e1, [e3, e3] = αe1, [e2, e3] = e1;α ∈ C.

λ5 : [e2, e2] = e1, [e3, e2] = e1, [e2, e3] = e1.

λ6 : [e3, e3] = e1, [e1, e3] = e2.

Here is one geometric example [IdLMP99].

Recall that a Nambu-Poisson manifold M of order n is a differential manifold endowed

with skew-symmetric n-bracket of functions {−, · · · ,−} satisfying the Leibniz rule

{f1g1, f2, · · · , fn} = f1{g1, f2, · · · , fn}+ g1{f1, f2, · · · , fn}

for f1, · · · , fn, g1 ∈ C
∞(M,R), and the fundamental identity

{f1, · · · , fn−1, {g1, · · · , gn}} =

n
∑

i=1

{g1, · · · , {f1, · · · , fn−1, gi}, · · · , gn}.

Example 1.2.7. Let (M,Λ) be a Nambu-Poisson manifold of order n with Nambu-

Poisson bracket {−, · · · ,−} (where Λ is the associated skew-symmetric tensor of type

(n, 0),

Λ(df1, · · · , dfn) = {f1, · · · , fn} for f1, · · · , fn ∈ C
∞(M ; R)).

Then (∧n−1(C∞(M ; R)), {−,−}′) is a Leibniz algebra where

{f1 ∧ · · · ∧ fn−1, g1 ∧ · · · ∧ gn−1}
′ =

n−1
∑

i=1

g1 ∧ · · · ∧ {f1, · · · , fn−1, gi} ∧ · · · ∧ gn−1.
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1.3 Cohomology of Leibniz algebras

In this section we recall the Leibniz algebra cohomology with coefficients in a represen-

tation as introduced by J.-L. Loday and T. Pirashvili in [LP93].

Definition 1.3.1. Let L be a Leibniz algebra over K, a representation M of the Leibniz

algebra L is a K-module equipped with two actions (left and right) of L,

[−,−] : L×M −→M and [−,−] : M × L −→M such that

[x, [y, z]] = [[x, y], z] − [[x, z], y]

holds, whenever one of the variable is from M and the others from L.

In particular, L is a representation of itself with the action given by the bracket in

L. Often, we will represent an element x1 ⊗ x2 ⊗ · · · ⊗ xn ∈ L
⊗n by (x1, · · · , xn).

Definition 1.3.2. Let L be a Leibniz algebra and M be a representation of L. Let

CLn(L;M) := HomK(L⊗n,M), n ≥ 0, and

δn : CLn(L;M) −→ CLn+1(L;M)

be the K-homomorphism given by

δnf(x1, · · · , xn+1)

:= [x1, f(x2, · · · , xn+1)] +

n+1
∑

i=2

(−1)i[f(x1, · · · , x̂i, · · · , xn+1), xi]

+
∑

1≤i<j≤n+1

(−1)j+1f(x1, · · · , xi−1, [xi, xj ], xi+1, · · · , xj−1, x̂j , xj+1, · · · , xn+1).

(1.3.1)

The linear maps δn, n ≥ 0 satisfy δn+1 ◦ δn = 0.

Let f ∈ CLn(L;M) and x1, · · · , xn+2 ∈ L. Fix i, j with 1 ≤ i < j ≤ n + 2 and

consider the element (x1, · · · , xi−1, [xi, xj ], xi+1, · · · , x̂j , · · · , xn+2) ∈ L
⊗(n+1). We may

denote this element as (y1, · · · , yn+1) where yk = xk for k = 1, · · · , i − 1, i + 1, · · · , j −

1, yi = [xi, xj ] and yk = xk+1 for k = j, · · · , n+ 1.

Define

Fij(y1, · · · , yn+1) =
∑

1≤u<v≤n+1

(−1)v+1f(y1, · · · , yu−1, [yu, yv], . . . , ŷv, · · · , yn+1).

Using this notations we get the following Lemma.
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Lemma 1.3.3.

X =
∑

1≤i<j≤n+2

(−1)j+1Fij(y1, · · · , yn+1) = 0.

Proof. By expanding for all possible values of 1 ≤ i, j, u, v ≤ n+ 2 we get,

X =
∑

1≤i<j≤n+2

(−1)j+1Fij(y1, · · · , yn+1)

=
∑

1≤i<j≤n+2

(−1)j+1Fij(x1, · · · , xi−1, [xi, xj], xi+1, · · · , x̂j , · · · , xn+2)

=
∑

1≤i<j≤n+2

(−1)j+1
∑

1≤u<v≤i−1

(−1)v+1f(x1, · · · , xu−1, [xu, xv], xu+1, · · · , x̂v, · · · , [xi, xj ],

· · · , x̂j , · · · , xn+2)

+
∑

1≤i<j≤n+2

(−1)j+1
∑

u<v;1≤u≤i−1,v=i

(−1)v+1f(x1, · · · , xu−1, [xu, [xi, xj ]], xu+1, · · · ,

xi−1, x̂i, xi+1, · · · , x̂j , · · · , xn+2)

+
∑

1≤i<j≤n+2

(−1)j+1
∑

u<v;1≤u≤i−1,i<v<j

(−1)v+1f(x1, · · · , xu−1, [xu, xv], xu+1, · · · ,

[xi, xj ], · · · , x̂v , · · · , x̂j , · · · , xn+2)

+
∑

1≤i<j≤n+2

(−1)j+1
∑

u<v;1≤u≤i−1,j<v

(−1)vf(x1, · · · , xu−1, [xu, xv], xu+1, · · · , [xi, xj ], · · · ,

x̂j , · · · , x̂v, · · · , xn+2) · · · , x̂j , · · · , x̂v, · · · , xn+2)

+
∑

1≤i<j≤n+2

(−1)j+1
∑

u<v; u=i,v<j

(−1)v+1f(x1, · · · , xi−1, [[xi, xj ], xv ], xi+1, · · · , x̂v , · · · ,

x̂j, · · · , xn+2)

+
∑

1≤i<j≤n+2

(−1)j+1
∑

u<v; u=i,j<v

(−1)vf(x1, · · · , xi−1, [[xi, xj ], xv ], xi+1, · · · , x̂j , · · · , x̂v,

· · · , xn+2)

+
∑

1≤i<j≤n+2

(−1)j+1
∑

i<u<v<j

(−1)v+1f(x1, · · · , [xi, xj ], · · · , xu−1, [xu, xv ], xu+1, · · · , x̂v,

· · · , x̂j, · · · , xn+2)

+
∑

1≤i<j≤n+2

(−1)j+1
∑

i<u<j<v

(−1)vf(x1, · · · , [xi, xj ], · · · , xu−1, [xu, xv], xu+1, · · · , x̂j , · · · ,

x̂v, · · · , xn+2)

+
∑

1≤i<j≤n+2

(−1)j+1
∑

j<u<v

(−1)vf(x1, · · · , [xi, xj ], · · · , x̂j , · · · , xu−1, [xu, xv], xu+1, · · · ,

x̂v, · · · , xn+2).
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Notice that each term in the 1st sum on the right-hand side of the above expression

appears in the 9th sum with the opposite sign. Similarly the 3rd sum and the 4th sum on

the right-hand side of the above expression appear in the 8th and 7th sum respectively

with opposite sign. Thus by cancelling out these terms we get

X =
∑

1≤i<j≤n+2

(−1)j+1
∑

u<v;1≤u≤i−1,v=i

(−1)v+1f(x1, · · · , xu−1, [xu, [xv, xj ]], xu+1, · · · , xi−1, x̂v ,

xv+1, · · · , x̂j , · · · , xn+2)

+
∑

1≤i<j≤n+2

(−1)j+1
∑

u<v; u=i,v<j

(−1)v+1f(x1, · · · , xu−1, [[xu, xj ], xv], xu+1, · · · , x̂v, · · · ,

x̂j , · · · , xn+2)

+
∑

1≤i<j≤n+2

(−1)j+1
∑

u<v; u=i,j<v

(−1)vf(x1, · · · , xu−1, [[xu, xj ], xv], xu+1, · · · , x̂j , · · · ,

x̂v, · · · , xn+2).

If we interchange j and v in the 3rd sum of the right-hand side of the above expression

of X, then using the identity [xu[xv, xj ]]− [[xu, xv], xj ]+ [[xu, xj ], xv ] = 0 for xu, xv, xj ∈

L; 1 ≤ u, v, j ≤ n+ 2 we get X = 0.

Proposition 1.3.4. Let L be a Leibniz algebra over K and M be a representation of

the Leibniz algebra L. Then (CL∗(L;M), δ) is a cochain complex.

Proof. It is enough to show that δn+1 ◦ δnf = 0 for f ∈ CLn(L;M) and n ≥ 0. Let

x1, · · · , xn+2 ∈ L, then by the definition of δn in (1.3.1) we get,

δn+1 ◦ δnf(x1, x2, · · · , xn+2)

=[x1, δ
nf(x2, · · · , xn+2)] +

n+2
∑

i=2

(−1)i[δnf(x1, · · · , x̂i, · · · , xn+2), xi]

+
∑

1≤i<j≤n+2

(−1)j+1δnf(x1, · · · , xi−1, [xi, xj ], xi+1, · · · , xj−1, x̂j , xj+1, · · · , xn+2).

(1.3.2)

Now the first term on the right-hand side of (1.3.2) can be expanded by substituting

the expression of δnf(x2, · · · , xn+2) as follows.

[x1, δ
nf(x2, · · · , xn+2)]

=[x1, [x2, f(x3, · · · , xn+2)]] +

n+2
∑

i=3

(−1)i−1[x1, [f(x2, · · · , x̂i, · · · , xn+2), xi]]

+ [x1,
∑

2≤i<j≤n+2

(−1)jf(x2, · · · , xi−1, [xi, xj], xi+1, · · · , x̂j , · · · , xn+2)].

(1.3.3)
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Similarly, the second term on the right-hand side of (1.3.2) can be expressed as

n+2
∑

i=2

(−1)i[δnf(x1, · · · , x̂i, · · · , xn+2), xi]

=

n+2
∑

i=2

(−1)i[[x1, f(x2, · · · , x̂i, · · · , xn+2)], xi]

+

n+2
∑

i=2

(−1)i
∑

2≤u<i

(−1)u[[f(x1, · · · , x̂u, · · · , x̂i, · · · , xn+2), xu], xi]

+
n+2
∑

i=2

(−1)i
∑

u>i

(−1)u−1[[f(x1, · · · , x̂i, · · · , x̂u, · · · , xn+2), xu], xi]

+
n+2
∑

i=2

(−1)i
∑

u<v<i

(−1)v+1[f(x1, · · · , xu−1, [xu, xv], · · · , x̂v , · · · , x̂i, · · · , xn+2), xi]

+
n+2
∑

i=2

(−1)i
∑

u<i<v

(−1)v [f(x1, · · · , xu−1, [xu, xv], xu+1, · · · , x̂i, · · · , x̂v, · · · , xn+2), xi]

+
n+2
∑

i=2

(−1)i
∑

i<u<v

(−1)v [f(x1, · · · , x̂i, · · · , xu−1, [xu, xv ], xu+1, · · · , x̂v, · · · , xn+2), xi].

(1.3.4)

Also the third term on the right-hand side of (1.3.2) can be expressed as

∑

1≤i<j≤n+2

(−1)j+1δnf(x1, · · · , xi−1, [xi, xj ], xi+1, · · · , xj−1, x̂j , xj+1, · · · , xn+2)

=
∑

i=1, 2≤j≤n+2

(−1)j+1δnf([x1, xj ], x2, · · · , xj−1, x̂j , xj+1, · · · , xn+2)

+
∑

2≤i<j≤n+2

(−1)j+1δnf(x1, · · · , xi−1, [xi, xj ], xi+1, · · · , xj−1, x̂j , xj+1, · · · , xn+2)

=
n+2
∑

j=2

(−1)j+1[[x1, xj ], f(x2, x3, · · · , x̂j, · · · , xn+2)]

+
∑

2≤i<j≤n+2

(−1)j+1[x1, f(x2, · · · , xi−1, [xi, xj ], xi+1, · · · , x̂j , · · · , xn+2)]

+
∑

1≤i<j≤n+2

(−1)j+1
∑

2≤u≤i−1

(−1)u[f(x1, · · · , x̂u, · · · , xi−1, [xi, xj ], · · · , x̂j, · · · , xn+2), xu]

+
∑

2≤i<j≤n+2

(−1)i+j+1[f(x1, · · · , xi−1, ˆ[xi, xj ], xi+1, · · · , x̂j , · · · , xn+2), [xi, xj ]]

+
∑

1≤i<j≤n+2

(−1)j+1
∑

i<u<j

(−1)u[f(x1, · · · , xi−1, [xi, xj ], · · · , x̂u, · · · , x̂j , · · · , xn+2), xu]
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+
∑

1≤i<j≤n+2

(−1)j+1
∑

j<u≤n+2

(−1)u−1[f(x1, · · · , xi−1, [xi, xj], · · · , x̂j , · · · , x̂u, · · · , xn+2), xu]

+X.

(1.3.5)

By the above Lemma 1.3.3, we get X = 0. Notice that since M is a representation of

the Leibniz algebra L, if we use the identity

[x, [y, z]] − [[x, y], z] + [[x, z], y] = 0,

whenever one of the variable is from M and the others from L, we get the following.

1st term of (1.3.2) + 1st term of (1.3.4) (for i = 2) + 1st term of (1.3.5) (for j = 2)

= 0. Similarly,

2nd term of (1.3.2) + 1st term of (1.3.4)(for i > 2) + 1st term of (1.3.5) (for j > 2)

= 0,

and 2nd term of (1.3.4) + 3rd term of (1.3.4) + 4th term of (1.3.5) = 0.

On the other hand any element in 3rd term of (1.3.2) appears with opposite sign in the

2nd term of (1.3.5), so they cancel out. Similarly any element in 4th term, 5th term

or 6th term of (1.3.4) appears with opposite sign in the expression obtained from 3rd

term, 5th term or 6th term of (1.3.5).

Now the result will follow from this observation, if we substitute all the three terms

on the right-hand side of (1.3.2) from (1.3.3)-(1.3.5).

Definition 1.3.5. Let ZLn(L;M) = ker(δn) and BLn(L;M) = im(δn−1) be submod-

ules of CLn(L;M) consisting of cocycles and coboundaries respectively. The cohomology

of the Leibniz algebra L with coefficients in the representation M is defined by

HLn(L;M) := Hn(CL∗(L;M)) =
ZLn(L;M)

BLn(L;M)
.

When M = L with the action given by the bracket in L, we denote the cohomology

by HL∗(L;L).

A graded module V is a K-module together with a family {Vi}i∈Z of submodules of

V , such that V =
⊕

i Vi. The elements in Vi are called homogeneous of degree i.

Definition 1.3.6. A graded Lie algebra L is a graded module L = {Li}i∈Z together with

a linear map of degree zero, [−,−] : L⊗ L −→ L, x⊗ y 7→ [x, y] satisfying

(i)[x, y] = −(−1)|x||y|[y, x]

(ii)(−1)|x||z|[x, [y, z]] + (−1)|y||x|[y, [z, x]] + (−1)|z||y|[z, [x, y]] = 0
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for x, y, z ∈ L, where |x| denotes the degree of x.

A differential graded Lie algebra is a graded Lie algebra equipped with a differential

d satisfying

d[x, y] = [dx, y] + (−1)|x|[x, dy].

Definition 1.3.7. Let Sn be the symmetric group of n symbols. Recall that a per-

mutation σ ∈ Sp+q is called a (p, q)-shuffle, if σ(1) < σ(2) < · · · < σ(p), and,

σ(p + 1) < σ(p + 2) < · · · < σ(p + q). We denote the set of all (p, q)-shuffles in

Sp+q by Sh(p, q).

For α ∈ CLp+1(L;L) and β ∈ CLq+1(L;L), define α ◦ β ∈ CLp+q+1(L;L) by

α ◦ β(x1, . . . , xp+q+1)

=

p+1
∑

k=1

(−1)q(k−1){
∑

σ∈Sh(q, p−k+1)

sgn(σ)α(x1, . . . , xk−1, β(xk, xσ(k+1), . . . , xσ(k+q)),

xσ(k+q+1), . . . , xσ(p+q+1))}.

Then the direct sum CL∗(L;L) =
⊕

pCL
p(L;L) equipped with the bracket [−,−]

defined by,

[α, β] = α ◦ β + (−1)pq+1β ◦ α (1.3.6)

for α ∈ CLp+1(L;L) and β ∈ CLq+1(L;L), is a graded Lie algebra ( [Bal97]). The

grading being reduced by one from the usual grading. Moreover the coboundary can be

expressed by the Lie bracket in the graded Lie algebra as follows.

Lemma 1.3.8. Suppose α ∈ CLp+1(L;L), then δα = −[α, µ0], where µ0 is the 2-

cochain given by the Leibniz bracket in L.

Proof. Here δα ∈ CLp+2(L;L). Let x1, . . . , xp+2 ∈ L. Then from the definition of

coboundary we have,

δα(x1, . . . , xp+2)

= µ0(x1, α(x2, . . . , xp+2)) +

p+2
∑

j=2

(−1)jµ0(α(x1, . . . , xj−1, x̂j , xj+1, . . . , xp+2), xj)

+
∑

1≤k<j≤p+2

(−1)j+1α(x1, . . . , xk−1, µ0(xk, xj), xk+1, . . . , xj−1, x̂j , xj+1, . . . , xp+2).

(1.3.7)
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Now [α, µ0] = α ◦ µ0 + (−1)p+1µ0 ◦ α, where

α ◦ µ0(x1, . . . , xp+2)

=

p+1
∑

k=1

(−1)(k−1)
∑

σ∈Sh(1,p−k+1)

sgn(σ)α(x1, . . . , xk−1, µ0(xk, xσ(k+1)), xσ(k+2), . . . , xσ(p+2))

=
∑

1≤k<j≤p+2

(−1)jα(x1, . . . , xk−1, µ0(xk, xj), xk+1, . . . , xj−1, x̂j, xj+1, . . . , xp+2).

And

µ0 ◦ α(x1, . . . , xp+2)

=
∑

σ∈Sh(p,1)

sgn(σ)µ0(α(x1, xσ(2), . . . , xσ(p+1)), xσ(p+2)) + (−1)pµ0(x1, α(x2, . . . , xp+2))

=
∑

2≤j≤p+2

(−1)p+2−jµ0(α(x1, x2, . . . , xj−1, x̂j , xj+1, . . . , xp+2), xj)

+ (−1)pµ0(x1, α(x2, . . . , xp+2)).

Therefore

[α, µ0](x1, . . . , xp+2)

= {α ◦ µ0 + (−1)p+1µ0 ◦ α}(x1, . . . , xp+2)

=
∑

1≤k<j≤p+2

(−1)jα(x1, . . . , xk−1, µ0(xk, xj), xk+1, . . . , xj−1, x̂j , xj+1, . . . , xp+2)

+
∑

2≤j≤p+2

(−1)j+1µ0(α(x1, x2, . . . , xj−1, x̂j, xj+1, . . . , xp+2), xj)− µ0(x1, α(x2, . . . , xp+2)).

Thus δα = − [α, µ0].

Now let us consider the linear map d : CL∗(L;L) −→ CL∗(L;L) defined by dα =

(−1)|α|δα for α ∈ CL∗(L;L). Then we have

Lemma 1.3.9. The differential d of the graded Lie algebra CL∗(L;L) is a derivation

of degree 1. In otherwords, d[α, β] = [dα, β] + (−1)|α|[α, dβ] for α, β ∈ CL∗(L;L).

Proof. Let α ∈ CLp+1(L;L) and β ∈ CLq+1(L;L) then from definition we get

d[α, β]

= (−1)p+q+1δ[α, β]

= − (−1)p+q+1[[α, β], µ0]

= [µ0, [α, β]] (by antisymmetry of the graded Lie bracket [−,−])

= − (−1)q(p+1)[β, [µ0, α]]− (−1)p+q[α, [β, µ0]] (by the Jacobi identity of [−,−])
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= [[µ0, α], β] + (−1)p[α, (−1)qδβ]

= (−1)p+1[[α, µ0], β] + (−1)p[α, dβ]

= [(−1)pδα, β] + (−1)p[α, dβ]

= [dα, β] + (−1)p[α, dβ].

Thus we get the following result.

Proposition 1.3.10. The graded module CL∗(L;L) =
⊕

pCL
p(L;L) equipped with the

bracket defined by

[α, β] = α ◦ β + (−1)pq+1β ◦ α for α ∈ CLp+1(L;L) and β ∈ CLq+1(L;L)

and the differential map d by dα = (−1)|α|δα for α ∈ CL∗(L;L) is a differential graded

Lie algebra.

From the Lemma 1.3.9, it follows that if α, β are cocycles then [α, β] is also a cocycle,

and the cohomology class of [α, β] depends only on the class of α and β. Thus the bracket

[−,−] at the cochain level induces

[−,−] : HLp+1(L;L)⊗HLq+1(L;L) −→ HLp+q+1(L;L)

and we get the following corollary.

Corollary 1.3.11. The graded module HL∗(L;L) is a graded Lie algebra.

1.4 Cohomology for Leibniz algebra homomorphisms

The purpose of this last section is to define cohomology modules associated to a Leibniz

algebra homomorphism [MM]. We shall need them later in this thesis.

Let L and M be Leibniz algebras over K. For simplicity, we use the same notation

[−,−] for the brackets of L and M .

Definition 1.4.1. A K-linear map f : L −→ M is said to be a Leibniz algebra ho-

momorphism if it preserves the brackets. In other words, f([x, y]) = [f(x), f(y)] for

x, y ∈ L.

Let f : L −→ M be a Leibniz algebra homomorphism. We consider M as a repre-

sentation of L via f as follows.

The actions

[−,−] : L×M −→M, [−,−] : M × L −→M
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of L on M are respectively

[l,m] := [f(l),m], [m, l] := [m, f(l)]

for l ∈ L and m ∈M .

Define a cochain complex (CL∗(f ; f), d) as follows. Set CL0(f ; f) := 0. For n ≥ 1,

the module of n-cochains is

CLn(f ; f) := CLn(L;L)× CLn(M ;M) × CLn−1(L;M).

The coboundary dn : CLn(f ; f) −→ CLn+1(f ; f) is defined by the formula

dn(u, v;w) := (δnu, δnv; fu− vf − δn−1w) for (u, v;w) ∈ CLn(f ; f). (1.4.1)

Here δn on the right-hand side are the coboundaries of the complexes defining Leibniz

cohomology groups with appropriate coefficients. The map vf : L⊗n −→ M is the

linear map defined by vf(x1, · · · , xn) = v(f(x1), · · · , f(xn)), and fu is the composition

of maps.

By the Proposition 1.3.4, we have δn+1◦δnu = δn+1◦δnv = δn◦δn−1w = 0. Moreover

δn(fu) = fδnu; (δnv)f = δn(vf) for u ∈ CLn(L;L), v ∈ CLn(M ;M), and w ∈

CLn−1(L;M). So

fδnu− (δnv)f − δn(fu− vf − δn−1w) = fδnu− (δnv)f − δnfu+ δnvf = 0.

Thus dn+1 ◦ dn(u, v;w) = 0 for (u, v,w) ∈ CLn(f ; f), n ≥ 0. Hence we obtain

Proposition 1.4.2. (CL∗(f ; f), d) is a cochain complex.

The corresponding cohomology modules are denoted by

HLn(f ; f) := Hn((CL∗(f ; f), d)).

Next proposition relates HL∗(f ; f) to HL∗(L;L), HL∗(M ;M), and HL∗(L;M).

Proposition 1.4.3. If HLn(L;L) = 0 = HLn(M ;M), and HLn−1(L;M) = 0, then so

is HLn(f ; f).

Proof. Let (u, v;w) represents a cocycle in HLn(f ; f). Since HLn(L;L) = 0 =

HLn(M ;M), we get u = δn−1u1 and v = δn−1v1 for some (n − 1)-cochains u1 ∈

CLn−1(L;L) and v1 ∈ CL
n−1(M ;M). Now dn(u, v;w) = 0, so fu− vf − δn−1w = 0 =

(fδn−1u1− δ
n−1v1f − δ

n−1w) = δn−1(fu1−v1f −w). Therefore (fu1−v1f −w) is a co-

cycle in CLn−1(L;M). Since HLn−1(L;M) = 0, we get an element w1 ∈ CL
n−2(L;M)

such that δn−2w1 = (fu1 − v1f − w).
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Thus (u1, v1;w1) ∈ CLn−1(f ; f) and dn−1(u1, v1;w1) = (u, v;w). Consequently

every cocycle is a coboundary in CLn(f ; f).

We shall need a version of the above cohomology with coefficients which is described

as follows.

Let M0 be a finite dimensional K-module. For n ≥ 1 we have the isomorphisms:

CLn(L;M0 ⊗ L) ∼= M0 ⊗ CL
n(L;L), CLn(M ;M0 ⊗M) ∼= M0 ⊗ CL

n(M ;M) and

CLn(L;M0 ⊗M) ∼= M0 ⊗ CL
n(L;M).

Set M0 ⊗ CL
0(f ; f) = 0 and for n ≥ 1

M0 ⊗ CL
n(f ; f) := CLn(L;M0 ⊗ L)× CLn(M ;M0 ⊗M)× CLn−1(L;M0 ⊗M).

Define dn : M0 ⊗ CL
n(f ; f) −→M0 ⊗ CL

n+1(f ; f) by

dn(m1⊗u,m2⊗v;m3⊗w) := (m1⊗δ
nu,m2⊗δ

nv; (m1⊗fu−m2⊗vf −m3⊗δ
n−1w) )

for (m1 ⊗ u,m2 ⊗ v;m3 ⊗ w) ∈M0 ⊗ CL
n(f ; f).

Now

dn+1 ◦ dn(m1 ⊗ u,m2 ⊗ v;m3 ⊗ w)

= dn+1(m1 ⊗ δ
nu,m2 ⊗ δ

nv; (m1 ⊗ fu−m2 ⊗ vf −m3 ⊗ δ
n−1w) )

= (0, 0; m1 ⊗ f(δnu)−m2 ⊗ (δnv)f −m1 ⊗ δ
n(fu) +m2 ⊗ δ

n(vf) ) (1.4.2)

= (0, 0; 0).

Thus (M0⊗CL
∗(f ; f), d) is a cochain complex. We shall denote the corresponding nth

cohomology module by M0 ⊗HL
n(f ; f).
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Chapter 2

Harrison cohomology and related

results

2.1 Introduction

In this chapter we recall some results about Harrison cohomology of a commutative

algebra and its relation to extensions of the algebra. These results will be used subse-

quently. The basic references for this chapter are [Hoc45,Har62,Bar68]. We first recall

the definition of the Harrison complex of a commutative algebra A and the Harrison

cohomology with coefficients in an A-module M . Next, we define extension of a com-

mutative algebra A by an A-module M , describe its relation to Harrison cohomology of

A. We also recall few basic properties that will be used later in this thesis.

2.2 Harrison complex of a commutative algebra

Definition 2.2.1. By a K-algebra we mean an associative ring A, which is also a

K-module satisfying the conditions

k(xy) = (kx)y = x(ky), for k ∈ K and x, y ∈ A.

If the underlying ring is commutative then A is called a commutative algebra.

A local K-algebra is the one having a unique maximal ideal or equivalently if the set

of all the nonunits in A forms a maximal ideal.

Definition 2.2.2. Let A be a K-algebra, a bimodule M over A or, an A-bimodule is a

K-module equipped with two actions (left and right) of A

A×M −→M and M ×A −→M

19
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such that (am)a′ = a(ma′) for a, a′ ∈ A and m ∈M .

The actions of A and K on M are compatible, that is (λa)m = λ(am) = a(λm)

for λ ∈ K, a ∈ A and m ∈ M . When A has the identity 1 we always assume that

1m = m1 = m for m ∈M .

Given a bimodule M over A, the Hochschild complex of A with coefficients in M is

defined as follows.

Set Cn(A,M) = M ⊗A⊗n ;n ≥ 0 where A⊗n = A⊗ · · · ⊗A (n-copies). Let

δ : Cn(A,M) −→ Cn−1(A,M)

be the K-linear map given by

δ(m,a1, a2, . . . , an) = (ma1, a2, . . . , an) +

n−1
∑

i=1

(−1)i(m,a1, . . . , aiai+1, . . . , an)

+ (−1)n(anm,a1, . . . , an−1).

(2.2.1)

Then δ2 = 0 and the complex (C∗(A,M), δ) is called the Hochschild complex of A with

coefficients in the A-bimodule M . When M = A, where the actions are given by algebra

operation in A we denote the complex C∗(A,A) by C∗(A).

Let A be a commutative K-algebra with 1. The Harrison complex of A induced from

the Hochschild complex is defined as follows.

Consider Cn(A) = A ⊗ A⊗n where A operates on the first factor. If we denote the

element (a0, a1, · · · , an) ∈ Cn(A) by a0(a1, · · · , an) and write 1(a1, · · · , an) simply by

(a1, · · · , an), then the boundary

δ : Cn(A) −→ Cn−1(A)

is the A-linear map such that

δ(a1, a2, . . . , an) = a1(a2, . . . , an) +

n−1
∑

i=1

(−1)i(a1, . . . , aiai+1, . . . , an)

+ (−1)nan(a1, . . . , an−1).

(2.2.2)

For a1, a2, . . . , an ∈ A and 0 < p < n, set

sp(a1, a2, . . . , an) =
∑

σ∈Sh(p,n−p)

sgn(σ)(aσ(1), aσ(2), . . . , aσ(n)) ∈ Cn(A),

where Sh(p, q) is the set all (p, q)-shuffles as defined in Chapter 1. Let Shn(A) be the

A-submodule of Cn(A) generated by the chains sp(a1, a2, . . . , an) for a1, a2, . . . , an ∈
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A and 0 < p < n.

It follows from Proposition 2.2 in [Bar68] that δ(Shn(A)) ⊂ Shn−1(A). Thus we get

a chain complex Ch(A) = {Chn(A), δ} where Chn(A) = Cn(A)/Shn(A). This is known

as the Harrision chain complex for the algebra A with trivial coefficients.

Let M be a left A-module. Since A is commutative, M can be considered as an

A-bimodule. Consider the following complexes by taking − ⊗ M and Hom(−;M)

respectively.

· · ·
δn+2⊗id
−→ Chn+1(A)⊗M

δn+1⊗id
−→ Chn(A)⊗M

δn⊗id−→ Chn−1(A)⊗M · · ·

· · ·
δn−2

−→ Hom(Chn−1(A);M)
δn−1

−→ Hom(Chn(A);M)
δn

−→ Hom(Chn+1(A);M) · · ·

Definition 2.2.3. For an A-module M we set,

HHarr
n (A;M) = Hn(Ch(A)⊗M) and

Hn
Harr(A;M) = Hn(Hom(Ch(A),M)).

These are respectively the Harrision homology and cohomology modules of A with

coefficients in M .

In our discussion we mainly require first and second Harrison cohomologies. In low

dimension the Harrison cochain complex is given by

0 −→ Hom(A;M)
δ1
−→ Hom(S2A;M)

δ2
−→ Hom(A⊗3;M), where

δ1ψ(a, b) = aψ(b) − ψ(ab) + bψ(a) for ψ ∈ Hom(A;M)

δ2φ(a, b, c) = aφ(b, c) − φ(ab, c) + φ(a, bc) − cφ(a, b)

for φ ∈ Hom(S2A;M) and a, b, c ∈ A.

(2.2.3)

Note that Ch2(A) is by definition S2A, the symmetric product module of A.

Proposition 2.2.4. Let A be a commutative algebra with a maximal ideal M and M

be an A-module with MM = 0. Then we have the canonical isomorphisms,

HHarr
n (A;M) ∼= HHarr

n (A; K)⊗M and

Hn
Harr(A;M) ∼= Hn

Harr(A; K)⊗M.

Proof. Define

µ : HHarr
n (A; K)⊗M −→ HHarr

n (A;M) by µ([c]⊗m) = [c⊗m].

If c = δn+1α for some (n+1)-chain α ∈ Chn+1(A) then [c⊗m] = [δn+1α⊗m] = 0. So µ

is well-defined. Suppose µ([c]⊗m) = [c⊗m] where c⊗m is a boundary in Chn(A)⊗M ,
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then c ⊗m = δn+1α ⊗m for some (n + 1)-chain α ∈ Chn+1(A). Thus [c] ⊗m = 0 in

HHarr
n (A; K) ⊗M . So, µ is injective. From definition it is clear that µ is surjective.

Next define

F : Hn
Harr(A;M) −→ Hom(HHarr

n (A; K);M) by F ([φ])([c]) = φ(c).

G : Hn
Harr(A; K) ⊗M −→ Hom(HHarr

n (A; K);M) by G([φ]⊗ a)(c) = φ(c)a.

Here F (φ + δn−1(α))([c]) = φ(c) + δn−1α(c) = φ(c) + α(δnc) = φ(c), so F is well-

defined. From definition of F , it follows that if φ(c) = 0 for all cycles c ∈ Chn(A) then

φ is a coboundary. Thus F is injective.

To show that F is surjective, let us consider ρ ∈ Hom(HHarr
n (A; K);M). Then ρ

can be extended to a linear map f̃ in Hn
Harr(A;M) such that F (f̃) = ρ.

Similarly G is an isomorphism.

The next proposition gives an alternative description of the first Harrison cohomol-

ogy module of A with coefficients in M .

Definition 2.2.5. Let A be a K-algebra and M an A-module. By a derivation D :

A −→M (over K) we mean a K-linear map satisfying

D(ab) = aD(b) + bD(a).

Proposition 2.2.6. The module of derivations from A to M is H1
Harr(A;M).

Proof. By definition, H1
Harr(A;M) = ker(δ1)

{0} = ker(δ1).

Suppose ψ ∈ ker(δ1) then δ1ψ(a, b) = 0 for a, b ∈ A.

So ψ(a, b) = aψ(b) + bψ(a). Thus ψ : A −→ M is a derivation. On the other hand

a derivation f : A −→ M is in ker(δ1). Therefore H1
Harr(A;M) is the module of

derivations A −→M .

Let A be a local algebra with the maximal ideal M, and ε : A→ K be the canonical

augmentation. Thus ε is the algebra homomorphism with ε(1) = 1 and ker(ε) = M. We

consider K as an A-module, where the action of A on K, is given by the augmentation

ε. Explicitly, ak = ε(a)k, for a ∈ A and k ∈ K.

Corollary 2.2.7. The dual module of ( M

M2 ) corresponds bijectively to H1
Harr(A; K).

Proof. Let ψ ∈ H1
Harr(A; K). By Proposition 2.2.6, ψ can be viewed as a derivation

ψ : A −→ K.
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Suppose a ∈M2 so that a =
∑

i,jmimj for some mi,mj ∈M where i, j varies over

a finite set. Then

ψ(a) = ψ





∑

i,j

mimj





=
∑

i,j

ψ(mimj)

=
∑

i,j

(miψ(mj) +mjψ(mi))

=
∑

i,j

(ε(mi)ψ(mj) + ε(mj)ψ(mi))

= 0.

(2.2.4)

Moreover ψ(1) = 0, so ψ vanishes on K. Thus ψ : M −→ K is a linear map vanishing

on M2. In other words ψ ∈ (M/M2)′.

Conversely let φ ∈ (M/M2)′. Then φ defines a linear map φ̄ : A −→ K such that

φ̄(M2) = 0 and φ̄(1) = 0. For a1, a2 ∈ A = K⊕M let a1 = k1 +m1 and a2 = k2 +m2.

Now

φ̄(a1a2) = φ̄((k1 +m1)(k2 +m2))

= φ̄(k1k2 + k1m2 + k2m1 +m1m2)

= φ̄(k1k2) + k1φ̄(m2) + k2φ̄(m1) + φ̄(m1m2)

= k1φ̄(m2) + k2φ̄(m1)

= (k1 +m1)φ̄(k2 +m2) + (k2 +m2)φ̄(k1 +m1)

= a1φ̄(a2) + a2φ̄(a1).

So φ̄ is a derivation. Therefore by Proposition 2.2.6, φ̄ can be viewed as an element in

H1
Harr(A; K).

We will see later that first Harrison cohomology module has another significant

interpretation as the group of automorphisms of extensions of A by M .

2.3 Extension of algebras and relation to Harrison coho-

mology

In this section we first recall the definition of extension of a commutative algebra A by

an A-module M . Then we recall some important characterizations of first and second

Harrison cohomology modules of A in terms of extension of A by M .
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Definition 2.3.1. An extension of a commutative algebra A with maximal ideal M

by an A-module M satisfying MM = 0 is a commutative algebra B with an algebra

homomorphism p : B −→ A, a K-linear map i : M −→ B such that the following is an

exact sequence of K-modules

0 −→M
i
−→ B

p
−→ A −→ 0.

Moreover, if the image i(M), which is an ideal in B is denoted by N , then B-module

structure on N is induced by the A-module structure on M as follows.

nb = i(m)b = i(mp(b)).

In particular, N is an ideal in B with N2 = 0. For if n, n′ ∈ N with n = i(m) and

n′ = i(m′) where m,m′ ∈ M then nn′ = ni(m′) = i(p(n)m′) = 0, because p(n) = 0.

Therefore N2 = 0.

Given A and M as above we can always construct an extension by considering

B = A⊕M and i(m) = (0,m), p(a,m) = a. The algebra multiplication in B is given

by (a1,m1)(a2,m2) = (a1a2, a1m2 + a2m1) for a1, a2 ∈ A and m1,m2 ∈ M . This

extension is called the trivial extension of A by M .

Definition 2.3.2. Two extensions B and B′ of A by M are said to be isomorphic if

there is a K-algebra isomorphism f : B −→ B′ such that the diagram below commutes.

0 −−−−→ M
i

−−−−→ B
p

−−−−→ A −−−−→ 0
∥

∥

∥
f





y

∥

∥

∥

0 −−−−→ M
i′

−−−−→ B′ p′
−−−−→ A −−−−→ 0

Next result shows that the isomorphism classes of extension of A by M determine

and are determined by the second Harrison cohomology of A with coefficients in M .

Proposition 2.3.3. Elements of H2
Harr(A;M) corresponds bijectively to isomorphism

classes of extensions

0 −→M −→ B −→ A −→ 0

of the algebra A by A-module M .

Proof. Let f be a representative class of [f ] ∈ H2
Harr(A;M). So f : A⊗2 −→ M is a

symmetric linear map. Consider B = A⊕M and define

(a1,m1)(a2,m2) = (a1a2, a1m2 + a2m1 + f(a1, a2))

for (a1,m1), (a2,m2) ∈ B. Then 0 −→ M
i
−→ B

p
−→ A −→ 0 is an extension of A by
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M , where i(m) = (0,m) and p(a,m) = a for m ∈M and a ∈ A.

Suppose we take another representative f ′ of the class [f ] ∈ H2
Harr(A;M) and get an

extension B′ as above. Now f − f ′ = δ1g for some g ∈ Hom(A;M). Then φ : B −→ B′

defined by φ(a,m) = (a,m + g(a)) gives an isomorphism of the extension B and B′.

Thus [f ] ∈ H2
Harr(A;M) corresponds to an isomorphism class of extension of A by M .

Conversely, we consider an extension

0 −→M
i
−→ B

p
−→ A −→ 0

of A by M . Fix a section q : A −→ B of the projection p.

Define

α : B −→ A⊕M by α(b) = (p(b), i−1(b− q ◦ p(b))).

From definition α is a K-linear map. Now if α(b) = (0, 0) then p(b) = 0 and i−1(b) = 0,

hence b = 0. So α is an injective map. Suppose (a,m) ∈ A⊕M , take b = q(a) + i(m),

then p(b) = a and b− q ◦ p(b) = q(a) + i(m) − q(a) = i(m). Therefore α(b) = α(q(a) +

i(m)) = (a,m), showing α is an onto map. Thus α is a K-module isomorphism. Let

(a,m)q denotes the inverse image q(a) + i(m) of (a,m) ∈ A ⊕ M under the above

isomorphism α. Define φq : A⊗2 −→M by

φq(a1, a2) = i−1((a1, 0)q(a2, 0)q − (a1a2, 0)q) = i−1(q(a1)q(a2)− q(a1a2)) (2.3.1)

for a1, a2 ∈ A. Now for b1 = (a1,m1)q and b2 = (a2,m2)q in B we can describe the

element b1b2 as follows.

b1b2

= (a1,m1)q(a2,m2)q

= (q(a1) + i(m1))(q(a2) + i(m2))

= q(a1)q(a2) + q(a1)i(m2) + i(m1)q(a2) + i(m1)i(m2)

= q(a1)q(a2) + i(p ◦ q(a1)m2) + i(p ◦ q(a2)m1) (by the B-module structure on i(M))

= q(a1a2) + {q(a1)q(a2)− q(a1a2)}+ i(a1m2 + a2m1)

= q(a1a2) + i(a1m2 + a2m1 + φq(a1, a2))

= (a1a2 , a1m2 + a2m1 + φq(a1, a2))q.

Thus the multiplication in B can be written as,

(a1,m1)q(a2,m2)q = (a1a2 , a1m2 + a2m1 + φq(a1, a2))q.

Suppose (a1,m1)q, (a2,m2)q and (a3,m3)q ∈ B, using the associativity of the algebra
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multiplication in B, we get,

a1φq(a2, a3)− φq(a1a2, a3) + φq(a1, a2a3)− a3.φq(a1, a2) = 0.

or, δ2φq(a1, a2, a3) = 0. So φq ∈ Ch
2(A;M) = Hom(S2A;M) is a cocycle (cf. (2.2.3)).

Let q′ : A −→ B be another section of p. Replacing q by q′ in the above argument,

will give rise to a cocycle φq′ ∈ Hom(S2A;M). Set β = i−1 ◦ (q′ − q) ∈ Hom(A;M).

Then φq′−φq = δ1β. Thus for a given extension of A by M there is a unique cohomology

class [φq] in H2
Harr(A;M).

Let

0 −→M
i′
−→ B′ p′

−→ A −→ 0

be another extension of A by M which is isomorphic to the extension B we took before.

Let φ : B −→ B′ be an isomorphism of extensions B and B′. Thus the following

diagram commutes.

0 −−−−→ M
i

−−−−→ B
p

−−−−→ A −−−−→ 0
∥

∥

∥
φ





y

∥

∥

∥

0 −−−−→ M
i′

−−−−→ B′ p′
−−−−→ A −−−−→ 0

Then q′ = φ ◦ q : A −→ B′ is a section for p′. We have φq′ : S2A −→M defined by

φq′(a1, a2) = (i′)−1(q′(a1)q
′(a2)− q

′(a1a2)) (cf. (2.3.1))

Thus φq′(a1, a2) = (i′)−1(q′(a1)q
′(a2) − q′(a1a2)) = i−1(q(a1)q(a2) − q(a1a2)) =

φq(a1, a2). Consequently φq and φq′ represents the same class in H2
Harr(A;M).

We shall later need the following specific extension of a finite dimensional commu-

tative algebra A.

Observe that the action of A on K has an induced action on the moduleH2
Harr(A; K)′

as follows. For α ∈ H2
Harr(A; K)′ and a ∈ A we get, aα ∈ H2

Harr(A; K)′ given by

aα([ψ]) = ε(a)α([ψ]) where [ψ] ∈ H2
Harr(A; K).

Consider a linear map

µ : H2
Harr(A; K) −→ Hom(S2A; K) = (S2A)′ (2.3.2)

where µ([φ]) is a cocycle representing the class [φ]. We define this map by fixing its

values on a basis of H2
Harr(A; K) and then extend it linearly. Take the dual map of µ,

φA : S2A −→ H2
Harr(A; K)′. (2.3.3)
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So, φA(a1, a2)([α]) = µ([α])(a1, a2) for a1, a2 ∈ A and [α] ∈ H2
Harr(A; K). Here

δ2φA(a, b, c)([α]) = {aφA(b, c) − φA(ab, c) + φA(a, bc)− cφA(a, b)}([α])

= aµ([α])(b, c) − µ([α])(ab, c) + µ([α])(a, bc) − cµ([α])(a, b)

= 0 (cf. (2.2.3)).

Thus φA is a cocycle and represent a cohomology class in the second Harrison coho-

mology of A with coefficients in H2
Harr(A; K)′, where the action of A on H2

Harr(A; K)′

is induced by the action of A on K. By Proposition 2.3.3, the cohomology class of φA

determines an isomorphism class of extension represented by

0 −→ H2
Harr(A; K)′ −→ C −→ A −→ 0, (2.3.4)

where the algebra structure on C = A ⊕ H2
Harr(A; K)′ is determined by φA as in the

proof of Proposition 2.3.3. This extension does not depend, up to isomorphism, on the

choice of µ and possesses the following partial universal property.

Proposition 2.3.4. Let M be an A-module with MM = 0. Then the above extension

admits a unique homomorphism into an arbitrary extension

0 −→M
i′
−→ B

p′
−→ A −→ 0

of A.

Proof. Let [f ] ∈ H2
Harr(A;M) = H2

Harr(A; K)⊗M be the cohomology class determined

by the isomorphism class of the extension

0 −→M
i′
−→ B

p′
−→ A −→ 0.

This [f ] ∈ H2
Harr(A; K)⊗M defines a linear map

f̃ : H2
Harr(A; K)′ −→M (see Proposition 3.4.1 in Chapter 3).

Using this we get the following homomorphism of extensions.

0 −−−−→ H2
Harr(A; K)′

i
−−−−→ C

p
−−−−→ A −−−−→ 0

f̃





y





y

∥

∥

∥

0 −−−−→ M
i′

−−−−→ B
p′

−−−−→ A −−−−→ 0

The resulting homomorphism is unique as it is determined by [f ].

The following proposition shows that an extension B of a commutative local algebra
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A with identity by an A-module M is also local and has identity.

Proposition 2.3.5. Let

0 −→M
i
−→ B

p
−→ A −→ 0

be an extension of a commutative local algebra A with 1 by an A-module M satisfying

MM = 0, where M is the maximal ideal in A. Then B is local and has multiplicative

identity.

Proof. Let

0 −→M
i
−→ B

p
−→ A −→ 0

be an extension of a commutative local algebra A by an A-module M satisfying MM =

0, where M is the maximal ideal in A. Then by Proposition 2.3.3, this extension

determines a cocycle φq representing a cohomology class [φq] ∈ H
2
Harr(A; K) where q is

a section of the projection p : B −→ A.

Now δ2φq(1, 1, a) = 0, so φq(1, a) − φq(1, a) + φq(1, a) − aφq(1, 1) = 0. Therefore

φq(1, a) = aφq(1, 1). Consider the element (1,−φq(1, 1))q ∈ B. Then for any arbitrary

element (a,m)q ∈ B we have

(1,−φq(1, 1))q(a,m)q = (a,m− aφq(1, 1) + φq(1, a))q = (a,m)q.

So, (1,−φq(1, 1))q is the identity in B.

Observe that if we set φ′ = φq − δ1ψ, where ψ ∈ Hom(A;M) is arbitrary map

satisfying ψ(1) = φq(1, 1), then the cocycle φ′ satisfies φ′(1, a) = 0 for a ∈ A and

φ′ = φq′ for the section q′ = q− (i◦ψ) (see the proof of Proposition 2.3.3). With respect

to the identification B ∼= A ⊕M defined by q′, the multiplicative identity in B can be

expressed as (1, 0)q′ .

Next, we show that B is local.

Suppose M is the maximal ideal in A. Consider the ideal p−1(M) ⊂ B. Let N be

an ideal of B containing p−1(M). If possible, suppose there is an element x ∈ N such

that p(x) is not in M. But M is the unique maximal ideal in the local algebra A so

p(x) must be a unit in A, that is p(x)a1 = 1, for some a1 ∈ A. Since p is onto there is

a y ∈ B such that p(y) = a1. This implies p(xy) = p(x)p(y) = 1. Thus b = xy is an

element in N such that p(b) = 1. Now choose a section q : A −→ B of p with q(1) = b.

Then according to our earlier notations b = (1, 0)q . Now for any element (a,m)q ∈ B

we can write

(a,m)q = (1, 0)q(a,m− φq(1, a))q .

Since b = (1, 0)q ∈ N and N is an ideal of B we conclude that (a,m)q ∈ N.

Thus our assumption implies that N = B. Hence p−1(M) is maximal in B.
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Let us denote the maximal ideal of B by MB .

Corollary 2.3.6. For i(M) = N , we have MBN = 0.

Proof. Take an element x from MB and an element n ∈ N such that n = i(m), m ∈M .

Then xi(m) = i(p(x)m) = i(ε(p(x))m) = 0, where ε is the augmentation in A (cf.

Definition 2.3.1).

Let A denote the group of all automorphisms of any given extension.

Proposition 2.3.7. There is a one-to-one correspondence between the group A of au-

tomorphisms of any given extension,

0 −→M
i
−→ B

p
−→ A −→ 0

of A and H1
Harr(A;M).

Proof. Suppose f : B −→ B is a K-algebra isomorphism giving an automorphism of the

given extension,

0 −→M
i
−→ B

p
−→ A −→ 0.

Thus we get the following commutative diagram.

0 −−−−→ M
i

−−−−→ B
p

−−−−→ A −−−−→ 0
∥

∥

∥
f





y

∥

∥

∥

0 −−−−→ M
i

−−−−→ B
p

−−−−→ A −−−−→ 0

Now fix a section q : A −→ B of p. As in the proof of Proposition 2.3.3, we have a

linear isomorphism α : B ∼= A⊕M and let (a,m)q denote the inverse image q(a)+ i(m)

of (a,m) under this isomorphism.

Suppose f((a,m)q) = (f1((a,m)q), f2((a,m)q))q for (a,m)q ∈ B, where f1, f2 are

maps obtained from α ◦ f by taking projection into first and second components. By

the above diagram we have p ◦ f = p and f ◦ i = i. These in turn give f1((a,m)q) = a

and f2((0,m)q) = m respectively. Therefore for (a,m)q ∈ B, we get

f((a,m)q) = (f1((a,m)q), f2((a,m)q))q

or, f((a, 0)q + (0,m)q) = (a, f2((a,m)q))q

or, f((a, 0)q) + f((0,m)q) = (a, f2((a,m)q))q

or, (a, f2(a, 0)q)q + (0,m)q = (a, f2((a,m)q))q

or, (a, f2((a, 0)q) +m)q = (a, f2((a,m)q))q.
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So f2((a,m)q) = ψ(a) +m where the map ψ : A −→ M is given by ψ(a) = f2((a, 0)q).

Let a1, a2 ∈ A. Then (a1, 0)q, (a2, 0)q ∈ B. Since f is a K-algebra homomorphism, we

have,

f((a1, 0)q(a2, 0)q) = f((a1, 0)q)f((a2, 0)q)

or, f((a1a2, φq(a1, a2))q) = (a1, f2((a1, 0)q))q(a2, f2((a2, 0)q))q

or, (a1a2, φq(a1, a2) + ψ(a1, a2))q = (a1, ψ(a1))q(a2, ψ(a2))q

or, (a1a2, φq(a1, a2) + ψ(a1, a2))q = (a1a2, a1ψ(a2) + a2ψ(a1) + φq(a1, a2))q

or, ψ(a1a2) = a1ψ(a2) + a2ψ(a1)

or, δ1ψ(a1, a2) = 0.

(2.3.5)

Therefore ψ represents a cohomology class in H1
Harr(A;M).

Conversely, suppose ψ : A −→M is a linear map with δ1ψ = 0. So δ1ψ(1, 1) = 0, which

gives ψ(1) = 0 (cf. (2.2.3)).

Define, f : B −→ B by f((a,m)q) = (a,m+ψ(a))q . Then f(0, 1)q = (0, 1+ψ(1))q =

(0, 1)q and f is an automorphism of the given extension.

The assignment f 7→ [ψ] is the required bijection.

We shall use the following results ( [Har62]) in Chapter 5.

Proposition 2.3.8. Let A = K[x1, x2, · · · , xn] be polynomial algebra, and let M be the

ideal of polynomials without constant terms. If an ideal I of A is contained in M2, then

H2
Harr(A/I; K) ∼= (I/MI)′.

Proposition 2.3.9. If A,M and I are as in Proposition 2.3.8, then the extension

0 −→ H2
Harr(A/I; K)′ −→ C −→ A/I −→ 0

as given in (2.3.4) for A/I is

0 −→ I/MI
i
−→ A/MI

p
−→ A/I −→ 0,

where i and p are induced by the inclusions I →֒ A and MI →֒ I.

To simplify notations, we henceforth omit superscripts for coboundaries, it should

be clear from the context which coboundary is being used.



Chapter 3

Deformations of Leibniz algebras

and homomorphisms of Leibniz

algebras

3.1 Introduction

In this chapter we introduce the notion of deformations of Leibniz algebras and Leib-

niz algebra homomorphisms over a commutative local algebra base with multiplicative

identity, and introduce infinitesimal deformation and other basic definitions related to

deformations of a Leibniz algebra. We give a construction of an infinitesimal deforma-

tion η1 of a Leibniz algebra L for which dim(HL2(L;L)) is finite. Next, we show that

infinitesimal deformation η1 is universal among the infinitesimal deformations of L with

finite dimensional local algebra base. We also prove a necessary and sufficient criterion

for equivalence of two infinitesimal deformations of a Leibniz algebra. At the end we

introduce the notion of infinitesimal deformations of Leibniz algebra homomorphisms

and obtain a necessary and sufficient condition for equivalence of two infinitesimal de-

formations in this case. From now on we assume that K is a field of characteristic

zero.

3.2 Deformations

Let L be a Leibniz algebra and A be a commutative local algebra with identity 1

over K. Let M be the maximal ideal of A and ε : A −→ A/M ∼= K be the canonical

augmentation. Note that ε is an algebra homomorphism with ε(1) = 1 and ker(ε) = M.

By (A,M) we will mean that A is a commutative local algebra with 1 and M is the

maximal ideal in A.

31
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Definition 3.2.1. A deformation λ of L with base (A,M), or simply with base A, is an

A-Leibniz algebra structure on the tensor product A ⊗ L with the bracket [−,−]λ such

that

(ε⊗ id) : A⊗ L→ K⊗ L

is an A-Leibniz algebra homomorphism, where the A-Leibniz algebra structure on K ⊗

L ∼= L is given via ε, that is, a(k ⊗ l) = ε(a)k ⊗ l.

Remark 3.2.2. More generally, one has the notion of deformation with a commuta-

tive algebra base (not necessarily local) by fixing an augmentation. In this case, if the

base is also local, then any deformation over such base is called a local deformation.

Throughout, we will be concerned with deformations over local algebra base and we omit

the adjective local and simply use the term deformation.

Definition 3.2.3. A deformation λ over a commutative local algebra base A is called

infinitesimal (of first order) if M2 = 0. In general it is called a kth order deformation

when Mk+1 = 0.

Observe that if λ is a deformation as in Definition 3.2.1, then for l1, l2 ∈ L and

a, b ∈ A we have

[a⊗ l1, b⊗ l2]λ = ab[1⊗ l1, 1⊗ l2]λ,

by A- linearity of the bracket [−,−]λ. Thus to define a deformation λ of the Leibniz

algebra L, it is enough to specify the brackets [1 ⊗ l1, 1 ⊗ l2]λ for l1, l2 ∈ L. Moreover,

since (ε⊗ id) : A⊗ L→ K⊗ L is an A-Leibniz algebra homomorphism,

(ε⊗ id)([1 ⊗ l1, 1⊗ l2]λ) = [l1, l2] = (ε⊗ id)(1 ⊗ [l1, l2])

which implies

[1⊗ l1, 1⊗ l2]λ − 1⊗ [l1, l2] ∈ ker(ε⊗ id).

Hence we can write

[1⊗ l1, 1⊗ l2]λ = 1⊗ [l1, l2] +
∑

j

cj ⊗ yj,

where
∑

j cj ⊗ yj is a finite sum with cj ∈ ker(ε) = M and yj ∈ L.

Next we define the notion of deformation of a homomorphism of Leibniz algebras.

Definition 3.2.4. Let f : L −→M be a Leibniz algebra homomorphism from a Leibniz

algebra L to a Leibniz algebra M . A deformation D = (λ, µ; fλµ) of f with base (A,M)

(or simply with base A) consists of deformations λ and µ (with base A) of the Leibniz
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algebras L and M respectively along with an A-Leibniz algebra homomorphism

fλµ : (A⊗ L, λ) −→ (A⊗M,µ)

such that the following diagram commutes.

A⊗ L
fλµ
−−−−→ A⊗M

ε⊗id





y
ε⊗id





y

K⊗ L ∼= L
f

−−−−→ M ∼= K⊗M

Often we shall use the simpler notation fλµ to denote a deformation D = (λ, µ; fλµ)

of f . By A-linearity, fλµ is determined by its value fλµ(1⊗ l) ∈ A⊗M for l ∈ L. The

commutativity of the above diagram implies

fλµ(1⊗ l) = 1⊗ f(l) +
∑

j

mj ⊗ xj for mj ∈M and xj ∈M.

Remark 3.2.5. If the algebra A is a finite dimensional K-module and {mi}1≤i≤r is a

basis of M then a deformation λ of L can be written as

[1⊗ l1, 1⊗ l2]λ = 1⊗ [l1, l2] +

r
∑

i=1

mi ⊗ l
′
i for l1, l2, l

′
i ∈ L.

Similarly, a deformation fλµ of a Leibniz algebra homomorphism f : L −→ M can be

written as

fλµ(1⊗ l1) = 1⊗ f(l1) +

r
∑

j=1

mj ⊗ xj for l1 and xj ∈M.

Definition 3.2.6. Suppose λ1 and λ2 are two deformations of a Leibniz algebra L with

base A. We call them equivalent if there exists a Leibniz algebra isomorphism

φ : (A⊗ L, [−,−]λ1
)→ (A⊗ L, [−,−]λ2

)

such that (ε⊗ id) ◦ φ = (ε⊗ id).

We write λ1
∼= λ2 if λ1 is equivalent to λ2. The equivalence class of a deformation

λ will be denoted by < λ >.

Equivalence of two deformations (λ, µ; fλµ) and (λ′, µ′; fλ′µ′) of a Leibniz algebra

homomorphism f : L −→M with base A is defined as follows.

Definition 3.2.7. Any two deformations (λ, µ; fλµ) and (λ′, µ′; fλ′µ′) of f : L −→ M

with base A are said to be equivalent, written as (λ, µ; fλµ) ∼= (λ′, µ′; fλ′µ′), if there exist
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equivalences

Φλλ′ : (A⊗ L, [−,−]λ) −→ (A⊗ L, [−,−]λ′)

and Ψµµ′ : (A⊗M, [−,−]µ) −→ (A⊗M, [−,−]µ′)

such that Ψµµ′ ◦ fλµ = fλ′µ′ ◦ Φλλ′.

The equivalence class of a deformation (λ, µ; fλµ) will be denoted by < λ,µ; fλµ >.

We denote by λ0 the Leibniz algebra structure on A⊗ L given by

[1⊗ l1, 1⊗ l2]λ0
= 1⊗ [l1, l2] for l1, l2 ∈ L.

This is a deformation of L with base A. Any deformation of L with base A which is

equivalent to λ0 is called a trivial deformation. Similarly for a Leibniz algebra homo-

morphism f : L −→M , we have a deformation (λ0, µ0; fλ0µ0
) of f where

fλ0µ0
(1⊗ l) = 1⊗ f(l) ∈ A⊗M for l ∈ L,

and any deformation of f equivalent to (λ0, µ0; fλ0µ0
) is said to be a trivial deformation

of f .

3.3 Push-out of a deformation

Push-out is a method to produce new deformation from a given one by changing base

by a given homomorphism from the given base to a new base.

Suppose λ is a given deformation of a Leibniz algebra L with commutative local

algebra base with 1 and augmentation ε : A→ K. Let A′ be another commutative local

algebra with identity. Denote the augmentation of A′ by ε′. Suppose φ : A → A′ is an

algebra homomorphism with φ(1) = 1 so that (ε′ ◦ φ) = ε. Let ker(ε′) = M′ be the

maximal ideal in A′.

Definition 3.3.1. The push-out φ∗λ is a deformation of L with base (A′,M′) with

bracket [−,−]φ∗λ as given below. Consider A′ as an A-module by a′a = a′φ(a) so that

A′ ⊗ L = (A′⊗AA)⊗ L = A′⊗A(A⊗ L).

Then the deformation φ∗λ is given by the bracket

[a1
′ ⊗A (a1 ⊗ l1), a

′
2 ⊗A (a2 ⊗ l2)]φ∗λ = a′1a

′
2 ⊗A [a1 ⊗ l1, a2 ⊗ l2]λ

where a′1, a
′
2 ∈ A

′, a1, a2 ∈ A and l1, l2 ∈ L.
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Remark 3.3.2. If the bracket [−,−]λ is given by

[1⊗ l1, 1⊗ l2]λ = 1⊗ [l1, l2] +
∑

j

cj ⊗ yj for cj ∈M and yj ∈ L, (3.3.1)

then the bracket [−,−]φ∗λ can be written as

[1⊗ l1, 1⊗ l2]φ∗λ = 1⊗ [l1, l2] +
∑

j

φ(cj)⊗ yj. (3.3.2)

Proposition 3.3.3. With φ as above, (φ ⊗ id) : (A ⊗ L, λ) −→ (A′ ⊗ L, φ∗λ) is an

A-Leibniz algebra homomorphism.

Proof. For a⊗ l ∈ A⊗L, we have (φ⊗ id)(a⊗ l) = φ(a)⊗ l = aφ(1)⊗ l = a(φ⊗ id)(1⊗ l).

So φ⊗id is an A-linear map. We now show that (φ⊗id) preserves the brackets. Suppose

1⊗ l1, 1⊗ l2 ∈ A⊗ L , then

[(φ⊗ id)(1 ⊗ l1), (φ ⊗ id)(1 ⊗ l2)]φ∗λ

= [φ(1) ⊗ l1, φ(1) ⊗ l2]φ∗λ

= [1⊗A (1⊗ l1), 1 ⊗A (1⊗ l2)]φ∗λ

= 1⊗A [1⊗ l1, 1⊗ l2]λ

= 1⊗A {1 ⊗ [l1, l2] +
∑

j

cj ⊗ yj} ( by (3.3.1))

= 1⊗A (1⊗ [l1, l2]) +
∑

j

1⊗A (cj ⊗ yj)

= φ(1)⊗ [l1, l2] +
∑

j

φ(cj)⊗ yj

= (φ⊗ id){1 ⊗ [l1, l2] +
∑

j

cj ⊗ yj}

= (φ⊗ id)[1 ⊗ l1, 1⊗ l2]λ.

(3.3.3)

Remark 3.3.4. Observe that if λ is a deformation of a Leibniz algebra L with base A

then the push-out ε∗λ via ε is the original Leibniz bracket in L. To see this, note that

the Leibniz bracket ε∗λ on (K⊗L) = K⊗A (A⊗L) where the A-module structure on K

is given via ε, is obtained as follows.

For k1 ⊗A (a1 ⊗ l1), k2 ⊗A (a2 ⊗ l2) ∈ K⊗ L ∼= L,

[k1 ⊗A (a1 ⊗ l1), k2 ⊗A (a2 ⊗ l2)]ε∗λ

= k1k2 ⊗A [a1 ⊗ l1, a2 ⊗ l2]λ
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= k1k2 ⊗A a1a2[1⊗ l1, 1⊗ l2]λ

= k1k2 ⊗A a1a2



1⊗ [l1, l2] +
∑

j

cj ⊗ yj



 , cj ∈M, yj ∈ L, ( by (3.3.1) )

= k1k2 ⊗A (a1a2 ⊗ [l1, l2]) + k1k2 ⊗A a1a2





∑

j

cj ⊗ yj





= k1k2 ⊗A (a1a2 ⊗ [l1, l2]) +
∑

j

k1k2 ⊗A (a1a2cj ⊗ yj)

= k1k2ε(a1a2)⊗ [l1, l2] +
∑

j

k1k2ε(a1a2cj)⊗ yj

= k1k2ε(a1)ε(a2)⊗ [l1, l2] +
∑

j

k1k2ε(a1)ε(a2)ε(cj)⊗ yj

= [k1ε(a1)l1, k2ε(a2)l2] (since ε(cj) = 0, for cj ∈ ker(ε) = M)

= [k1 ⊗A (a1 ⊗ l1), k2 ⊗A (a2 ⊗ l2)].

Therefore ε∗λ is the given bracket in L.

Proposition 3.3.5. Push-out is preserved under composition, in other words, if φ :

A −→ A′ and ψ : A′ −→ A′′ are homomorphisms of commutative local algebras with 1

and φ(1) = 1, ψ(1) = 1 and λ is a given deformation of L with base A then (ψ ◦φ)∗λ =

ψ∗(φ∗λ).

Proof. φ : A −→ A′ and ψ : A′ −→ A′′. So we have two brackets [−,−](ψ◦φ)∗λ and

[−,−]ψ∗(φ∗λ) on A′′ ⊗ L. We need to show that they are equal.

As before, we write A′′⊗L = A′′⊗A (A⊗L), where A′′ is considered as an A-module

via ψ ◦ φ. Let a′′1 ⊗A (a1 ⊗ l1) and a′′2 ⊗A (a2⊗ l2) be any two elements in A′′⊗L. Then

by definition of push-out

[a′′1 ⊗A (a1 ⊗ l1), a
′′
2 ⊗A (a2 ⊗ l2)](ψ◦φ)∗λ

= a′′1a
′′ ⊗A [a1 ⊗ l1, a2 ⊗ l2]λ

= (a′′1a
′′
2)(a1a2)⊗A [1⊗ l1, 1⊗ l2]λ

= a′′1a
′′
2ψ(φ(a1))ψ(φ(a2))⊗A [1⊗ l1, 1 ⊗ l2]λ

= (a′′1 ⊗A′ φ(a1))(a
′′
2 ⊗A′ φ(a2))⊗A [1⊗ l1, 1 ⊗ l2]λ

(writing A′′ = A′′ ⊗A′ A′, an element a′′ψ(a′) corresponds to a′′ ⊗A′ a′)

= (a′′1a
′′
2φ(a1)φ(a2))⊗A [1⊗ l1, 1⊗ l2]λ

= a′′1a
′′
2 ⊗A′ (φ(a1)φ(a2)⊗A [1⊗ l1, 1⊗ l2]λ)

= a′′1a
′′
2 ⊗A′ (1⊗A a1a2[1⊗ l1, 1⊗ l2]λ)

= a′′1a
′′
2 ⊗A′ ⊗A′(1⊗A [a1 ⊗ l1, a2 ⊗ l2]λ)
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= a′′1a
′′
2 ⊗A′ ⊗A′([1⊗A a1 ⊗ l1, 1⊗A a2 ⊗ l2]φ∗λ) ( 1 on the right-hand side is 1 ∈ A′)

= [a′′1 ⊗A′ ((1 ⊗A a1)⊗ l1), a
′′
2 ⊗A′ ((1⊗A a2)⊗ l2)]ψ∗(φ∗λ)

= [(a′′1 ⊗A′ 1)⊗A (a1 ⊗ l1), (a
′′
2 ⊗A′ 1)⊗A (a2 ⊗ l2)]ψ∗(φ∗λ)

= [a′′1 ⊗A (a1 ⊗ l1), a
′′
2 ⊗A (a2 ⊗ l2)]ψ∗(φ∗λ).

Note that under the isomorphism A′′ ∼= A′′⊗A′ A′, an element a′′ corresponds to a′′⊗A′

1.

Let D = (λ, µ; fλµ) be a given deformation of a Leibniz algebra homomorphism

f : L −→M with base A. Then the push-out of D by φ : A −→ A′ is defined as follows.

Definition 3.3.6. The push-out φ∗D = (φ∗λ, φ∗µ;φ∗fλµ) is a deformation of f with

base A′ where φ∗λ and φ∗µ are as in Definition 3.3.1, and

φ∗fλµ : (A′ ⊗ L, φ∗λ) −→ (A′ ⊗M,φ∗µ)

is given by φ∗fλµ(a
′
1 ⊗A (a1 ⊗ l1)) = a′1 ⊗A fλµ(a1 ⊗ l1)

for a′1, a
′
2 ∈ A

′, a1, a2 ∈ A and l1, l2 ∈ L.

Proposition 3.3.7. Suppose λ and λ′ are two deformations of the Leibniz algebra L

with base A. If λ and λ′ are equivalent deformations of L with base A then φ∗λ and

φ∗λ
′ are also equivalent.

Proof. Let U : (A ⊗ L, λ) −→ (A ⊗ L, λ′) be an isomorphism of the Leibniz algebras λ

and λ′. Now consider the Leibniz algebras φ∗λ and φ∗λ
′ on

A′ ⊗ L = (A′ ⊗A A)⊗ L = A′ ⊗A (A⊗ L),

which are given by

[a1
′ ⊗A (a1 ⊗ l1), a

′
2 ⊗A (a2 ⊗ l2)]φ∗λ = a′1a

′
2 ⊗A [a1 ⊗ l1, a2 ⊗ l2]λ

and [a1
′ ⊗A (a1 ⊗ l1), a

′
2 ⊗A (a2 ⊗ l2)]φ∗λ′ = a′1a

′
2 ⊗A [a1 ⊗ l1, a2 ⊗ l2]λ′

where a′1, a
′
2 ∈ A

′, a1, a2 ∈ A and l1, l2 ∈ L.

Define an A′-linear map U ′ : (A′ ⊗ L, φ∗λ) −→ (A′ ⊗ L, φ∗λ
′) by

U ′(a′ ⊗A (a⊗ l)) = a′ ⊗A U(a⊗ l).
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Now

U ′[a1
′ ⊗A (a1 ⊗ l1), a

′
2 ⊗A (a2 ⊗ l2)]φ∗λ = U ′(a′1a

′
2 ⊗A [a1 ⊗ l1, a2 ⊗ l2]λ)

= a′1a
′
2 ⊗A U([a1 ⊗ l1, a2 ⊗ l2]λ)

= a′1a
′
2 ⊗A [U(a1 ⊗ l1), U(a2 ⊗ l2)]λ′

= [a1
′ ⊗A U(a1 ⊗ l1), a

′
2 ⊗A U(a2 ⊗ l2)]φ∗λ′

= [U ′(a1
′ ⊗A (a1 ⊗ l1)), U

′(a′2 ⊗A (a2 ⊗ l2))]φ∗λ′ .

So U ′ is a homomorphism of Leibniz algebra. It is clear that U ′ is bijective since U is

bijective and

(ε′ ⊗ id) ◦ U ′(a′ ⊗A (a⊗ l)) = (ε′ ⊗ id)(a′ ⊗A U(a⊗ l))

= (ε′ ⊗ id)(a′ ⊗A (φ⊗ id) ◦ U(a⊗ l))

= ε′(a′)(ε′ ◦ φ⊗ id) ◦ U(a⊗ l)

= ε′(a′)(ε ⊗ id) ◦ U(a⊗ l)

= ε′(a)(ε⊗ id)(a ⊗ l) (since (ε⊗ id) ◦ U = ε⊗ id)

= ε′(a)ε(a) ⊗ l

= ε′(a)ε′ ◦ φ(a)⊗ l

= (ε′ ⊗ id)(a′φ(a)⊗ l)

= (ε′ ⊗ id)(a′ ⊗A (a⊗ l)).

Consequently, U ′ is an equivalence of the Leibniz algebras φ∗λ and φ∗λ
′.

Proposition 3.3.8. Suppose D = (λ, µ; fλµ) and D′ = (λ′, µ′; fλ′µ′) are two deforma-

tions of a Leibniz algebra homomorphisms f : L −→M with base A then φ∗D and φ∗D
′

are also equivalent.

Proof. Let U : (A ⊗ L, λ) −→ (A ⊗ L, λ′) and V : (A ⊗M,µ) −→ (A ⊗M,µ′) gives

equivalences of D and D′.

So, U is an isomorphism of Leibniz algebras λ and λ′, V is an isomorphism of Leibniz

algebras µ and µ′ such that V ◦ fλµ = fλ′µ′ ◦ U .

We now consider the push-out deformations φ∗D = (φ∗λ, φ∗µ;φ∗fλµ) and φ∗D
′ =

(φ∗λ
′, φ∗µ

′φ∗fλ′µ′) of f with base A′.

Take U ′ : (A′⊗L, φ∗λ) −→ (A′⊗L, φ∗λ
′) defined by U ′(a′⊗A (a⊗ l)) = a′⊗AU(a⊗ l)

and V ′ : (A′⊗M,φ∗µ) −→ (A′⊗M,φ∗µ
′) defined by V ′(a′⊗A (a⊗x)) = a′⊗AU(a⊗x)

for a′⊗A (a⊗ l) ∈ A′⊗A (A⊗L) = A′⊗L and a′⊗A (a⊗x) ∈ A′⊗A (A⊗M) = A′⊗M .

From Proposition 3.3.7 it follows that U ′ and V ′, respectively give equivalences

φ∗λ ∼= φ∗λ
′ and φ∗µ ∼= φ∗µ

′. The homomorphisms φ∗fλµ and φ∗fλ′µ′ are given by
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φ∗fλµ(a
′⊗A (a⊗ l)) = a′⊗A fλµ(a⊗ l) and φ∗fλ′µ′(a

′⊗A (a⊗ l)) = a′⊗A fλ′µ′(a⊗ l) for

a′ ⊗A (a⊗ l) ∈ A′ ⊗ L. Then we get

φ∗fλ′µ′ ◦ U
′(a′ ⊗A (a⊗ l)) =φ∗fλ′µ′(a

′ ⊗A U(a⊗ l))

=a′ ⊗A fλ′µ′ ◦ U(a⊗ l)

=a′ ⊗A V ◦ fλµ(a⊗ l)

=V ′(a′ ⊗A fλµ(a⊗ l))

=V ′ ◦ φ∗fλµ(a
′ ⊗A (a⊗ l)).

Therefore it follows that φ∗D = (φ∗λ, φ∗µ;φ∗fλµ) and φ∗D
′ = (φ∗λ

′, φ∗µ
′;φ∗fλ′µ′) are

equivalent deformations of f with base A′.

Corollary 3.3.9. Push-out of a trivial deformation is trivial.

3.4 Construction of an infinitesimal deformation

In this section we construct a specific infinitesimal deformation of a Leibniz algebra L

with dim(HL2(L;L)) <∞, which turns out to be universal in the class of all infinites-

imal deformations of L.

Let L be a Leibniz algebra which satisfies the condition that the second cohomology

module HL2(L;L) is a finite dimensional module over K. This is true for example, if L

is a finite dimensional module over K. Thoughout this chapter, we denote HL2(L;L)

by H.

Consider the algebra C1 = K ⊕ H
′ by setting (k1, h1)(k2, h2) = (k1k2, k1h2 + k2h1)

where H
′ is the dual module of H. Observe that the second summand is an ideal of C1

with zero multiplication and we get the following trivial extension of K by H
′.

0 −→ H
′ i1−→ C1

p1
−→ K −→ 0, i1(α) = (0, α) and p1(k, α) = k.

Fix a K-linear map

µ : H −→ CL2(L;L) = Hom(L⊗2;L)

which takes a cohomology class into a cocycle representing it. Such a linear map µ can

be obtained by fixing its values on a basis of H and then extending it linearly. We need

the following isomorphism of K-modules.

Proposition 3.4.1. H
′ ⊗ L ∼= Hom(H ;L).

Proof. Let dim(H) = n. Suppose {hi}1≤i≤n is a basis of H and {gi}1≤i≤n is the dual

basis. Let ξ =
∑n

i=1 αigi ∈ H ′. Then for l ∈ L, ξ ⊗ l =
∑n

i=1 αi(gi ⊗ l) ∈ H
′ ⊗ L.
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Define a linear map F : H
′ ⊗ L −→ Hom(H;L) by F (gi ⊗ l) = φi ∈ Hom(H;L) where

φi(hj) = δij l for 0 ≤ i, j ≤ n. Then

F (ξ ⊗ l) = F

((

n
∑

i=1

αigi

)

⊗ l

)

=

n
∑

i=1

F (αigi ⊗ l) =

n
∑

i=1

αiφi.

Clearly F is linear and having kerF = {0}. Now let φ ∈ Hom(H;L) where φ(hi) =

βi ∈ L. Consider
∑n

i=1 gi ⊗ βi ∈ H
′ ⊗ L. Then

F

(

n
∑

i=1

gi ⊗ βi

)

(hj) =
n
∑

i=1

F (gi ⊗ βi)(hj) =
n
∑

i=1

δijβi = βj = φ(hj).

This shows that
∑n

i=1 gi⊗ βi ∈ H
′⊗L is the preimage of φ ∈ Hom(H;L), so F is onto.

Consequently F is an isomorphism.

By Proposition 3.4.1, we have

C1 ⊗ L = (K⊕H
′)⊗ L = (K ⊗ L)⊕ (H′ ⊗ L) = L⊕Hom(H ;L).

We use the above identification to define a bilinear bracket [−,−] on C1 ⊗L as follows.

For (l1, φ1), (l2, φ2) ∈ L⊕Hom(H ;L),

[(l1, φ1), (l2, φ2)] = ([l1, l2], ψ)

where the map ψ : H −→ L is given by

ψ(α) = µ(α)(l1, l2) + [φ1(α), l2] + [l1, φ2(α)] for α ∈ H .

Proposition 3.4.2. The K-module C1 ⊗L equipped with the bracket defined above is a

Leibniz algebra.

Proof. The bracket is clearly additive in each variable.

Let (l1, φ1), (l2, φ2) ∈ L⊕Hom(H;L) with [(l1, φ1), (l2, φ2)] = ([l1, l2], ψ). So

ψ(α) = µ(α)(l1, l2) + [φ1(α), l2] + [l1, φ2(α)] for α ∈ H.

Now for a ∈ C1,

a[(l1, φ1), (l2, φ2)] = a([l1, l2], ψ)

= (a[l1, l2], aψ)

= (ε(a)[l1, l2], ε(a)ψ)

= ( [ε(a)l1, l2], ε(a)ψ )
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= [(ε(a)l1, ε(a)φ1), (l2, φ2)]

= [(al1, aφ1), (l2, φ2)]

= [a(l1, φ1), (l2, φ2)].

Similarly,

a[(l1, φ1), (l2, φ2)] = a([l1, l2], ψ)

= (a[l1, l2], aψ)

= (ε(a)[l1, l2], ε(a)ψ)

= ([l1, ε(a)l2], ε(a)ψ)

= [(l1, φ1), (ε(a)l2, ε(a)φ2)]

= [(l1, φ1), (al2, aφ2)]

= [(l1, φ1), a(l2, φ2)].

This shows that the bracket [−,−] defined above on the module C1 ⊗ L is C1-bilinear.

It remains to check the Leibniz relation. Let (l1, φ1), (l2, φ2), (l3, φ3) ∈ L⊕Hom(H;L).

Suppose

[(l1, φ1), (l2, φ2)] = ([l1, l2], ψ12), [(l2, φ2), (l3, φ3)] = ([l2, l3], ψ23)

and [(l1, φ1), (l3, φ3)] = ([l1, l3], ψ13),

where

ψ12(α) = µ(α)(l1, l2) + [φ1(α), l2] + [l1, φ2(α)],

ψ23(α) = µ(α)(l2, l3) + [φ2(α), l3] + [l2, φ3(α)]

and ψ13(α) = µ(α)(l1, l3) + [φ1(α), l3] + [l1, φ3(α)].

Therefore,

[(l1, φ1), [(l2, φ2), (l3, φ3)]]− [[(l1, φ1), (l2, φ2)], (l3, φ3)][[(l1, φ1), (l3, φ3)], (l2, φ2)]

= [(l1, φ1), ([l2, l3], ψ23)]− [([l1, l2], ψ12), (l3, φ3)] + [([l1, l3], ψ13), (l2, φ2)]

= ([l1, [l2, l3]], ψ1(23))− ([[l1, l2], l3], ψ(12)3) + ([[l1, l3], l2], ψ(13)2)

= ([l1, [l2, l3]]− [[l1, l2], l3] + [[l1, l3], l2], ψ1(23) − ψ(12)3 + ψ(13)2).
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Observe that

(ψ1(23) − ψ(12)3 + ψ(13)2)(α)

= ψ1(23)(α)− ψ(12)3(α) + ψ(13)2)(α)

= µ(α)(l1, [l2, l3]) + [φ1(α), [l2, l3]] + [l1, ψ23(α)]− µ(α)([l1, l2], l3)

− [ψ12(α), l3]− [[l1, l2], φ3(α)] + µ(α)([l1, l3], l2) + [ψ13(α), l2] + [[l1, l3], φ2(α)]

= δµ(α)(l1, l2, l3) (by (1.3.1) in Chapter1)

= 0 (since µ(α) is a cochain representing α, δµ(α) = 0).

Thus we have,

[(l1, φ1), [(l2, φ2), (l3, φ3)]]− [[(l1, φ1), (l2, φ2)], (l3, φ3)] + [[(l1, φ1), (l3, φ3)], (l2, φ2)]

= 0 ∈ C1 ⊗ L.

So

[(l1, φ1), [(l2, φ2), (l3, φ3)]] = [[(l1, φ1), (l2, φ2)], (l3, φ3)]− [[(l1, φ1), (l3, φ3)], (l2, φ2)].

Since C1 is local with maximal ideal H
′ such that H

′2 = 0, we get an infinitesimal

deformation of L with base C1 = K⊕H
′.

Proposition 3.4.3. Up to an isomorphism, this deformation does not depend on the

choice of µ.

Proof. Let

µ′ : H −→ CL2(L;L)

be another choice for µ. Then for α ∈ H , the cochains µ(α) and µ′(α) in CL2(L;L)

represent the same cohomology class α. So µ(α)−µ′(α) is a coboundary. Hence we can

define a K-linear map

γ : H −→ CL1(L;L)

on a basis {hi}1≤i≤n of H by γ(hi) = γi with δγi = µ(hi)−µ
′(hi). Clearly, µ−µ′ = δγ.

Using the identification C1 ⊗ L ∼= L⊕Hom(H ;L), define

ρ : C1 ⊗ L −→ C1 ⊗ L by ρ((l, φ)) = (l, ψ),

where ψ(α) = φ(α) + γ(α)(l), l ∈ L and φ ∈ Hom(H ;L). Then ρ is a C1-linear

automorphism of C1⊗L with ρ−1(l, ψ) = (l, φ) with φ(α) = ψ(α)− γ(α)(l) for α ∈ H .

It remains to show that ρ preserves the bracket.



43 3.4 Construction of an infinitesimal deformation

Let (l1, φ1), (l2, φ2) ∈ C1 ⊗ L with ρ(l1, φ1) = (l1, ψ1) and ρ(l2, φ2) = (l2, ψ2). Suppose

[(l1, φ1), (l2, φ2)] = ([l1, l2], φ3) where φ3(α) = µ(α)(l1, l2) + [φ1(α), l2] + [l1, φ2(α)], and

[(l1, ψ1), (l2, ψ2)] = ([l1, l2], ψ3) where ψ3(α) = µ′(α)(l1, l2) + [ψ1(α), l2] + [l1, ψ2(α)].

Then

ψ3(α) = µ′(α)(l1, l2) + [ψ1(α), l2] + [l1, ψ2(α)]

= µ(α)(l1, l2)− δγ(α)(l1, l2) + [φ1(α) + γ(α)(l1), l2] + [l1, φ2(α) + γ(α)(l2)]

= µ(α)(l1, l2)− [l1, γ(α)(l2)]− [γ(α)(l1), l2] + γ(α)([l1, l2]) + [φ1(α), l2]

+ [γ(α)(l1), l2] + [φ1(α), l2] + [l1, φ2(α)] + [l1, γ(α)(l2)]

= µ(α)(l1, l2) + [φ1(α), l2] + [l1, φ2(α)] + γ(α)([l1, l2])

= φ3(α) + γ(α)([l1, l2]).

Hence ρ([l1, l2], φ3) = ([l1, l2], ψ3) = [(l1, ψ1), (l2, ψ2)] = [ρ(l1, φ1), ρ(l2, φ2)].

Therefore, up to an isomorphism, the infinitesimal deformation obtained above is inde-

pendent of the choice of µ.

We shall denote this deformation of L by η1.

Remark 3.4.4. Suppose {hi}1≤i≤n is a basis of H and {gi}1≤i≤n is the dual basis.

Let µ(hi) = µi ∈ CL2(L;L). Under the identification C1 ⊗ L ∼= L ⊕ Hom(H ;L),

an element (l, φ) ∈ L ⊕Hom(H ;L) corresponds to 1 ⊗ l +
∑n

i=1 gi ⊗ φ(hi). Then for

(l1, φ1), (l2, φ2) ∈ L⊕Hom(H;L) their bracket ([l1, l2], ψ) corresponds to

1⊗ [l1, l2] +

n
∑

i=1

gi ⊗ (µi(l1, l2) + [φ1(hi), l2] + [l1, φ2(hi)]).

In particular, for l1, l2 ∈ L we have

[1⊗ l1, 1⊗ l2]η1 = 1⊗ [l1, l2] +

n
∑

i=1

gi ⊗ µi(l1, l2).

The main property of η1 is that it is universal in the class of infinitesimal deforma-

tions with a finite dimensional local algebra base (Theorem 3.4.11).

Let C be the category of finite dimensional commutative local algebras with 1. Let

λ be any infinitesimal deformation of L with base (A,M) ∈ C. Let {mi}1≤i≤r be a

basis of M and {ξi}1≤i≤r be the corresponding dual basis. Any element ξ ∈M′ can be

extended as an element ξ ∈ A′ with ξ(1) = 0.

Define a cochain αλ,ξ ∈ CL
2(L;L) by

αλ,ξ(l1, l2) = (ξ ⊗ id)([1 ⊗ l1, 1⊗ l2]λ), for l1, l2 ∈ L. (3.4.1)
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Setting ψi = αλ,ξi for 1 ≤ i ≤ r, the Leibniz bracket (3.3.1) in terms of the basis of M

takes the form

[1⊗ l1, 1⊗ l2]λ = 1⊗ [l1, l2] +
r
∑

i=1

mi ⊗ xi

= 1⊗ [l1, l2] +

r
∑

i=1

mi ⊗ ψi(l1, l2).

(3.4.2)

Proposition 3.4.5. With λ as above, the cochain αλ,ξ ∈ CL
2(L;L) is a cocycle.

Proof. By definition of coboundary in (1.3.1), if we take l1, l2, l3 ∈ L then

δαλ,ξ(l1, l2, l3) =[l1, αλ,ξ(l2, l3)] + [αλ,ξ(l1, l3), l2]− [αλ,ξ(l1, l2), l3]

− αλ,ξ([l1, l2], l3) + αλ,ξ([l1, l3], l2) + αλ,ξ(l1, [l2, l3]).
(3.4.3)

For 1⊗ l1, 1⊗ l2, 1⊗ l3 ∈ A⊗ L,

(ξ ⊗ id)([1 ⊗ l1, [1⊗ l2, 1⊗ l3]λ]λ)

= (ξ ⊗ id)([1 ⊗ l1, 1⊗ [l2, l3]]λ + [1⊗ l1,
r
∑

j=1

mj ⊗ ψj(l2, l3)]λ) (using (3.4.2))

= αλ,ξ(l1, [l2, l3]) +

r
∑

j=1

(ξ ⊗ id)[1 ⊗ l1,mj ⊗ ψj(l2, l3)]λ.

Observe that,

(ξ ⊗ id)[1 ⊗ l1,mj ⊗ ψj(l2, l3)]λ

= (ξ ⊗ id)mj [1⊗ l1, 1⊗ ψj(l2, l3)]λ

= (ξ ⊗ id)mj

(

1⊗ [l1, ψj(l2, l3)] +

r
∑

k=1

mk ⊗ ψk(l1, ψj(l2, l3))

)

= (ξ ⊗ id)(mj ⊗ [l1, ψj(l2, l3)]) (λ being an infinitesimal deformation, M2 = 0)

= [l1, (ξ ⊗ id)(mj ⊗ ψj(l2, l3))].

Therefore (ξ ⊗ id)([1 ⊗ l1, [1 ⊗ l2, 1⊗ l3]λ]λ) can be written as

(ξ ⊗ id)([1 ⊗ l1, [1⊗ l2, 1⊗ l3]λ]λ) (3.4.4)

= αλ,ξ(l1, [l2, l3]) + [l1, (ξ ⊗ id)
r
∑

j=1

mj ⊗ ψj(l2, l3)]
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by using (3.4.2)

= αλ,ξ(l1, [l2, l3]) + [l1, (ξ ⊗ id)([1 ⊗ l2, 1⊗ l3]λ − 1⊗ [l2, l3])]

= αλ,ξ(l1, [l2, l3]) + [l1, αλ,ξ(l2, l3)] (since ξ(1) = 0).

Similarly

(ξ ⊗ id)([[1 ⊗ l1, 1⊗ l2]λ, 1⊗ l3]λ) = αλ,ξ([l1, l2], l3) + [αλ,ξ(l1, l2), l3] (3.4.5)

and (ξ ⊗ id)([[1 ⊗ l1, 1⊗ l3]λ, 1⊗ l2]λ) = αλ,ξ([l1, l3], l2) + [αλ,ξ(l1, l3), l2]. (3.4.6)

Thus using (3.4.4)-(3.4.6) in (3.4.3) we get,

δαλ,ξ(l1, l2, l3)

= {[l1, αλ,ξ(l2, l3)] + αλ,ξ(l1, [l2, l3])} − {[αλ,ξ(l1, l2), l3] + αλ,ξ([l1, l2], l3)}

+ {[αλ,ξ(l1, l3), l2] + αλ,ξ([l1, l3], l2)}

= (ξ ⊗ id)([1 ⊗ l1, [1⊗ l2, 1⊗ l3]λ]λ − [[1⊗ l1, 1⊗ l2]λ, 1⊗ l3]λ

+ [[1⊗ l1, 1⊗ l3]λ, 1⊗ l2]λ)

= 0 (since [−,−]λ satisfies the Leibniz relation on A⊗ L).

Let λ be a deformation of a Leibniz algebra L with base (A,M) ∈ C. Let M′ be the

dual of M. We shall use the following standard identifications.

Lemma 3.4.6. Hom(L;M⊗ L) ∼= M⊗Hom(L;L) ∼= Hom(M′;Hom(L;L))

Proof. Suppose {mi}1≤i≤r is a basis of M and {ξi}1≤i≤r is the corresponding dual basis

of M′. An arbitrary element in M⊗Hom(L;L) is of the form
∑

j aj⊗fj where j varies

over a finite sum and aj ∈M, fj ∈ Hom(L;L). Let aj =
∑r

i=1 cijmi for cij ∈ K, then

∑

j

aj ⊗ fj =
∑

j

(

r
∑

i=1

cijmi

)

⊗ fj =

r
∑

i=1

mi ⊗





∑

j

cijfj



 =

r
∑

i=1

mi ⊗ φi,

where φi =
∑

j cijfj ∈ Hom(L;L).

Define a K-linear map, G : M⊗Hom(L;L) −→ Hom(L;M⊗ L) by

G

(

r
∑

i=1

mi ⊗ φi

)

(l) =
r
∑

i=1

mi ⊗ φi(l) for l ∈ L.



Chapter 3: Deformations of Leibniz algebras and homomorphisms 46

Observe that G is an injective map. Suppose

G

(

r
∑

i=1

mi ⊗ φi

)

= 0 ∈ Hom(L;M⊗ L).

So we get,
∑r

i=1mi ⊗ φi(l) = 0 for l ∈ L. Equivalently,

(ξi ⊗ id)

(

r
∑

i=1

mi ⊗ φi(l)

)

= 0.

This gives φi(l) = 0 for l ∈ L. So, φi = 0.

Now let ρ2 be a linear map in Hom(L;M⊗L) then we have ρ2(l) ∈M⊗L for l ∈ L.

Suppose ρ2(l) =
∑r

i=1mi⊗li for some li ∈ L. We now define φi ∈ Hom(L;L), 1 ≤ i ≤ r

by

φi(l) = ξi ⊗ id(ρ2(l)) for l ∈ L.

Therefore

ρ2(l) =

r
∑

i=1

mi ⊗ φi(l) = G

(

r
∑

i=1

mi ⊗ φi

)

(l) for l ∈ L.

So
r
∑

i=1

G(mi ⊗ φi) = ρ2.

Therefore G is an onto map and consequently G is an isomorphism. The last isomor-

phism has already been proved in Proposition 3.4.1 and is given by

F : M⊗Hom(L;L) −→ Hom(M′;Hom(L;L))

where

F (mi ⊗ φi)(ξj) = δi,jφi ∈ Hom(L;L).

Proposition 3.4.7. Suppose λ1 and λ2 are infinitesimal deformations of a Leibniz

algebra L with base (A,M) ∈ C. Then λ1 and λ2 are equivalent if and only if αλ1,ξ and

αλ2,ξ represent the same cohomology class for ξ ∈M′.

Proof. Let dim(M) = r. Suppose {mi}1≤i≤r is a basis of M and {ξi}1≤i≤r be the

corresponding dual basis of M′. For ξi ∈M′, let aλ,ξi ∈ H be the cohomology class of the

cocycle αλ,ξi for any infinitesimal deformation λ of L with base A. The correspondences

ξi 7−→ αλ,ξi and ξi 7−→ aλ,ξi
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for 1 ≤ i ≤ r define homomorphisms

αλ : M′ −→ CL2(L;L) with δ ◦ αλ = 0 and aλ : M′ −→ H .

Let λ1 and λ2 be two equivalent deformations of the Leibniz algebra L with base A.

Then there exists an A-Leibniz algebra isomorphism

ρ : (A⊗ L, [−,−]λ1
) −→ (A⊗ L, [−,−]λ2

) with (ε⊗ id) ◦ ρ = (ε⊗ id).

Now A⊗ L = (K⊕M)⊗ L = (K⊗L)⊕ (M⊗L) = L⊕ (M⊗ L). Thus any element of

A ⊗ L is of the form (l,
∑r

i=1mi ⊗ li) where li ∈ L for 1 ≤ i ≤ r. By A-linearity, ρ is

determined by the values ρ(1⊗ l) for l ∈ L and hence ρ is of the form ρ = ρ1 + ρ2 where

ρ1 : L −→ L and ρ2 : L −→M⊗L. The map ρ1 must be the identity map id : L −→ L

by the compatibility (ε⊗ id) ◦ ρ = (ε⊗ id).

Under the isomorphisms in Lemma 3.4.6, we have

ρ2 7−→

r
∑

i=1

mi ⊗ φi 7−→ bρ (3.4.7)

where φi = (ξi ⊗ id) ◦ ρ2 and bρ(ξi) = φi. Thus we may write,

ρ(1⊗ l) =ρ1(1⊗ l) + ρ2(1⊗ l) = 1⊗ l +

r
∑

i=1

mi ⊗ φi(l) for l ∈ L.

The map ρ is a Leibniz algebra homomorphism if and only if

ρ([1 ⊗ l1, 1⊗ l2]λ1
) = [ρ(1 ⊗ l1), ρ(1 ⊗ l2)]λ2

for l1, l2 ∈ L. (3.4.8)

Set ψi
k = αλk,ξi 1 ≤ i ≤ r for k = 1 and 2. Then

[1⊗ l1, 1⊗ l2]λk
= 1⊗ [l1, l2] +

r
∑

i=1

mi ⊗ ψi
k(l1, l2).

Therefore

ρ([1 ⊗ l1, 1⊗ l2]λ1
)

=ρ(1⊗ [l1, l2] +

r
∑

i=1

mi ⊗ ψi
1(l1, l2))

=ρ(1⊗ [l1, l2]) +

r
∑

i=1

miρ(1⊗ ψi
1(l1, l2))
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= 1⊗ [l1, l2] +

r
∑

i=1

mi ⊗ φi([l1, l2]) +

r
∑

i=1

mi{1⊗ ψ
1
i (l1, l2) +

r
∑

j=1

mj ⊗ φj(ψi
1(l1, l2))}

= 1⊗ [l1, l2] +
r
∑

i=1

mi ⊗ φi([l1, l2]) +
r
∑

i=1

mi(1⊗ ψi
1(l1, l2))

( as mimj = 0, λ1 being infinitesimal ).

Similarly

[ρ(1 ⊗ l1), ρ(1 ⊗ l2)]λ2

= 1⊗ [l1, l2] +

r
∑

i=1

mi ⊗ ψ
2
i (l1, l2) +

r
∑

i=1

mi ⊗ [l1, φi(l2)] +

r
∑

i=1

mi ⊗ [φi(l1), l2].

Thus (3.4.8) holds if and only if,

[ρ(1 ⊗ l1), ρ(1 ⊗ l2)]λ2
− ρ([1⊗ l1, 1⊗ l2]λ1

) = 0.

Equivalently,
r
∑

i=1

mi ⊗ (ψ2
i (l1, l2)− ψ

1
i (l1, l2)) +

r
∑

i=1

mi ⊗ δφi(l1, l2) = 0 holds

for l1, l2 ∈ L.

Equivalently, ψ1
i (l1, l2)− ψ

2
i (l1, l2) = δφi(l1, l2), for l1, l2 ∈ L holds.

Equivalently, αλ1,ξi − αλ2,ξi = δφi for 1 ≤ i ≤ r.

Thus λ1 and λ2 are equivalent if and only if aλ1
= aλ2

.

Suppose (A,M) ∈ C. The algebra A/M2 is obviously local with maximal ideal

M/M2 and having the additional property (M/M2)2 = 0. Let p2 : A −→ A/M2 be the

obvious quotient map. If λ is any deformation of L with base A then we get the induced

deformation p2∗λ with base A/M2, which is obviously infinitesimal. As a consequence,

αp2∗λ takes values in cocycles and hence we have a map

ap2∗λ : (M/M2)′ → HL2(L;L) defined by ap2∗D(ξ) = [αp2∗λ]

where [αp2∗λ] denotes the cohomology class represented by αp2∗λ.

Definition 3.4.8. The linear maps αp2∗λ and ap2∗λ are respectively called the infinites-

imal and the differential of D. The differential ap2∗λ : (M/M2)′ −→ HL2(L;L) is also

denoted by dλ. The deformation p2∗λ may be called the infinitesimal part of λ.

Corollary 3.4.9. Two infinitesimal deformations λ and λ′ with base (A,M) ∈ C are

equivalent if and only if they have the same differential.
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Corollary 3.4.10. Suppose λ and λ′ are two equivalent deformations of L with base A

then they have the same differential.

The main property of η1 is given by the following theorem.

Theorem 3.4.11. For any infinitesimal deformation λ of a Leibniz algebra L with

a finite dimensional base (A,M) ∈ C there exists a unique homomorphism φ : C1 =

(K⊕H
′) −→ A such that λ is equivalent to the push-out φ∗η1.

Proof. Let λ be an infinitesimal deformation of a Leibniz algebra L with base (A,M) ∈

C. Let M be the maximal ideal in A and dim(M) = r. As before let {ξ}1≤i≤r be the

dual basis in M′ corresponding to a basis {mi}1≤i≤r of M. Let αλ : M′ −→ CL2(L;L)

and aλ : M′ −→ H be the homomorphisms as defined in Proposition 3.4.7.

Now consider the map φ = (id⊕ aλ
′) : C1 −→ K⊕M = A. By Proposition 3.4.7, it

is enough to show that αφ∗η1 = µ ◦ aλ. Let {hi}1≤i≤n be a basis of H and {gi}1≤i≤n be

the corresponding dual basis of H
′. By Remarks 3.3.2 and 3.4.4 we have

[1⊗ l1, 1⊗ l2]φ∗η1 = 1⊗ [l1, l2] +

r
∑

i=1

φ(gi)⊗ µ(hi)(l1, l2).

Let aλ
′ : H

′ −→M be the dual of aλ. Then

aλ
′(gj) =

r
∑

i=1

ξi(aλ
′(gj))mi and aλ(ξi) =

n
∑

j=1

gj(aλ(ξi))hj .

Thus

αφ∗η1(ξi)(l1, l2) = (ξi ⊗ id)[1⊗ l1, 1⊗ l2]φ∗η1

= (ξi ⊗ id)(1 ⊗ [l1, l2] +
n
∑

j=1

φ(gj)⊗ µ(hj)(l1, l2))

= (ξi ⊗ id)





n
∑

j=1

aλ
′(gj)⊗ µ(hj)(l1, l2)





=
n
∑

j=1

ξi(aλ
′(gj))⊗ µ(hj)(l1, l2))

=

n
∑

j=1

gj(aλ(ξi))⊗ µ(hi)(l1, l2))

= µ





n
∑

j=1

gj(aλ(ξi))hj



 (l1, l2)

= µ ◦ aλ(ξi)(l1, l2).

Now we show that the above map φ is unique.
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Let ψ : C1 = (K ⊕ H
′) −→ A = K ⊕M be an arbitrary K-module homomorphism

such that ψ(1) = 1 and (ε ◦ ψ) is the canonical augmentation in C1.

Suppose ψ∗η1 is equivalent to the deformation λ of L with base A. From Proposition

3.4.7, it follows that aψ∗η1 = aλ. So, aψ∗η1,ξi = aλ,ξi for 1 ≤ i ≤ r. We know

[1⊗ l1, 1⊗ l2]ψ∗η1 = 1⊗ [l1, l2] +

r
∑

i=1

ψ(gi)⊗ µ(hi)(l1, l2)

= 1⊗ [l1, l2] +

n
∑

i=1

{

r
∑

j=1

ξj(ψ(gi))mj} ⊗ µ(hi)(l1, l2)

= 1⊗ [l1, l2] +
r
∑

j=1

mj ⊗ {
n
∑

i=1

ξj(ψ(gj))µ(hi)}(l1, l2).

(3.4.9)

Thus it follows that

αψ∗η1(ξj) =
n
∑

i=1

ξj(ψ(gi))µ(hi) = µ

(

n
∑

i=1

ξj(ψ(gi))hi

)

.

So,

aψ∗η1(ξj) =

[

µ

(

n
∑

i=1

ξj(ψ(gi))hi

)]

=

n
∑

i=1

ξj(ψ(gi))hi,

the cohomology class represented by αψ∗η1(ξj).

On the other hand,

aλ(ξj) =
n
∑

i=1

gi(aλ(ξj))hi =
n
∑

i=1

ξj(a
′
λ(gi))hi.

Hence by comparing expression of αψ∗η1(ξj) and aλ(ξj) we get ψ(gi) = a′λ(gi) for

1 ≤ i ≤ n.

Therefore ψ = φ = (id⊕ a′λ) : C1 −→ A.
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3.5 Infinitesimal deformations of Leibniz algebra homo-

morphisms

Next we focus our attention to infinitesimal deformations of a Leibniz algebra homo-

morphism f : L −→ M with finite dimensional base. Let D = (λ, µ; fλµ) be any

deformation of f with base (A,M) ∈ C. Let {mi}1≤i≤r be a basis of M and {ξi}1≤i≤r

be the corresponding dual basis. As before, we regard any ξ ∈M′ as an element of A′

with ξ(1) = 0. Define a cochain fλµ,ξ ∈ CL
1(L;M) by

fλµ,ξ(l) = (ξ ⊗ id) ◦ fλµ(1⊗ l) for l ∈ L. (3.5.1)

In particular, for the basis elements ξj , 1 ≤ j ≤ r, if we set fj = fλµ,ξj , then by Remark

3.2.5 the deformation fλµ of f can be written as

fλµ(1⊗ l) = 1⊗ f(l) +

r
∑

j=1

mj ⊗ fj(l), l ∈ L. (3.5.2)

Thus we have a linear map αD : M′ −→ CL2(f ; f) given by

αD(ξ) = (αλ,ξ, αµ,ξ; fλµ,ξ) for ξ ∈M′,

where αλ,ξ ∈ CL
2(L;L), αµ,ξ ∈ CL

2(M ;M) are the cochains as defined in (3.4.1).

Proposition 3.5.1. For any infinitesimal deformation D = (λ, µ; fλµ) of f with base

(A,M) ∈ C, αD takes values in cocycles.

Proof. By the definition of the coboundary in CL∗(f ; f), we have to show that δαλ,ξ =

0 = δαµ,ξ and fαλ,ξ − αµ,ξf = δfλµ,ξ for any ξ ∈ M′. Since λ, µ are infinitesimal

deformations of the Leibniz algebras L and M respectively, by Proposition 3.4.5, δαλ,ξ =

0 = δαµξ for any ξ ∈M′.

To complete the proof it is enough to show that

fψλi − ψ
µ
i f − δfi = fαλ,ξi − αµ,ξif − δfλµ,ξi = 0, 1 ≤ i ≤ r.

We know that fλµ : A⊗ L −→ A⊗M is a Leibniz algebra homomorphism, that is,

fλµ[1⊗ l1, 1⊗ l2]λ − [fλµ(1⊗ l1), fλµ(1⊗ l2)]µ = 0

for l1, l2 ∈ L.
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We have from (3.5.2)

fλµ[1⊗ l1, 1⊗ l2]λ

= fλµ(1⊗ [l1, l2] +
r
∑

i=1

mi ⊗ ψ
λ
i (l1, l2))

= 1⊗ f([l1, l2]) +

r
∑

i=1

mi ⊗ fi([l1, l2]) + fλµ

(

r
∑

i=1

mi ⊗ ψ
λ
i (l1, l2)

)

= 1⊗ f([l1, l2]) +
r
∑

i=1

mi ⊗ fi([l1, l2]) +
r
∑

i=1

mi ⊗ fψ
λ
i (l1, l2) (since M2 = 0).

Also,

[fλµ(1⊗ l1), fλµ(1⊗ l2)]µ

= [1⊗ f(l1) +
r
∑

j=1

mj ⊗ fj(l1), 1 ⊗ f(l2) +
r
∑

j=1

mj ⊗ fj(l2)]µ

= [1⊗ f(l1), 1⊗ f(l2)]µ +

r
∑

j=1

mj[1⊗ f(l1), 1 ⊗ fj(l2)]µ

+
r
∑

j=1

mj[1⊗ fj(l1), 1 ⊗ f(l2)]µ +
r
∑

i,j=1

mjmi[1⊗ fi
(l1), 1 ⊗ fj(l2)]µ

= 1⊗ [f(l1), f(l2)] +

r
∑

j=1

mj ⊗ ψ
µ
j (f(l1), f(l2)) +

r
∑

j=1

mi ⊗ [f(l1), fj(l2)]

+

r
∑

j=1

mj ⊗ [fj(l1), f(l2)] ( by using the fact that M2 = 0).

Thus it follows that

(ξi ⊗ id)(fλµ[1⊗ l1, 1⊗ l2]λ − [fλµ(1⊗ l1), fλµ(1⊗ l2)]µ)

= (fαλ,ξi − αµ,ξif − δfλµ,ξi)(l1, l2).

Since fλµ preserves the brackets we get (fαλ,ξi −αµ,ξif − δfλµ,ξi) = 0 for 1 ≤ i ≤ r.

Proposition 3.5.2. Let D = (λ, µ; fλµ) and D′ = (λ′, µ′; f ′λ′µ′) be two infinitesimal

deformations of a Leibniz algebra homomorphism f : L −→ M with base (A,M) ∈ C.

Then αD(ξ) and αD′(ξ) represent the same cohomology class for ξ ∈M′, if and only if

D and D′ are equivalent deformations.

Proof. Suppose D = (λ, µ; fλµ) and D′ = (λ′, µ′; f ′λ′µ′) are two equivalent infinitesimal

deformations of f with base A. Let (αλ,ξ, αµ,ξ ; fλµ,ξ) and (αλ′,ξ, αµ′,ξ; f
′
λ′µ′,ξ) be the

associated 2-cocycles in CL2(f ; f) determined by D and D′ respectively.
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Let Φλλ′ : (A⊗L, λ) −→ (A⊗L, λ′) and Ψµµ′ : (A⊗M,µ) −→ (A⊗M,µ′) be as in

Definition 3.2.7 so that

Ψµµ′ ◦ fλµ = f ′λ′µ′ ◦ Φλλ′ . (3.5.3)

Since λ and µ are equivalent to λ′ and µ′ respectively, it follows from the Proposi-

tion 3.4.7 that αλ,ξ and αµ,ξ determine the same cohomology class as αλ′,ξ and αµ′,ξ

respectively. In fact, as shown in the proof of Proposition 3.4.7, (cf. (3.4.7)) the

A-Leibniz algebra isomorphisms Φλλ′ and Ψµµ′ are determined by some linear maps

bΦ : M′ −→ Hom(L;L) and bΨ : M′ −→ Hom(M ;M) respectively so that for ξ ∈ M′

and l ∈ L, x ∈M we have,

Φλλ′(1⊗ l) = 1⊗ l +
r
∑

i=1

mi ⊗ bΦ(ξi)(l)

Ψµµ′(1⊗ x) = 1⊗ x+

r
∑

i=1

mi ⊗ bΨ(ξi)(x),

where αλ,ξ−αλ′,ξ = δbΦ(ξ) and αµ,ξ−αµ′,ξ = δbΨ(ξ). Now if we denote fj = fλµ,ξj and

f ′j = fλ′µ′,ξj we get,

Ψµµ′ ◦ fλµ(1⊗ l)

=Ψµµ′(1⊗ f(l) +

r
∑

j=1

mj ⊗ fj(l))

=1⊗ f(l) +
r
∑

i=1

mi ⊗ bΨ(ξi)(f(l)) +
r
∑

j=1

mj ⊗ fj(l) +
∑

1≤i,j≤r

mjmi ⊗ bΨ(ξi)(fj(l))

=1⊗ f(l) +

r
∑

i=1

mi ⊗ bΨ(ξi)(f(l)) +

r
∑

i=1

mi ⊗ fi(l) (since M2 = 0),

and f ′λ′µ′ ◦ Φλλ′(1⊗ l)

= f ′λ′µ′(1⊗ l +

r
∑

i=1

mi ⊗ bΦ(ξi)(l))

= 1⊗ f(l) +
r
∑

j=1

mj ⊗ f
′
j(l) +

r
∑

i=1

mi ⊗ fbΦ(ξi)(l)

+
∑

1≤i,j≤r

mimj ⊗ f
′
j(bΦ(ξi)(l))

= 1⊗ f(l) +
r
∑

i=1

mi ⊗ f
′
i(l) +

r
∑

i=1

mi ⊗ fbΦ(ξi)(l) (since M2 = 0).
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It follows from the above expressions that

(ξi ⊗ id) ◦Ψµµ′ ◦ fλµ(1⊗ l) = bΨ(ξi)(f(l)) + fi(l)

and (ξi ⊗ id) ◦ f
′
λ′µ′ ◦Φλλ′(1⊗ l) = fbΦ(ξi)(l) + f ′i(l).

Hence by (3.5.3) we get

(ξi ⊗ id)(Ψµµ′ ◦ fλµ − f
′
λ′µ′ ◦ Φλλ′)(1⊗ l) = 0

or, bΨ(ξi)f − fbφ(ξi) + (fi − f
′
i) = 0 for 1 ≤ i ≤ r.

Thus it follows that (αλ,ξ, αµ,ξ; fξ) − (αλ′,ξ, αµ′,ξ; f
′
ξ) = d(bΦ(ξ), bΨ(ξ); 0) for ξ ∈ M′.

Conversely, suppose D = (λ, µ; fλµ) and D′ = (λ′, µ′; fλ′µ′) are two infinitesimal defor-

mations of f with base A such that for ξ ∈ M′, αD(ξ) and αD′(ξ) represent the same

cohomology class.

Let (αλ,ξ, αµ,ξ; fξ) − (αλ′,ξ, αµ′,ξ; f
′
ξ) = d(u, v;w) for some 1-cochain (u, v;w) ∈

CL1(f ; f).

In particular we can take (αλ,ξ, αµ,ξ; fξ)− (αλ′,ξ, αµ′,ξ; f
′
ξ) = d(u, v; 0) as d(u, v;w) =

d(u, v + δw; 0). For ξ = ξi let (ui, vi; 0) ∈ CL
1(f ; f) be such that

(αλ,ξi − αλ′,ξi , αµ,ξi − αµ′,ξi ; fi − f
′
i) = d(ui, vi; 0) = (δui, δvi; fui − vif) (3.5.4)

for 1 ≤ i ≤ r.

Define A-linear maps

Φλλ′ : (A⊗ L, λ) −→ (A⊗ L, λ′)

by Φλλ′(1⊗ l) = 1⊗ l +

r
∑

i=1

mi ⊗ ui(l),

and Ψµµ′ : (A⊗M,µ) −→ (A⊗M,µ′)

by Ψµµ′(1⊗ x) = 1⊗ x+
r
∑

i=1

mi ⊗ vi(x), for l ∈ L and x ∈M.

Then Proposition 3.4.7 and (3.5.4) together imply that Φλλ′ and Ψµµ′ are equivalences

λ ∼= λ′ and µ ∼= µ′ respectively. To show that D = (λ, µ; fλµ) and D′ = (λ′, µ′; fλ′µ′) are

equivalent deformations of f , it remains to check the relation

Ψµµ′ ◦ fλµ = fλ′µ′ ◦ Φλλ′ .

Suppose fλµ and fλ′µ′ are given by
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fλµ(1⊗ l) =1⊗ f(l) +

r
∑

i=1

mi ⊗ fi(l)

and fλ′µ′(1⊗ l) =1⊗ f(l) +
r
∑

i=1

mi ⊗ f
′
i(l) for l ∈ L.

For l ∈ L we get

Ψµµ′ ◦ fλµ =Ψµµ′{1⊗ f(l) +
r
∑

i=1

mi ⊗ fi(l)}

=Ψµµ′(1⊗ f(l)) +
r
∑

i=1

mi ⊗Ψµµ′(1⊗ fi(l))

=1⊗ f(l) +

r
∑

i=1

mi ⊗ vi(f(l)) +

r
∑

i=1

mi{1⊗ fi(l) +

r
∑

j=1

mj ⊗ vj(fi(l))}

=1⊗ f(l) +
r
∑

i=1

mi ⊗ vif(l) +
r
∑

i=1

mi ⊗ fi(l) (by using M2 = 0),

and fλ′µ′ ◦ Φλλ′(1⊗ l)

=fλ′µ′{1⊗ l +

r
∑

i=1

mi ⊗ ui(l)}

=fλ′µ′(1⊗ l)
r
∑

i=1

mi ⊗ fλ′µ′(1⊗ ui(l))

=1⊗ f(l) +

r
∑

i=1

mi ⊗ f
′
i(l) +

r
∑

i=1

mi{1⊗ f(l) +

r
∑

j=1

mi ⊗ f
′
j(l)}

=1⊗ f(l) +
r
∑

i=1

mi ⊗ f
′
i(l) +

r
∑

i=1

mi ⊗ fui(l) (by using M2 = 0).

Thus we have

(Ψµµ′ ◦ fλµ)(1 ⊗ l)− (fλ′µ′ ◦Φλλ′)(1⊗ l) =

r
∑

i=1

mi ⊗ (vif(l) + fi(l)− f
′
i(l)− fui(l))

=

r
∑

i=1

mi ⊗ {(fi − f
′
i)(l)− (fui − vif)(l)}

From (3.5.4) we get fi − f
′
i = fui − vif .

So it follows that

Ψµµ′ ◦ fλµ = f ′λ′µ′ ◦ Φλλ′ .
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Suppose (A,M) ∈ C. Let D = (λ, µ; fλµ) be a given deformation of a Leibniz algebra

homomorphism f : L −→ M with base A. As observed before, the algebra A/M2 is

local with maximal ideal M/M2 and p2∗D = (p2∗λ, p2∗µ; fp2∗λ p2∗µ) with base A/M2

is an infinitesimal deformation of f where p2 : A −→ A/M2 is the quotient map. As a

consequence, αp2∗D takes values in cocycles and hence we have a map

ap2∗D : (M/M2)′ → HL2(f ; f) defined by ap2∗D(ξ) = [αp2∗D]

where [αp2∗D] denotes the cohomology class represented by αp2∗D.

Definition 3.5.3. The linear maps αp2∗D and ap2∗D are respectively called the infinites-

imal and the differential of D. The deformation p2∗D may be called the infinitesimal

part of D.

Corollary 3.5.4. Two infinitesimal deformations D and D′ with base (A,M) ∈ C are

equivalent if and only if they have the same differential.

Corollary 3.5.5. Suppose D and D′ are two equivalent deformations of f with base A

then they have the same differential.



Chapter 4

Extension of deformations

4.1 Introduction

The aim of this chapter is to address the question of extending a given deformation

D = (λ, µ; fλµ) of a Leibniz algebra homomorphism f : L −→M with a given base to a

larger base. This extension problem can be described as follows. Suppose D is a given

deformation of a Leibniz algebra homomorphism f : L −→M with local base A. Let

0 −→M0
i
−→ B

p
−→ A −→ 0

be a given finite dimensional extension of A by M0. The problem is to obtain condition

for existence of a deformation D̃ of f with base B which extends the given deformation,

that is, p∗D̃ = D. We shall measure the possible obstructions that one might encounter

in the above extension process as certain 3-dimensional cohomology classes, vanishing

of which is a necessary and sufficient condition for an extension to exist. The set of

equivalence classes of possible extensions of a given deformation λ of L with base A,

admits certain natural actions and we shall investigate their relationship.

We first take up the case of extending deformations of Leibniz algebras and then con-

sider the relative problem of extending deformations of Leibniz algebra homomorphisms.

In the last section, we study formal deformations and obtain a necessary condition for

non-triviality of a formal deformation. The results of this chapter will also enable us to

obtain a sufficient criterion for existence of a formal deformation with a given differential

and infinitesimal part. We end with the definition of a versal deformation.

4.2 Extension of a deformation of Leibniz algebras

Let λ be a deformation of a Leibniz algebra L with a finite dimensional local algebra

base (A,M) ∈ C. The primary aim of this section is to derive a necessary and sufficient

57
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condition for the existence of a deformation of L with an algebra base B extending λ.

The extension process naturally leads to an obstruction cochain which turns out to be

a cocycle. We use this cocycle to formulate the desired criterion.

We recall (Proposition 2.3.3) that the set of equivalence classes of 1-dimensional

extensions of A corresponds bijectively to H2
Harr(A; K). Consider [ψ] ∈ H2

Harr(A; K)

and suppose

0 −→ K
i
−→ B

p
−→ A −→ 0 (4.2.1)

is a representative of the class of 1- dimensional extensions of A, which corresponds to

[ψ]. Set the following K-linear maps.

I = (i⊗ id) : L ∼= K⊗ L −→ B ⊗ L,P = (p⊗ id) : B ⊗ L −→ A⊗ L

and E = (ε̂⊗ id) : B ⊗ L −→ K⊗ L ∼= L,

where ε̂ = ε ◦ p, with ε is the augmentation of A. Fix a section q : A −→ B of p in the

above extension, then

b 7−→ (p(b), i−1(b− q ◦ p(b))) (4.2.2)

is a K-module isomorphism B −→ (A ⊕ K). Following the notations in Chapter 2, let

(a, k)q ∈ B be the inverse of (a, k) ∈ (A ⊕K) under the above isomorphism. Then the

algebra structure of B is determined by ψ and is given by

(a1, k1)q(a2, k2)q = (a1a2 , ε(a1)k2 + ε(a2)k1 + ψ(a1, a2))q. (4.2.3)

Suppose dim(A) = r + 1 and {mj}1≤j≤r is a basis of the maximal ideal MA of A. Let

{ξj}1≤j≤r denote the dual basis of M′
A. Then the Leibniz bracket [−,−]λ on A⊗L can

be written as (cf. (3.4.2))

[1⊗ l1, 1 ⊗ l2]λ = 1⊗ [l1, l2] +
r
∑

j=1

mj ⊗ ψj(l1, l2) for l1, l2 ∈ L.

Here ψj = αλ,ξj ∈ CL
2(L;L) is given by αλ,ξj (l1, l2) = (ξj ⊗ id)([1 ⊗ l1, 1 ⊗ l2l]λ) for

l1, l2 ∈ L and 1 ≤ i ≤ r. By Proposition 2.3.5, B is a local algebra with the maximal

ideal MB = p−1(MA) and ε̂ is the augmentation of B. If nj = (mj , 0)q, for 1 ≤ j ≤ r

and nr+1 = (0, 1)q then {nj}1≤j≤r+1 is a basis of MB .

Let ψr+1 ∈ CL2(L;L) = Hom(L⊗2;L) be an arbitrary element. We define a B-

bilinear operation {−,−} : (B ⊗ L)⊗2 −→ B ⊗ L by

{b1 ⊗ l1, b2 ⊗ l2} = b1b2 ⊗ [l1, l2] +

r+1
∑

j=1

b1b2nj ⊗ ψj(l1, l2) for b1 ⊗ l1, b2 ⊗ l2 ∈ B ⊗ L.
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Lemma 4.2.1. The B-bilinear map {−,−} as defined above satisfies the following con-

ditions.

(i) P{l1, l2} = [P (l1), P (l2)]λ for l1, l2 ∈ B ⊗ L

(ii) {I(l), l1} = I[l, E(l1)] for l ∈ L and l1 ∈ B ⊗ L.
(4.2.4)

Proof. (i) By linearity it is enough to prove the statement for elements l̄1 = b1⊗ l1 and

l̄2 = b2 ⊗ l2 in B ⊗ L. By definition of {−,−},

P{l̄1, l̄2}

= P (b1b2 ⊗ [l1, l2] +

r+1
∑

j=1

b1b2nj ⊗ ψj(l1, l2))

= p(b1b2)⊗ [l1, l2] +

r+1
∑

j=1

p(b1b2nj)⊗ ψj(l1, l2)

= p(b1)p(b2)(1 ⊗ [l1, l2] +
r+1
∑

j=1

p(nj)⊗ ψj(l1, l2))

= p(b1)p(b2)(1 ⊗ [l1, l2] +

r
∑

j=1

mj ⊗ ψj(l1, l2))

( since p(nj) = mj for 1 ≤ j ≤ r and p(nr+1) = 0 )

= p(b1)p(b2)[1 ⊗ l1, 1⊗ l2]λ

= [p(b1)⊗ l1, p(b2)⊗ l2]λ ( since [−,−]λ is a A-bilinear operation on A⊗ L)

= [P (b1 ⊗ l1), P (b2 ⊗ l2)]λ

= [P (l̄1), P (l̄2)]λ.

(4.2.5)

Therefore P{l̄1, l̄2} = [P (l̄1), P (l̄2)]λ for l̄1, l̄2 ∈ B ⊗ L.

(ii) Let l ∈ L and l̄1 = b1 ⊗ l1 ∈ B ⊗ L with b1 = (a1, k1)q. Then,

{I(l), l̄1}

= {(i⊗ id)(1 ⊗ l), b1 ⊗ l1}

= {i(1) ⊗ l, b1 ⊗ l1}

= {nr+1 ⊗ l, b1 ⊗ l1}

= nr+1b1 ⊗ [l, l1] +
r+1
∑

j=1

nr+1b1nj ⊗ ψj(l, l1)

(4.2.6)
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= ((0, 1)q(a1, k1)q)⊗ [l, l1] +

r
∑

j=1

(0, 1)q(a1, k1)q(mj , 0)q ⊗ ψj(l, l1)

+ ((a1, k1)q(0, 1)
2
q)⊗ ψr+1(l, l1)

= (0, ε(a1))q ⊗ [l, l1] (by (4.2.3))

( since (0, 1)q(mj , 0)q = (0, 0)q , (0, 1)
2
q = (0, 0)q and (0, 1)q(a1, k1)q = (0, ε(a1))q )

= i(ε(a1))⊗ [l, l1]

= i(1)⊗ ε(a1)[l, l1]

= i(1)⊗ [l, ε̂(b1)l1]

= I(1⊗ [l, E(b1 ⊗ l1)])

= I[l, E(l̄1)].

Since E is linear the statement in (ii) holds.

Thus the Leibniz algebra structure λ on A⊗L can be lifted to a B-bilinear operation

{−,−} : (B ⊗ L)⊗2 −→ B ⊗ L satisfying (4.2.4). In addition to this if {−,−} satisfies

the Leibniz relation on B⊗L then it is indeed a deformation of L with base B extending

the deformation λ with base A.

In our next step we show that a bilinear operation as obtained above gives rise to a

3-cochain, which we call an obstruction cochain.

Suppose {−,−} is a B-bilinear operation on B ⊗ L satisfying the conditions in

(4.2.4).

Let us define a linear map φ : (B ⊗ L)⊗3 −→ B ⊗ L by

φ(l1, l2, l3) = {l1, {l2, l3}} − {{l1, l2}, l3}+ {{l1, l3}, l2} for l1, l2, l3 ∈ B ⊗ L. (4.2.7)

It is clear that {−,−} satisfies the Leibniz relation if and only if φ = 0. Now from

property (i) in (4.2.4) and the definition of φ it follows that

P ◦ φ(l1, l2, l3)

= P ({l1, {l2, l3}} − {{l1, l2}, l3}+ {{l1, l3}, l2})

= [P (l1), [P (l2), P (l3)]λ]λ − [[P (l1), P (l2)]λ, P (l3)]λ + [P (l1), P (l3)]λ, P (l2)]λ

= 0 (since P (l1), P (l2), P (l3) ∈ A⊗ L and [−,−]λ satisfy the Leibniz relation).

(4.2.8)

Therefore φ takes values in ker(P ).

Observe that φ(l1, l2, l3) = 0, whenever one of the arguments belongs to ker(E).

To see this, suppose l1 = (b ⊗ l) ∈ ker(E) ⊆ B ⊗ L. Since ker(E) = ker(ε̂) ⊗ L =

p−1(ker(ε))⊗L = MB ⊗L, we can write l1 =
∑r+1

j=1(nj ⊗ l
′
j) with l′j ∈ L, 1 ≤ j ≤ r+ 1.
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Then for l2, l3 ∈ B ⊗ L, we get

φ(l1, l2, l3) = φ





r+1
∑

j=1

(nj ⊗ l
′
j), l2, l3



 =

r+1
∑

j=1

njφ(1⊗ l′j, l2, l3) = 0.

This is because φ(1 ⊗ l′j , l2, l3) ∈ ker(P ) = im(I) = im(i) ⊗ L = i(K) ⊗ L and for any

element k ∈ K and l ∈ L,

nj i(k)⊗ l = i(p(nj)k)⊗ l = i(mjk)⊗ l = i(ε(mj)k)⊗ l = 0 for 1 ≤ j ≤ r

and nr+1i(k)⊗ l = kn2
r+1 ⊗ l = 0 (mj ∈M ⊂ A and mjk = ε(mj)k).

The other two cases are similar. Thus φ defines a linear map

φ̃ :

(

B ⊗ L

ker(E)

)⊗3

−→ ker(P ),

φ̃(b1⊗l1+ker(E), b2⊗l2+ker(E), b3⊗l3+ker(E)) = φ(b1⊗l1, b2⊗l2, b3⊗l3). Moreover,

the surjective map E : B ⊗ L −→ K ⊗ L∼=L, defined by b ⊗ l 7−→ ε̂(b) ⊗ l, induces an

isomorphism B⊗L
ker(E)

α
∼= L, where

α : L −→
B ⊗ L

ker(E)
; α(l) = (1⊗ l) + ker(E).

Also, ker(P ) = im(I) = i(K) ⊗ L = K i(1) ⊗ L
β
∼= L where the isomorphism β is

given by β(knr+1 ⊗ l) = kl with inverse β−1(l) = nr+1 ⊗ l. Thus we get a linear map

φ̄ : L⊗3 −→ L, such that φ̄ = β ◦ φ̃ ◦α⊗3. The cochains φ̄ ∈ CL3(L;L) and φ are related

by

nr+1 ⊗ φ̄(l1, l2, l3) = φ(1 ⊗ l1, 1⊗ l2, 1⊗ l3). (4.2.9)

Proposition 4.2.2. The 3-cochain φ̄ ∈ CL3(L;L) is a cocycle.

Proof. Let l1, l2, l3 ∈ L. Then from the coboundary formula (1.3.1) we get

δφ̄(l1, l2, l3, l4)

= [l1, φ̄(l2, l3, l4)] + [φ̄(l1, l3, l4), l2]− [φ̄(l1, l2, l4), l3] + [φ̄(l1, l2, l3), l4]

− φ̄([l1, l2], l3, l4) + φ̄([l1, l3], l2, l4)− φ̄([l1, l4], l2, l3)

+ φ̄(l1, [l2, l3], l4)− φ̄(l1, [l2, l4], l3)− φ̄(l1, l2, [l3, l4]).
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Therefore,

β−1 ◦ δφ̄(l1, l2, l3, l4)

= β−1([l1, φ̄(l2, l3, l4)]) + β−1([φ̄(l1, l3, l4), l2])− β
−1([φ̄(l1, l2, l4), l3])

+ β−1([φ̄(l1, l2, l3), l4])− β
−1(φ̄([l1, l2], l3, l4)) + β−1(φ̄([l1, l3], l2, l4))

− β−1(φ̄([l1, l4], l2, l3)) + β−1(φ̄(l1, [l2, l3], l4))− β
−1(φ̄(l1, [l2, l4], l3))

− β−1(φ̄(l1, l2, [l3, l4])).

(4.2.10)

Now,

β−1([l1, φ̄(l2, l3, l4)])

= nr+1 ⊗ [l1, φ̄(l2, l3, l4)]

= I([l1, φ̄(l2, l3, l4)]) (i(1) = nr+1)

= I([l1, E(1⊗ φ̄(l2, l3, l4))])

= {I(l1), 1⊗ φ̄(l2, l3, l4)} (by (ii) of (4.2.4))

= {nr+1 ⊗ l1, 1⊗ φ̄(l2, l3, l4)}

= {1⊗ l1, nr+1 ⊗ φ̄(l2, l3, l4)}

= {1⊗ l1, φ(1⊗ l2, 1⊗ l3, 1 ⊗ l4)} (by (4.2.9))

= {1⊗ l1, {1⊗ l2, {1⊗ l3, 1⊗ l4}}} − {1⊗ l1, {{1 ⊗ l2, 1⊗ l3}, 1 ⊗ l4}}

+ {1 ⊗ l1, {{1 ⊗ l2, 1 ⊗ l4}, 1 ⊗ l3}}.

(4.2.11)

Also,

β−1([φ̄(l1, l3, l4), l2])

= nr+1 ⊗ [φ̄(l1, l3, l4), l2]

= I([φ̄(l1, l3, l4), E(1 ⊗ l2)]) (i(1) = nr+1)

= {I(φ̄(l1, l3, l4)), 1 ⊗ l2} (by (ii) of (4.2.4))

= {nr+1 ⊗ φ̄(l1, l3, l4), 1⊗ l2}

= {φ(1 ⊗ l1, 1⊗ l3, 1⊗ l4), 1 ⊗ l2} (by (4.2.9))

= {{1 ⊗ l1, {1 ⊗ l3, 1⊗ l4}} − {{1⊗ l1, 1⊗ l3}, 1 ⊗ l4}

+ {{1⊗ l1, 1⊗ l4}, 1 ⊗ l3}, 1 ⊗ l2}

= {{1 ⊗ l1, {1 ⊗ l3, 1⊗ l4}}, 1 ⊗ l2} − {{{1 ⊗ l1, 1⊗ l3}, 1⊗ l4}, 1⊗ l2}

+ {{{1 ⊗ l1, 1⊗ l4}, 1 ⊗ l3}, 1 ⊗ l2}.

(4.2.12)
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Similarly,

β−1([φ̄(l1, l2, l4), l3])

= {{1⊗ l1, {1⊗ l2, 1⊗ l4}}, 1 ⊗ l3} − {{{1 ⊗ l1, 1⊗ l2}, 1 ⊗ l4}, 1 ⊗ l3}

+ {{{1 ⊗ l1, 1⊗ l4}, 1⊗ l2}, 1⊗ l3}

(4.2.13)

and

β−1([φ̄(l1, l2, l3), l4])

= {{1⊗ l1, {1⊗ l2, 1⊗ l3}}, 1 ⊗ l4} − {{{1 ⊗ l1, 1⊗ l2}, 1 ⊗ l3}, 1 ⊗ l4}

+ {{{1 ⊗ l1, 1⊗ l3}, 1 ⊗ l2}, 1 ⊗ l4}.

(4.2.14)

Again,

β−1(φ̄([l1, l2], l3, l4))

= nr+1 ⊗ φ̄([l1, l2], l3, l4)

= φ(1 ⊗ [l1, l2], 1 ⊗ l3, 1⊗ l4)

= φ({1 ⊗ l1, 1⊗ l2} −X, 1⊗ l3, 1⊗ l4)

(since E({1 ⊗ l1, 1⊗ l2}) = 1⊗ [l1, l2] by (i) of (4.2.4), we may write

{1 ⊗ l1, 1⊗ l2} = 1⊗ [l1, l2] +X, where X denotes an element in ker(E))

= φ({1 ⊗ l1, 1⊗ l2}, 1 ⊗ l3, 1⊗ l4)

(since φ(l1, l2, l3) = 0 for at least one li ∈ ker(E) for i = 1, 2 and 3)

= {{1 ⊗ l1, 1 ⊗ l2}, {1 ⊗ l3, 1 ⊗ l4}} − {{{1 ⊗ l1, 1 ⊗ l2}, 1 ⊗ l3}, 1 ⊗ l4}

+ {{{1 ⊗ l1, 1⊗ l2}, 1⊗ l4}, 1⊗ l3}.

(4.2.15)

Similarly we have,

β−1(φ̄([l1, l3], l2, l4))

= nr+1 ⊗ φ̄([l1, l2], l3, l4)

= {{1⊗ l1, 1⊗ l3}, {1 ⊗ l2, 1⊗ l4}} − {{{1 ⊗ l1, 1⊗ l3}, 1 ⊗ l2}, 1 ⊗ l4}

+ {{{1 ⊗ l1, 1⊗ l3}, 1 ⊗ l4}, 1 ⊗ l2},

(4.2.16)

β−1(φ̄([l1, l4], l2, l3))

= nr+1 ⊗ φ̄([l1, l2], l4, l3)

= {{1 ⊗ l1, 1⊗ l4}, {1 ⊗ l2, 1⊗ l3}} − {{{1 ⊗ l1, 1⊗ l4}, 1⊗ l2}, 1⊗ l3}

+ {{{1 ⊗ l1, 1⊗ l4}, 1⊗ l3}, 1⊗ l2},

(4.2.17)
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β−1(φ̄(l1, [l2, l3], l4))

= nr+1 ⊗ φ̄(l1, [l2, l3], l4)

= φ(1⊗ l1, {1 ⊗ l2, 1⊗ l3}, 1⊗ l4)

= {1⊗ l1, {{1 ⊗ l2, 1⊗ l3}, 1 ⊗ l4}} − {{1 ⊗ l1, {1 ⊗ l2, 1⊗ l3}}, 1 ⊗ l4}

+ {{1 ⊗ l1, 1⊗ l4}, {1 ⊗ l2, 1⊗ l3}}.

(4.2.18)

β−1(φ̄(l1, [l2, l4], l3))

= nr+1 ⊗ φ̄(l1, [l2, l4], l3)

= φ(1⊗ l1, {1 ⊗ l2, 1⊗ l4}, 1⊗ l3)

= {1⊗ l1, {{1 ⊗ l2, 1⊗ l4}, 1 ⊗ l3}} − {{1 ⊗ l1, {1 ⊗ l2, 1⊗ l4}}, 1 ⊗ l3}

+ {{1 ⊗ l1, 1⊗ l3}, {1 ⊗ l2, 1⊗ l4}},

(4.2.19)

and

β−1(φ̄(l1, l2, [l3, l4]))

= nr+1 ⊗ φ̄(l1, l2, [l3, l4])

= φ(1⊗ l1, 1⊗ l2, {1⊗ l3, 1⊗ l4})

= {1⊗ l1, {1 ⊗ l2, {1 ⊗ l3, 1⊗ l4}} − {{1⊗ l1, 1⊗ l2}, {1 ⊗ l3, 1⊗ l4}}

+ {{1 ⊗ l1, {1 ⊗ l3, 1⊗ l4}}, 1 ⊗ l2}.

(4.2.20)

Substituting each term on the right-hand side of (4.2.10) from (4.2.11) - (4.2.20) we get,

β−1 ◦ δφ̄(l1, l2, l3, l4)

={1⊗ l1, {1⊗ l2, {1⊗ l3, 1⊗ l4}}} − {1⊗ l1, {{1 ⊗ l2, 1⊗ l3}, 1 ⊗ l4}}

+ {1⊗ l1, {{1 ⊗ l2, 1⊗ l4}, 1⊗ l3}}+ {{1⊗ l1, {1⊗ l3, 1⊗ l4}}, 1 ⊗ l2}

− {{{1 ⊗ l1, 1⊗ l3}, 1 ⊗ l4}, 1 ⊗ l2}+ {{{1 ⊗ l1, 1⊗ l4}, 1⊗ l3}, 1⊗ l2}

− {{1 ⊗ l1, {1 ⊗ l2, 1⊗ l4}}, 1 ⊗ l3}+ {{{1 ⊗ l1, 1⊗ l2}, 1⊗ l4}, 1⊗ l3}

− {{{1 ⊗ l1, 1⊗ l4}, 1 ⊗ l2}, 1 ⊗ l3}+ {{1⊗ l1, {1⊗ l2, 1⊗ l3}}, 1 ⊗ l4}

− {{{1 ⊗ l1, 1⊗ l2}, 1 ⊗ l3}, 1 ⊗ l4}+ {{{1 ⊗ l1, 1⊗ l3}, 1⊗ l2}, 1⊗ l4}

− {{1 ⊗ l1, 1⊗ l2}, {1 ⊗ l3, 1⊗ l4}}+ {{{1 ⊗ l1, 1⊗ l2}, 1⊗ l3}, 1⊗ l4}

− {{{1 ⊗ l1, 1⊗ l2}, 1 ⊗ l4}, 1 ⊗ l3}+ {{1⊗ l1, 1⊗ l3}, {1 ⊗ l2, 1⊗ l4}}

− {{{1 ⊗ l1, 1⊗ l3}, 1 ⊗ l2}, 1 ⊗ l4}+ {{{1 ⊗ l1, 1⊗ l3}, 1⊗ l4}, 1⊗ l2}

− {{1 ⊗ l1, 1⊗ l4}, {1 ⊗ l2, 1⊗ l3}}+ {{{1 ⊗ l1, 1⊗ l4}, 1⊗ l2}, 1⊗ l3}

− {{{1 ⊗ l1, 1⊗ l4}, 1 ⊗ l3}, 1 ⊗ l2}+ {1⊗ l1, {{1 ⊗ l2, 1⊗ l3}, 1 ⊗ l4}}

− {{1 ⊗ l1, {1 ⊗ l2, 1⊗ l3}}, 1 ⊗ l4}+ {{1⊗ l1, 1⊗ l4}, {1 ⊗ l2, 1⊗ l3}}
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− {1⊗ l1, {{1 ⊗ l2, 1⊗ l4}, 1⊗ l3}}+ {{1⊗ l1, {1⊗ l2, 1⊗ l4}}, 1 ⊗ l3}

− {{1 ⊗ l1, 1⊗ l3}, {1 ⊗ l2, 1⊗ l4}} − {1⊗ l1, {1 ⊗ l2, {1 ⊗ l3, 1⊗ l4}}

+ {{1 ⊗ l1, 1⊗ l2}, {1 ⊗ l3, 1⊗ l4}} − {{1⊗ l1, {1⊗ l3, 1⊗ l4}}, 1 ⊗ l2}

= 0.

Thus β−1 ◦ δφ̄(l1, l2, l3, l4) = 0 for l1, l2, l3 and l4 ∈ L. Since β−1 is an isomorphism, it

follows that δφ̄ = 0.

Let us show now that the cohomology class of φ̄ is independent of the choice of the

lifting {−,−}.

Proposition 4.2.3. Suppose {−,−} and {−,−}′ are any two B-bilinear operations on

B ⊗ L, satisfying (4.2.4). Let φ̄ and φ̄′ be the corresponding cocycles determined by

{−,−} and {−,−}′ respectively. Then φ̄ and φ̄′ represent the same cohomology class

in HL3(L;L).

Proof. Set ρ = {−,−}′ − {−,−}. Then ρ : (B ⊗ L)⊗2 −→ B ⊗ L is a B-linear map.

Now ρ takes values in ker(P ) because for l1, l2 ∈ B ⊗ L,

P ◦ ρ (l1, l2)

= P{l1, l2} − P{l1, l2}
′

= [P (l1), P (l2)]λ − [P (l1), P (l2)]λ (by (i) in (4.2.4))

= 0.

Since ρ takes values in ker(P ), ρ(l1, l2) = 0, whenever one of the arguments is in ker(E).

This is similar to the argument given for φ. Thus ρ induces a linear map

ρ̃ :

(

B ⊗ L

ker(E)

)⊗2

−→ ker(P ),

ρ̃(l1 + ker(E), l2 + ker(E)) = ρ(l1, l2) for l1, l2 ∈ B ⊗ L.

Hence we get a 2-cochain ρ̄ : L⊗2 −→ L such that ρ̄ = β ◦ ρ̃ ◦ α⊗2 ∈ CL2(L;L). The

map ρ and ρ̄ are related by nr+1 ⊗ ρ̄(l1, l2) = ρ(1⊗ l1, 1⊗ l2) for l1, l2 ∈ L.

Let us denote by φ′ respectively, φ̄′ the corresponding maps determined using {−,−}′

as in (4.2.9). Next we will show that

(φ̄′ − φ̄) = δρ̄.
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Suppose l1, l2, l3 ∈ L. From the coboundary formula (1.3.1), we have

δρ̄(l1, l2, l3) = [l1, ρ̄(l2, l3)] + [ρ̄(l1, l3), l2]− [ρ̄(l1, l2), l3]− ρ̄([l1, l2], l3)

+ ρ̄([l1, l3], l2) + ρ̄(l1, [l2, l3]).

Let us compute the terms appearing on the right-hand side of β−1 ◦ δρ̄(l1, l2, l3)

β−1([l1, ρ̄(l2, l3)]) = nr+1 ⊗ [l1, ρ̄(l2, l3)]

= I[l1, ρ̄(l2, l3)]

= I[l1, E(1 ⊗ ρ̄(l2, l3))]

= {I(l1), 1⊗ ρ̄(l2, l3)}
′

= {nr+1 ⊗ l1, 1⊗ ρ̄(l2, l3)}
′

= {1⊗ l1, nr+1 ⊗ ρ̄(l2, l3)}
′

= {1⊗ l1, ρ(l2, l3)}
′

= {1⊗ l1, {1⊗ l2, 1⊗ l3}
′ − {1⊗ l2, 1⊗ l3}}

′

= {1⊗ l1, {1⊗ l2, 1⊗ l3}
′}′ − {1⊗ l1, {1⊗ l2, 1⊗ l3}}

′.

β−1[ρ̄(l1, l3), l2] = nr+1 ⊗ [ρ̄(l1, l3), l2]

= I(1⊗ [ρ̄(l1, l3), E(1 ⊗ l2)])

= {I(ρ̄(l1, l3)), 1 ⊗ l2}
′

= {nr+1 ⊗ ρ̄(l1, l3), 1 ⊗ l2}
′

= {ρ(l1, l3), 1 ⊗ l2}
′

= {{1 ⊗ l1, 1⊗ l3}
′ − {1 ⊗ l1, 1⊗ l3}, 1⊗ l2}

′

= {{1 ⊗ l1, 1⊗ l3}
′, 1⊗ l2}

′ − {{1⊗ l1, 1⊗ l3}, 1 ⊗ l2}
′.

Similarly,

β−1[ρ̄(l1, l2), l3] = {{1 ⊗ l1, 1 ⊗ l2}
′, 1⊗ l3}

′ − {{1 ⊗ l1, 1⊗ l2}, 1⊗ l3}
′.

Also

β−1 ◦ ρ̄([l1, l2], l3) = nr+1 ⊗ ρ̄([l1, l2], l3)

= ρ(1⊗ [l1, l2], 1⊗ l3)

= {1⊗ [l1, l2], 1⊗ l3}
′ − {1⊗ [l1, l2], 1⊗ l3}.
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Since E({1 ⊗ l1, 1⊗ l2}) = 1⊗ [l1, l2] so we get {1⊗ l1, 1⊗ l2} = 1⊗ [l1, l2] +X, where

X denotes an element in ker(E), using this the last expression is given by

= {{1⊗ l1, 1⊗ l2} −X, 1⊗ l3}
′ − {{1⊗ l1, 1⊗ l2} −X, 1⊗ l3}

= {{1⊗ l1, 1⊗ l2}, 1 ⊗ l3}
′ − {{1 ⊗ l1, 1⊗ l2}, 1⊗ l3} − ρ(X, 1 ⊗ l3)

= {{1⊗ l1, 1⊗ l2}, 1 ⊗ l3}
′ − {{1 ⊗ l1, 1⊗ l2}, 1⊗ l3}

(since X ∈ ker(E), ρ(X, 1 ⊗ l3) = 0).

Similarly,

β−1 ◦ ρ̄([l1, l3], l2) = {{1 ⊗ l1, 1⊗ l3}, 1⊗ l2}
′ − {{1⊗ l1, 1⊗ l3}, 1 ⊗ l2}

and β−1 ◦ ρ̄(l1, [l2, l3]) = nr+1 ⊗ ρ̄(l1, [l2, l3])

= ρ(1⊗ l1, 1⊗ [l2, l3])

= {1⊗ l1, {1 ⊗ l2, 1⊗ l3}}
′ − {1⊗ l1, {1⊗ l2, 1⊗ l3}}.

Substituting all the above terms on the right-hand side of β−1 ◦ δρ̄(l1, l2, l3) we get,

β−1 ◦ δρ̄(l1, l2, l3) = β−1[l1, ρ̄(l2, l3)] + β−1[ρ̄(l1, l3), l2]− β
−1[ρ̄(l1, l2), l3]

− β−1ρ̄([l1, l2], l3) + β−1ρ̄([l1, l3], l2) + β−1ρ̄(l1, [l2, l3])

= {1⊗ l1, {1 ⊗ l2, 1⊗ l3}
′}′ − {1⊗ l1, {1⊗ l2, 1⊗ l3}}

′

+ {{1⊗ l1, 1⊗ l3}
′, 1⊗ l2}

′ − {{1 ⊗ l1, 1⊗ l3}, 1⊗ l2}
′

− {{1⊗ l1, 1⊗ l2}
′, 1⊗ l3}

′ + {{1 ⊗ l1, 1⊗ l2}, 1⊗ l3}
′

− {{1⊗ l1, 1⊗ l2}, 1 ⊗ l3}
′ + {{1 ⊗ l1, 1⊗ l2}, 1⊗ l3}

+ {{1⊗ l1, 1⊗ l3}, 1 ⊗ l2}
′ − {{1 ⊗ l1, 1⊗ l3}, 1⊗ l2}

+ {1⊗ l1, {1 ⊗ l2, 1⊗ l3}}
′ − {1⊗ l1, {1⊗ l2, 1⊗ l3}}

= φ′(1⊗ l1, 1⊗ l2, 1⊗ l3)− φ(1⊗ l1, 1⊗ l2, 1⊗ l3)

= nr+1 ⊗ φ̄
′(l1, l2, l3)− nr+1 ⊗ φ̄(l1, l2, l3)

= nr+1 ⊗ (φ̄′ − φ̄)(l1, l2, l3)

= β−1 ◦ (φ̄′ − φ̄)(l1, l2, l3),

where φ′ and φ̄′ are the maps corresponding to φ and φ̄ respectively for the pairing

{−,−}′. Therefore β−1 ◦ δρ̄(l1, l2, l3) = β−1 ◦ (φ̄′ − φ̄)(l1, l2, l3) for l1, l2, l3 ∈ L.

Since β−1 is an isomorphism we get δρ̄ = (φ̄′ − φ̄).

We note that the 3-cocycle φ̄ as determined by the extension (4.2.1) depends only

on its isomorphism class.
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The above considerations together with Proposition 2.3.3 define a map

θλ : H2
Harr(A; K) −→ HL3(L;L) by θλ([ψ]) = [φ̄], (4.2.21)

where [φ̄] is the cohomology class of φ̄. We call the map θλ the obstruction map.

We are now in a position to formulate a necessary and sufficient condition for exis-

tence of an extension of the Leibniz algebra structure λ on A⊗ L.

Theorem 4.2.4. Let λ be a deformation of the Leibniz algebra L with base A and

let B be a 1-dimensional extension of A corresponding to the cohomology class [ψ] ∈

H2
Harr(A; K). Then λ can be extended to a deformation of L with base B if and only if

the obstruction θλ([ψ]) = 0.

Proof. Suppose θλ([ψ]) = 0. Let

0 −→ K
i
−→ B

p
−→ A −→ 0

be a 1-dimensional extension representing the cohomology class [ψ]. Let {−,−} be a

B-bilinear operation on B ⊗L satisfying (4.2.4), lifting the Leibniz algebra structure λ

on A ⊗ L. Let φ̄ be the associated cocycle in CL3(L;L) as described above in (4.2.9).

Then θλ([ψ]) = [φ̄] = 0, implies φ̄ = δρ for some ρ ∈ CL2(L;L). Now take ρ′ = −ρ, and

define a new linear map

{−,−}′ : (B ⊗ L)⊗2 −→ B ⊗ L by {l1, l2}
′ = {l1, l2}+ I ◦ ρ′(E(l1), E(l2)).

Let φ′ and φ̄′ be the maps as defined in (4.2.9) corresponding to {−,−}′. Then we have

(φ̄′ − φ̄) = δρ̄′ = −φ̄. Hence φ̄′ = 0, which implies φ′ = 0. Therefore, {−,−}′ is a

Leibniz algebra structure on B ⊗ L extending λ.

The converse part is clear from the fact that if we have an extension {−,−} of the

deformation λ of L with base A, the map φ as defined in (4.2.7) is the zero map. So

the induced cochain φ̄ is the zero cochain.

Example 4.2.5. Let λt be a finite order 1-parameter deformation of a Leibniz algebra

L with base A = K[[t]]/(tN+1). Explicitly, λt(x, y) =
∑

i≥0 λi(x, y)t
i (modulo tN+1),

where x, y ∈ L, λi ∈ CL
2(L;L) with λ0 the original Leibniz bracket in L and N is the

order of the deformation. By Leibniz relation we have

λt(x, λt(y, z))− λt(λt(x, y), z) + λt(λt(x, z), y) = 0

modulo tN+1, for x, y, z ∈ L.
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If we try to extend it to a deformation of order N + 1, starting with the extension

0 −→ (tN+1)/(tN+2) −→ K[[t]]/(tN+2) −→ K[[t]]/(tN+1) −→ 0,

the obstruction cocycle in this case can be written as ( [Bal97])

φ̄(x, y, z) =
∑

i+j=N+1
i,j>0

{λi(λj(x, y), z) − λi(λj(x, z), y) − λi(x, λj(y, z))}.

The given deformation extends to a deformation of order N +2, if the cohomology class

of the above obstruction cocycle is zero.

Suppose now that M0 is a finite dimensional A-module satisfying the condition

MM0 = 0, where M is the maximal ideal in A. The previous results can be generalized

from the 1-dimensional extension (4.2.1) to a more general extension

0 −→M0
i
−→ B

p
−→ A −→ 0,

representing an isomorphism class of extensions corresponding to a cohomology class

[ψ] ∈ H2
Harr(A;M0) (Proposition 2.3.3).

If we try to extend a deformation with base A to a deformation with base B, as in

the beginning of this section, then an analogous computation yields

φ̃ :

(

B ⊗ L

ker (E)

)⊗3

−→ ker (P ) = im(I) ∼= M0 ⊗ L.

It will give rise to a cocycle φ̄ ∈ CL3(L;M0 ⊗ L) with the cohomology class

[φ̄] ∈ HL3(L;M0 ⊗ L) = M0 ⊗HL
3(L;L).

The obstruction map in this case is

θλ : H2
Harr(A;M0) −→M0 ⊗HL

3(L;L) defined by θλ([ψ]) = [φ̄].

Then, as in the case of 1-dimensional extension, we have the following.

Theorem 4.2.6. Let λ be a deformation of a Leibniz algebra L with base (A,M) and

let M0 be a finite dimensional A-module with MM0 = 0. Consider an extension B of A

0 −→M0
i
−→ B

p
−→ A −→ 0

corresponding to some [ψ] ∈ H2
Harr(A;M0). A deformation µ of L with base B such

that p∗µ = λ exists if and only if the obstruction θλ([ψ]) = 0.
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4.3 Two actions on the set of extensions of the deforma-

tion λ

Suppose µ and µ′ are any two deformations with base B extending a given deformation

λ with base A of a Leibniz algebra L. We would like to know how µ and µ′ are related.

In the present section we study this relationship.

Let [ψ] ∈ H2
Harr(A; K) and consider the extension problem as in the previous section.

Assume θλ([ψ]) = 0. Let S denote the set of equivalence classes of deformations µ of L

with base B such that p∗µ = λ.

We define two natural actions on S. Let A denote the group of automorphisms of

the extension (4.2.1). Let u ∈ A, then u : B −→ B is an algebra isomorphism such that

following diagram commutes (see Proposition 2.3.7).

0 −−−−→ K
i

−−−−→ B
p

−−−−→ A −−−−→ 0
∥

∥

∥

u





y

∥

∥

∥

0 −−−−→ K
i

−−−−→ B
p

−−−−→ A −−−−→ 0

Now u∗µ is a deformation of L with base B and p∗(u∗µ) = (p ◦ u)∗µ = p∗µ = λ. Also if

µ ∼= µ′, then u∗µ ∼= u∗µ
′ (by Proposition 3.3.7 ). Thus we get an action

σ1 : A× S :−→ S defined by σ1(u,< µ >) =< u∗µ >,

where < µ > is the equivalence class of µ (cf. Definition 3.2.6).

On the other hand, HL2(L;L) acts on S as follows.

Suppose a B-bilinear operation {−,−} is given on B ⊗ L, satisfying (4.2.4) so that

p∗{−,−} = λ and ρ ∈ CL2(L;L) a given cochain. Define

{l1, l2}
′ = {l1, l2}+ I ◦ ρ(E(l1), E(l2) for l1, l2 ∈ B ⊗ L.

Then {−,−}′ is a B-bilinear operation on B ⊗ L and satisfies (4.2.4). Moreover the

2-cochain ρ̄ determined by the difference {−,−}′ − {−,−} as in the beginning of the

proof of Proposition 4.2.3, is the given ρ. It follows that φ̄′ − φ̄ = δρ.

In particular, if {−,−}′ and {−,−} satisfy Leibniz relation on B ⊗ L, ρ must be a

cocycle.

Define an action

σ2 : HL2(L;L)× S −→ S by σ2([ρ], < µ >) =< µ′ >,

where [l1, l2]µ′ = [l1, l2]µ + I ◦ ρ(E(l1, E(l2))).
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We first check that the above action is well-defined.

Suppose ρ1, ρ2 ∈ CL
2(L;L) represent the same class [ρ] ∈ HL2(L;L), so that ρ1− ρ2 =

δα for some 1-cochain α ∈ CL1(L;L). Define two deformations µ′1 and µ′2 of L with

base B, which are extensions of λ, where the brackets [−,−]µ′
1

and [−,−]µ′
2

are given

by

[l1, l2]µ′
1

= [l1, l2]µ + I ◦ ρ1(E(l1), E(l2)) and

[l1, l2]µ′
2

= [l1, l2]µ + I ◦ ρ2(E(l1), E(l2)) for l1, l2 ∈ B ⊗ L.
(4.3.1)

We claim that µ′1
∼= µ′2.

For this we define a B-linear isomorphism Φ : B ⊗ L −→ B ⊗ L

by Φ(1⊗ l) = 1⊗ l+nr+1⊗α(l) for 1⊗ l ∈ B⊗L. Note that E ◦Φ = E. From definition

it follows that for l ∈ L, Φ ◦ I(1⊗ l) = Φ(nr+1 ⊗ l) = nr+1 ⊗ l = I(1⊗ l). To prove our

claim it remains to check that Φ preserves the brackets. Now

Φ[1⊗ l1, 1⊗ l2]µ′
1

= Φ([1⊗ l1, 1⊗ l2]µ + I ◦ ρ(E(1 ⊗ l1), E(1 ⊗ l2)))

= Φ[1⊗ l1, 1⊗ l2] + Φ ◦ I ◦ ρ1(l1, l2)

= Φ(1⊗ [l1, l2] +
r+1
∑

i=1

nj ⊗ ψj(l1, l2)) + Φ ◦ I ◦ ρ1(l1, l2)

= Φ(1⊗ [l1, l2]) +
r+1
∑

i=1

njΦ(1⊗ ψj(l1, l2)) + Φ ◦ I ◦ ρ1(l1, l2)

= 1⊗ [l1, l2] + nr+1 ⊗ α([l1, l2])

+

r+1
∑

i=1

nj(1⊗ ψj(l1, l2) + nr+1 ⊗ α ◦ ψj(l1, l2)) + Φ ◦ I ◦ ρ1(l1, l2)

= 1⊗ [l1, l2] + nr+1 ⊗ α([l1, l2]) +

r+1
∑

j=1

nj ⊗ ψj(l1, l2)

+

r+1
∑

j=1

njnr+1 ⊗ α ◦ ψj(l1, l2) + Φ ◦ I ◦ ρ1(l1, l2)

= 1⊗ [l1, l2] +
r+1
∑

j=1

nj ⊗ ψj(l1, l2) + nr+1 ⊗ α([l1, l2]) + Φ ◦ I ◦ ρ1(l1, l2)

= [1⊗ l1, 1⊗ l2]µ + nr+1 ⊗ α([l1, l2]) + Φ ◦ I ◦ ρ1(l1, l2).

(4.3.2)
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On the other hand

[Φ(1⊗ l1),Φ(1 ⊗ l2)]µ′
2

= [1⊗ l1 + nr+1 ⊗ α(l1), 1 ⊗ l2 + nr+1 ⊗ α(l2)]µ′
2

= [1⊗ l1, 1⊗ l2]µ′
2
+ [1⊗ l1, nr+1 ⊗ α(l2)]µ′

2

+ [nr+1 ⊗ α(l1), 1 ⊗ l2]µ′
2
+ [nr+1 ⊗ α(l1), nr+1 ⊗ α(l2)]µ′

2

= [1⊗ l1, 1⊗ l2]µ + I ◦ ρ2(E(1 ⊗ l1), E(1 ⊗ l2))

+ nr+1[1⊗ l1, 1⊗ α(l2)]µ + nr+1I ◦ ρ2(E(1⊗ l1), E(1 ⊗ α(l2)))

+ nr+1[1⊗ α(l1), 1⊗ l2]µ + nr+1I ◦ ρ2(E(1⊗ α(l1)), E(1 ⊗ l2))

= [1⊗ l1, 1⊗ l2]µ + I ◦ ρ2(l1, l2)

+ nr+1(1⊗ [l1, α(l2)] +

r+1
∑

j=1

nj ⊗ ψj(l1, α(l2)))

+ nr+1(1⊗ [α(l1), l2] +
r+1
∑

j=1

nj ⊗ ψj(α(l1), l2))

= [1⊗ l1, 1⊗ l2]µ + I ◦ ρ2(l1, l2)

+ nr+1 ⊗ [l1, α(l2)] + nr+1 ⊗ [α(l1), l2].

(4.3.3)

Thus

Φ[1⊗ l1, 1⊗ l2]µ′
1
− [Φ(1⊗ l1),Φ(1⊗ l2)]µ′

2

= nr+1 ⊗ α([l1, l2])− nr+1 ⊗ [l1, α(l2)]− nr+1 ⊗ [α(l1), l2]

+ Φ ◦ I ◦ ρ1(l1, l2)− I ◦ ρ2(l1, l2)

= nr+1 ⊗ (−δα(l1, l2)) + I ◦ (ρ1 − ρ2)(l1, l2)

= 0.

(4.3.4)

Hence σ2([ρ1], < µ >) = < µ′1 > = < µ′2 > = σ2([ρ2], < µ2 >).

In order to check that σ2 is well defined it remains to show that

σ2([ρ], < µ1 >) = σ2([ρ], < µ2 >) for µ1
∼= µ2.

Suppose µ1
∼= µ2 and σ2([ρ], < µ1 >) = < µ′1 >, σ2([ρ], < µ2 >) = < µ′2 >. Let

Φ : (B ⊗ L, [−,−]µ1
) −→ (B ⊗ L, [−,−]µ2

)

be an equivalence of µ1 and µ2. By definition

[l1, l2]µ′
1

= [l1, l2]µ1
+ I ◦ ρ(E(l1), E(l2))

[l1, l2]µ′
2

= [l1, l2]µ2
+ I ◦ ρ(E(l1), E(l2)) for l1, l2 ∈ B ⊗ L.

(4.3.5)
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We claim that

Φ[l1, l2]µ′
1

= [Φ(l1),Φ(l2)]µ′
2
.

Now

Φ[l1, l2]µ′
1

= Φ[l1, l2]µ1
+ Φ ◦ I ◦ ρ(E(l1), E(l2))

= [Φ(l1),Φ(l2)]µ2
+ Φ ◦ I ◦ ρ(E(l1), E(l2)).

(4.3.6)

On the other hand

[Φ(l1),Φ(l2)]µ′
2

= [Φ(l1),Φ(l2)]µ2
+ I ◦ ρ(E ◦ Φ(l1), E ◦Φ(l2))

= [Φ(l1),Φ(l2)]µ2
+ I ◦ ρ(E(l1), E(l2)) (by using E ◦ Φ = Φ).

(4.3.7)

So µ′1
∼= µ′2. Therefore σ2([ρ], < µ1 >) = < µ′1 > = < µ′2 > = σ2([ρ], < µ2 >).

Consequently, the action of HL2(L;L) on S is well defined. The transitivity of the

action follows from the definition of σ2.

We now show that the actions σ1 and σ2 on S are related to each other by the

differential dλ : (M/M2)′ −→ HL2(L;L) (see Definition 3.4.8).

Recall that the group A is identified with H1
Harr(A; K) (Proposition 2.3.7) so that for

any element u ∈ A, the corresponding cohomology class in H1
Harr(A; K) is represented

by a 1-cocycle ψ such that u((a,m)q) = (a,m + ψ(a))q , where q : A −→ B is a section

of p. On the other hand H1
Harr(A; K) is identified with (M/M2)′ (Corollary 2.2.7). For

if ψ : A −→ K is a linear map with δψ = 0, then ψ(1) = 0 and ψ vanishes on M2. As

a consequence, ψ can be viewed as an element in (M/M2)′. Using these identifications

we get the following result.

Proposition 4.3.1. Let λ be a deformation of the Leibniz algebra L with base A and

let

0 −→ K
i
−→ B

p
−→ A −→ 0

be a given extension of A. If u : B −→ B is an automorphism of this extension which

corresponds to an element ψ ∈ (M/M2)′, then for any deformation µ of L with base B,

such that p∗µ = λ, the difference ([−,−]u∗µ − [−,−]µ) induces a cocycle representing

the cohomology class dλ(ψ).

Proof. Suppose < µ >∈ S and u ∈ A. By definition of σ1, < u∗µ >∈ S. Consider

the Leibniz brackets [−,−]u∗µ and [−,−]µ on B ⊗ L for the deformations u∗µ and µ

respectively.

Suppose ψ ∈ (M/M2)′ corresponds to u ∈ A under the identification mentioned

above. We now proceed to show that the 2-cocycle determined by the difference

([−,−]u∗µ − [−,−]µ) represents dλ(ψ).

Choose a basis {m1,m2, · · · ,mk,mk+1, · · · ,mr} of the maximal ideal M of A such
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that {m̄j}1≤j≤k is a basis of M/M2. Fix a section q : A −→ B of p. Let

{n1, n2, · · · , nk, nk+1, · · · , nr+1} be the corresponding basis of MB = p−1(M) where

p(nj) = mj for 1 ≤ j ≤ r and i(1) = nr+1. For l1, l2 ∈ L suppose

[1⊗ l1, 1⊗ l2]µ = 1⊗ [l1, l2] +

r+1
∑

j=1

nj ⊗ ψj(l1, l2).

Now we have u(nj) = u(mj , 0)q = (mj , ψ(mj))q = (mj, ψ(m̄j)) for 1 ≤ j ≤ r and

u(nr+1) = u(0, 1)q = (0, 1)q = nr+1. Then by (3.3.2)

[1⊗ l1, 1⊗ l2]u∗µ

= 1⊗ [l1, l2] +

r
∑

j=1

u(nj)⊗ ψj(l1, l2) + u(nr+1)⊗ ψr+1(l1, l2)

= 1⊗ [l1, l2] +
r
∑

j=1

(mj , ψ(m̄j))q ⊗ ψj(l1, l2) + nr+1 ⊗ ψr+1(l1, l2)

= 1⊗ [l1, l2] +

r
∑

j=1

(mj , 0)q ⊗ ψj(l1, l2) +

r
∑

j=1

(0, ψ(m̄j))q ⊗ ψj(l1, l2) + nr+1 ⊗ ψr+1(l1, l2)

= 1⊗ [l1, l2] +

r
∑

j=1

nj ⊗ ψj(l1, l2) + nr+1 ⊗ ψr+1(l1, l2) +

k
∑

j=1

ψ(m̄j)nr+1 ⊗ ψj(l1, l2)

= [1⊗ l1, 1⊗ l2]µ +

k
∑

j=1

ψ(m̄j)nr+1 ⊗ ψj(l1, l2)

= [1⊗ l1, 1⊗ l2]µ +
k
∑

j=1

nr+1 ⊗ ψ(m̄j)ψj(l1, l2)

= [1⊗ l1, 1⊗ l2]µ + I





k
∑

j=1

1⊗ ψ(m̄j)ψj(l1, l2)





= [1⊗ l1, 1⊗ l2]µ + I ◦ ρ(l1, l2) where ρ(l1, l2) =
∑k

j=1 1⊗ ψ(m̄j)ψj(l1, l2).

Since µ extends λ, we have

[1⊗ l1, 1 ⊗ l2]λ = [1⊗ l1, 1⊗ l2]p∗µ

= 1⊗ [l1, l2] +

r
∑

j=1

p(nj)⊗ ψj(l1, l2) + p(nr+1)⊗ ψr+1(l1, l2)

= 1⊗ [l1, l2] +

r
∑

j=1

mj ⊗ ψj(l1, l2).

Thus αλ,m′

j
= ψj for 1 ≤ j ≤ r, where {m′

j}1≤j≤r denotes the dual basis (see (3.4.1)).
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Then the push-out p2∗λ via p2 : A −→ A/M2 may be written as

[1⊗ l1, 1⊗ l2]p2∗λ = 1⊗ [l1, l2] +

r
∑

j=1

p2(mj)⊗ ψj(l1, l2)

= 1⊗ [l1, l2] +
r
∑

j=1

m̄j ⊗ ψj(l1, l2).

So, αp2∗λ,m̄′

j
= ψj and ap2∗λ,m̄′

j
= [ψj ], the cohomology class of ψj for 1 ≤ j ≤ k. Thus

ρ(l1, l2) =
∑k

j=1 1⊗ ψ(m̄j)ψj(l1, l2) =
∑k

j=1 1⊗ ψ(m̄j)αp2∗λ,m̄′

j
(l1, l2). Now

dλ(ψ) = dλ(
k
∑

j=1

ψ(m̄j)m
′
j) =

k
∑

j=1

ψ(m̄j)dλ(m̄′
j) =

k
∑

j=1

ψ(m̄j)ap2∗λ,m̄′

j
.

This shows that dλ(ψ) is represented by the cochain ρ.

Corollary 4.3.2. Suppose that for a deformation λ of the Leibniz algebra L with base A,

the differential dλ : (M/M2)′ −→ HL2(L;L) is onto. Then the group of automorphisms

A of the extension (4.2.1) operates transitively on the set S of equivalence classes of

deformations µ of L with base B such that p∗µ = λ.

Remark 4.3.3. If µ and µ′ are two extensions of λ then the difference [−,−]µ′−[−,−]µ

determines a cocycle representing an element in HL2(L;L). Now if the differential

map dλ : (M/M2)′ −→ HL2(L;L) is onto then we have an element ψ ∈ (M/M2)′

corresponding to an element u ∈ A so that

[−,−]u∗µ − [−,−]µ = dλ(ψ) = [−,−]µ′ − [−,−]µ,

which gives [−,−]u∗µ = [−,−]µ′ . Thus it follows that for a deformation λ of the Leibniz

algebra L with base (A,M) ∈ C, if the differential dλ : (M/M2)′ −→ HL2(L;L) is onto

and if µ exists, then it is unique up to an isomorphism and an automorphism of the

extension (4.2.1).

We end this section with the following naturality property of the obstruction map.

Proposition 4.3.4. Suppose (A1,M1) and (A2,M2) are in C with augmentations ε1

and ε2 respectively. Let φ : A2 −→ A1 be an algebra homomorphism with φ(1) = 1

and ε1 ◦ φ = ε2. Suppose λ2 is a deformation of a Leibniz algebra L with base A2 and

λ1 = φ∗λ2 is the push-out via φ. Then the diagram in Figure 4.1 commutes.

Proof. Let [ψA1
] ∈ H2

Harr(A1; K) and [ψA2
] = φ∗([ψA1

]) ∈ H2
Harr(A2; K) correspond to

the classes of 1- dimensional extensions of A1 and A2, represented by

0 −→ K
ik−→ Bk

pk−→ Ak −→ 0, k = 1, 2.
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φ∗ HL3(L; L)

H2
Harr(A2; K)

H2
Harr(A1; K)

θλ2

θλ1

Figure 4.1:

Fix some sections qk : Ak −→ Bk of pk for k = 1, 2. Then, as in (4.2.2), we get K-module

isomorphisms Bk ∼= Ak ⊕ K . Let (a, x)qk denote the inverse of (a, x) under the above

isomorphisms. The algebra structures on Bk are determined as in (4.2.3).

Let Ik = (ik ⊗ id), Pk = (pk ⊗ id) and Ek = (ε̂k ⊗ id) , where ε̂k = (εk ◦ pk) for

k = 1, 2. Suppose Mk is the unique maximal ideal in Ak. Then Nk = p−1
k (Mk) is the

unique maximal ideal of Bk (cf. Proposition 2.3.5). Let {mki}1≤i≤rk be a basis of Mk

and {nki}1≤i≤rk+1 a basis of Nk for k = 1, 2 (as obtained in Section 4.2).

Thus nki = (mki, 0)qk for 1 ≤ i ≤ rk and nk(rk+1) = (0, 1)qk . Let {ξki}1≤i≤rk be the

dual basis of {mki}. As in (3.5.2), the Leibniz bracket on A2 ⊗ L may be written as

[1⊗ l1, 1 ⊗ l2]λ2
= 1⊗ [l1, l2] +

r2
∑

i=1

m2i ⊗ ψ
2
i (l1, l2) for l1, l2 ∈ L,

where ψ2
i = αλ2,ξ2i

. Let φ(m2i) =
∑r1

j=1 ci,jm1j where ci,j ∈ K for 1 ≤ i ≤ r2. Then the

push-out λ1 = φ∗λ2 on A1 ⊗ L may be written as (cf. (3.3.2))

[1⊗ l1, 1⊗ l2]λ1
= 1⊗ [l1, l2] +

r2
∑

i=1





r1
∑

j=1

ci,jm1j



⊗ ψ2
i (l1, l2)

= 1⊗ [l1, l2] +

r1
∑

j=1

m1j ⊗ ψ
1
j (l1, l2) for l1, l2 ∈ L,

where ψ1
j ∈ CL

2(L;L) is defined by ψ1
j (l1, l2) =

∑r2
i=1 ci,jψ

2
i (l1, l2) for l1, l2 ∈ L.

For any 2-cochain χ ∈ CL2(L;L), let {−,−}k : (Bk ⊗ L)⊗2 −→ Bk ⊗ L be the

Bk-bilinear operation on Bk ⊗ L lifting λk, defined by

{1 ⊗ l1, 1⊗ l2}k = 1⊗ [l1, l2] +

rk
∑

i=1

nki ⊗ ψ
k
i (l1, l2) + nk(rk+1)χ(l1, l2)

for k = 1, 2 and l1, l2 ∈ L. We know that {−,−}k satisfies properties (i) and (ii) of

(4.2.4) (Lemma 4.2.1).

Define ψ : B2
∼= (A2 ⊕ K) −→ B1

∼= (A1 ⊕ K) by ψ((a, x)q2) = (φ(a), x)q1 for
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(a, x)q2 ∈ B2. It is clear that ψ is a K-algebra homomorphism. Because, for 1 ≤ j, k ≤ r2

ψ(n2jn2k) = ψ((m2j , 0)q2(m2k, 0)q2)

= ψ(m2jm2k, ψA2
(m2j ,m2k))q2

= (φ(m2jm2k), ψA1
(φ(m2j), φ(m2k)))q1 (since [ψA2

] = φ∗[ψA1
])

= (φ(m2j)φ(m2k), ψA1
(φ(m2j), φ(m2k)))q1

= (φ(m2j), 0)q1(φ(m2k), 0)q1

= ψ(n2j)ψ(n2k).

Moreover note that ψ(n2jn2(r2+1)) = ψ(n2j)ψ(n2(r2+1)) for any j, 1 ≤ j ≤ rk as

nkjnk(rk+1) = 0, k = 1, 2.

0 −−−−→ K
i1−−−−→ B1

p1
−−−−→ A1 −−−−→ 0

∥

∥

∥
ψ





y
φ





y

0 −−−−→ K
i2−−−−→ B2

p2
−−−−→ A2 −−−−→ 0

We claim that (ψ⊗ id)({1⊗ l1, 1⊗ l2}2) = {ψ⊗ id (1⊗ l1), ψ⊗ id (1⊗ l2)}1 for l1, l2 ∈ L.

Now

(ψ ⊗ id)({1 ⊗ l1, 1⊗ l2}2)

= 1⊗ [l1, l2] +

r2
∑

i=1

ψ(n2i)⊗ ψ
2
i (l1, l2) + ψ(n2(r2+1))⊗ χ(l1, l2)

= 1⊗ [l1, l2] +

r2
∑

i=1

(φ(m2i), 0)q1 ⊗ ψ
2
i (l1, l2) + ψ(n2(r2+1))⊗ χ(l1, l2)

= 1⊗ [l1, l2] +

r2
∑

i=1





r1
∑

j=1

cijm1j , 0





q1

⊗ ψ2
i (l1, l2) + n1(r1+1) ⊗ χ(l1, l2)

(φ(m2i) =

r1
∑

j=1

cijm1j and ψ(n2(r2+1)) = ψ((0, 1)q2) = (φ(0), 1)q1 = n1(r1+1))

= 1⊗ [l1, l2] +

r2
∑

i=1





r1
∑

j=1

cijn1j



⊗ ψ2
i (l1, l2) + n1(r1+1) ⊗ χ(l1, l2)

= 1⊗ [l1, l2] +

r1
∑

j=1

n1j ⊗ ψ
1
j (l1, l2) + n1(r1+1) ⊗ χ(l1, l2)

= {1⊗ l1, 1 ⊗ l2}1

= {ψ ⊗ id (1⊗ l1), ψ ⊗ id (1⊗ l2)}1, which proves our claim.
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Let φk be defined by {−,−}k as in (4.2.7) and φ̄k the corresponding cocycle as in (4.2.9).

Then

(ψ ⊗ id) ◦ φ2(1⊗ l1, 1⊗ l2, 1⊗ l3)

= (ψ ⊗ id)({1 ⊗ l1, {1 ⊗ l2, 1⊗ l3}2}2 − {{1⊗ l1, 1⊗ l2}2, 1⊗ l3}2

+ {{1⊗ l1, 1⊗ l3}2, 1⊗ l2}2)

= {1 ⊗ l1, {1 ⊗ l2, 1⊗ l3}1}1 − {{1 ⊗ l1, 1⊗ l2}1, 1⊗ l3}1

+ {{1 ⊗ l1, 1⊗ l3}1, 1⊗ l2}1

= φ1(1⊗ l1, 1⊗ l2, 1⊗ l3)

= n1(r1+1) ⊗ φ̄1(l1, l2, l3),

(4.3.8)

and (ψ ⊗ id)φ2(1⊗ l1, 1⊗ l2, 1⊗ l3) = (ψ ⊗ id)(n2(r2+1) ⊗ φ̄2(l1, l2, l3))

= n1(r1+1) ⊗ φ̄2(l1, l2, l3).
(4.3.9)

From (4.3.8) and (4.3.9) we get, φ̄1 = φ̄2.

Therefore, θλ1
([ψA1

]) = [φ̄1] = [φ̄2] = θλ2
([ψA2

]) = θλ2
◦ φ∗([ψA1

]).

Hence θλ1
= θλ2

◦ φ∗.

4.4 Extension of a deformation of Leibniz algebra homo-

morphisms

This section is analogous to Section 4.2. We extend the results of Section 4.2 to the

case of a Leibniz algebra homomorphism.

Recall that a deformation D = (λ, µ; fλµ) of a Leibniz algebra homomorphism f :

L −→M with base A consists of a deformation λ of L, a deformation µ of M with base

A and a Leibniz algebra homomorphism fλµ : (A⊗ L, λ) −→ (A⊗M,µ).

Let D = (λ, µ; fλµ) be a deformation of a Leibniz algebra homomorphism f : L→M

with base (A,M) ∈ C. Let ε : A −→ K be the augmentation of A. We fix a cohomology

class [ψ] ∈ H2
Harr(A; K). Let

0 −→ K
i
−→ B

p
−→ A −→ 0

represents the isomorphism class of 1-dimensional extension of A corresponding to [ψ].

As before, we consider the problem of extending D from the base A to the base B. We

follow the notations of Section 4.2.

As in Chapter 3, (3.4.1) and (3.5.1), let ψλj = αλ,ξj ∈ CL2(L;L), ψµj = αµ,ξj ∈

CL2(M ;M) and fj = fλµ,ξj ∈ CL
1(L;M) for 1 ≤ j ≤ r. Then by (3.4.2) the brackets
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[−,−]λ and [−,−]µ can be written as

[1⊗ l1, 1⊗ l2]λ = 1⊗ [l1, l2] +
r
∑

j=1

mj ⊗ ψ
λ
j (l1, l2) for l1, l2 ∈ L

and [1⊗ x1, 1⊗ x2]µ = 1⊗ [x1, x2] +

r
∑

j=1

mj ⊗ ψ
µ
j (x1, x2) for x1, x2 ∈M.

Also by (3.5.2),

fλµ(1⊗ l) = 1⊗ f(l) +
r
∑

j=1

mi ⊗ fj(l).

Using an arbitrary element (ψL, ψM ) ∈ CL2(L;L)×CL2(M ;M) we defineB-bilinear

operations,

{−,−}L : (B ⊗ L)⊗2 −→ B ⊗ L and {−,−}M : (B ⊗M)⊗2 −→ B ⊗M

as follows:

{b1 ⊗ l1, b2 ⊗ l2}L = b1b2 ⊗ [l1, l2] +
r
∑

j=1

b1b2nj ⊗ αλ,ξj (l1, l2) + b1b2nr+1 ⊗ ψL(l1, l2)

and {b1 ⊗ x1, b2 ⊗ x2}M = b1b2 ⊗ [x1, x2] +

r
∑

j=1

b1b2nj ⊗ αµ,ξj (x1, x2)

+ b1b2nr+1 ⊗ ψM (x1, x2).

Moreover, we have a B-linear map f̃ : B ⊗ L −→ B ⊗M defined by

f̃(b⊗ l) = b⊗ f(l) +

r
∑

j=1

bnj ⊗ fj(l).

Let I, P,E be the linear maps as defined in Section 4.2, and I1, P1 and E1 denote the

corresponding maps obtained by replacing L by M .

We claim that the triple ({−,−}L, {−,−}M ; f̃) satisfy the following identities.

(i) P{l1, l2}L = [P (l1), P (l2)]λ and P1{x1, x2}M = [P1(x1), P1(x2)]µ

for l1, l2 ∈ B ⊗ L, and x1, x2 ∈ B ⊗M.

(ii) {I(l), l1}L = I[l, E(l1)] for l ∈ L, l1 ∈ B ⊗ L and

{I1(x), x1}M = I1[x,E1(x1)] for x ∈M, x1 ∈ B ⊗M.

(iii) (ε̂⊗ id) ◦ f̃ = f ◦ (ε̂⊗ id).

(iv) fλµ ◦ P = P1 ◦ f̃ .

(4.4.1)
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In view of (4.2.5) and (4.2.6) we need only to verify the last two identities. Let b⊗ l ∈

B ⊗ L.

(iii) Then,

(ε̂⊗ id) ◦ f̃(b⊗ l) = (ε̂⊗ id)



b⊗ f(l) +

r
∑

j=1

bnj ⊗ fj(l)





= ε̂(b)⊗ f(l) +

r
∑

j=1

ε̂(bnj)⊗ fj(l)

= ε̂(b)f(l) +

r
∑

j=1

ε̂(b)ε̂(nj)⊗ fj(l)

= f(ε̂(b)l) (since nj ∈ ker(ε̂), ε̂(nj) = 0)

= f ◦ (ε̂⊗ id)(b⊗ l).

(4.4.2)

(iv) We have,

fλµ ◦ P (b⊗ l) = fλµ(p(b)⊗ l)

= p(b)fλµ(1⊗ l)

= p(b)



1⊗ f(l) +

r
∑

j=1

mj ⊗ fj(l)





= p(b)⊗ f(l) +
r
∑

j=1

p(b)mj ⊗ fj(l)

= (p⊗ id)(b ⊗ f(l)) +

r
∑

j=1

p(b)p(nj)⊗ fj(l)

= P1(b⊗ f(l)) +

r
∑

j=1

P1(bnj ⊗ fj(l))

= P1 ◦ f̃(b⊗ l).

(4.4.3)

Therefore the triple ({−,−}L, {−,−}M ; f̃) satisfies the conditions in (4.4.1) as claimed.

If in addition the brackets {−,−}L and {,−}M satisfy the Leibniz relation and

the map f̃ : B ⊗ L −→ B ⊗ M preserves the respective brackets, then the triple

({−,−}L, {−,−}M ; f̃) is a deformation of f with base B extending D. Just like the

case of Leibniz algebra, this extension process leads to an obstruction map as described

below. Consider the K-linear maps

φL : (B ⊗ L)⊗3 −→ B ⊗ L, φM : (B ⊗M)⊗3 −→ B ⊗M,

and φfλµ
: (B ⊗ L)⊗2 −→ B ⊗M given by
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φL(l1, l2, l3) = {l1, {l2, l3}L}L − {{l1, l2}L, l3}L + {{l1, l3}L, l2}L

φM (x1, x2, x3) = {x1, {x2, x3}M}M − {{x1, x2}M , x3}M + {{x1, x3}M , x2}M

and φfλµ
(l1, l2) = f̃{l1, l2}L − {f̃(l1), f̃(l2)}M ,

(4.4.4)

where l1, l2, l3 ∈ B ⊗ L; x1, x2, x3 ∈ B ⊗M . Here φL and φM are the map φ for L

and M respectively, as defined in (4.2.7) in Section 4.2. As observed before, φL = 0 if

and only if {−,−}L is a Leibniz bracket on B ⊗ L,and similarly φM = 0 if and only if

{−,−}M is a Leibniz bracket on B ⊗M . Moreover φfλµ
= 0 if and only if f̃ preserves

the B-bilinear operations {−,−}L and {−,−}M .

By (4.2.8) we get, P ◦φL(l1, l2, l3) = 0 and P1◦φM (x1, x2, x3) = 0 for l1, l2, l3 ∈ B⊗L

and x1, x2, x3 ∈ B ⊗M .

By the properties (i) and (iv) in (4.4.1) we also have for l1, l2 ∈ B ⊗ L,

P1 ◦ φfλµ
(l1, l2) = P1(f̃{l1, l2}L − {f̃(l1), f̃(l2)}M )

= P1 ◦ f̃{l1, l2}L − P1 ◦ {f̃(l1), f̃(l2)}M

= fλµ ◦ P{l1, l2}L − [P1 ◦ f̃(l1), P1 ◦ f̃(l2)]µ

= fλµ[P (l1), P (l2)]λ − [fλµ ◦ P (l1), fλµ ◦ P (l2)]µ

= 0 ( as fλµ is a Leibniz algebra homomorphism).

Therefore φL and φM take values in ker(P ) and ker(P1) respectively, and φfλµ
takes

values in ker(P1). As observed in Section 4.2, we have φL(l1, l2, l3) = 0 whenever

one of the arguments is in ker(E) and similarly φM (x1, x2, x3) = 0 whenever one of

the arguments is in ker(E1). This is because, ker(P ) = im(i) ⊗ L = Knr+1 ⊗ L,

ker(P1) = im(i)⊗M = Knr+1⊗M , and njnr+1 = 0 for 1 ≤ j ≤ r+1. Moreover φfλµ
= 0

whenever one of the arguments is in ker(E). For suppose l1 = (b⊗ l) ∈ ker(E) ⊆ B⊗L.

Since ker(E) = ker(ε̂)⊗L = p−1(ker(ε))⊗L = MB⊗L, we can write l1 =
∑r+1

j=1 nj⊗ l
′
j

with l′j ∈ L; 1 ≤ j ≤ r + 1. Then for l2 ∈ B ⊗ L, we get

φfλµ
(l1, l2) = φfλµ





r+1
∑

j=1

nj ⊗ l
′
j, l2



 =
r+1
∑

j=1

njφfλµ
(l′j , l2) = 0.

Note that φfλµ
(l′j , l2) ∈ ker(P1) = i(K)⊗M and for any element k ∈ K and x ∈M ,

nj i(k)⊗ x = i(p(nj)k)⊗ x = i(mjk)⊗ x = i(ε(mj)k)⊗ x = 0 for 1 ≤ j ≤ r

and nr+1i(k)⊗ x = kn2
r+1 ⊗ x = 0 (mj ∈M ⊂ A and mjk = ε(mj)k).

A similar argument shows that φfλµ
= 0 whenever l2 ∈ ker(E).
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Thus we have the following induced linear maps

φ̃L :

(

B ⊗ L

ker(E)

)⊗3

−→ ker(P ), φ̃M :

(

B ⊗M

ker(E1)

)⊗3

−→ ker(P1),

and φ̃fλµ
:

(

B ⊗ L

ker(E)

)⊗2

−→ ker(P1),

(4.4.5)

determined by the values of φL, φM and φfλµ
on the coset representatives respectively.

Let α denote the isomorphism L ∼= B⊗L
ker(E) as defined in Section 4.2. Similarly we denote

by α1 the isomorphism M ∼= B⊗M
ker(E1)

induced by the linear maps E and E1 respectively.

Also recall that we denoted the isomorphism ker(P ) ∼= L by β; β(knr+1 ⊗ l) = kl, for

k ∈ K and l ∈ L. Similarly, let β1 denote the isomorphism ker(P1) ∼= M .

We use these isomorphisms and the linear maps φ̃L, φ̃M to get cochains φ̄L ∈

CL3(L;L), φ̄M ∈ CL3(M ;M) as in (4.2.9). Moreover, the linear map φ̃fλµ
defines

a cochain φ̄fλµ
∈ CL2(L;M) by β1 ◦ φ̄fλµ

◦ α⊗2.

Thus for l1, l2, l3 ∈ L and x1, x2, x3 ∈M , we have

nr+1 ⊗ φ̄L(l1, l2, l3) = φL(1⊗ l1, 1⊗ l2, 1 ⊗ l3)

nr+1 ⊗ φ̄M (x1, x2, x3) = φM (1⊗ x1, 1⊗ x2, 1⊗ x3),

and nr+1 ⊗ φ̄fλµ
(l1, l2) = φfλµ

(1⊗ l1, 1⊗ l2).

(4.4.6)

The resulting 3-cochain (φ̄L, φ̄M ; φ̄fλµ
) ∈ CL3(f ; f) is called the obstruction cochain for

the triple ({−,−}L, {−,−}M ; f̃) in extending the deformation D of f with base A to a

deformation with base B.

Next we show that the obstruction cochain (φ̄L, φ̄M ; φ̄fλµ
) ∈ CL3(f ; f) is a 3-cocycle.

For this we shall need the following observation.

Lemma 4.4.1. For the triple ({−,−}L, {−,−}M ; f̃) satisfying (4.4.1) we have

(i) f̃(1⊗ l)− 1⊗ f(l) ∈ ker(E1)

(ii) {1⊗ l, 1⊗ l′}L − 1⊗ [l, l′] ∈ ker(E)

(iii) f̃{1⊗ l, 1⊗ l′}L − {f̃(1⊗ l), f̃(1⊗ l′)}M ∈ ker(P1),

for l, l′ ∈ L.

Proof. For l ∈ L, we have

E1 ◦ f̃(1⊗ l) =f ◦E(1 ⊗ l) ( by (iii) of (4.4.1) )

=f(ε̂(1) ⊗ l)

=f(l)

=E1(1⊗ f(l)). This proves (i).
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For l, l′ ∈ L,

E({1 ⊗ l, 1⊗ l′}L)

= (ε⊗ id) ◦ P{1⊗ l, 1⊗ l′}L

= (ε⊗ id)[P (1 ⊗ l), P (1 ⊗ l′)]λ (by (i) of (4.4.1))

= (ε⊗ id)[1 ⊗ l, 1⊗ l′]λ

= 1⊗ [l, l′] (E = (ε⊗ id) : A⊗ L −→ K⊗ L ∼= L is a Leibniz algebra homomorphism)

= E(1⊗ [l, l′]), proving (ii).

Finally for l, l′ ∈ L,

P1 ◦ f̃{1⊗ l, 1⊗ l
′}L

= fλµ ◦ P{1 ⊗ l, 1⊗ l
′}L ( by (iv) in (4.4.1) )

= fλµ([P (1⊗ l), P (1 ⊗ l′)]λ) ( by (i) in (4.4.1) )

= fλµ([1⊗ l, 1⊗ l
′]λ)

= [fλµ(1⊗ l), fλµ(1⊗ l
′)]µ

= [fλµ ◦ P (1⊗ l), fλµ ◦ P (1⊗ l′)]µ

= [P1 ◦ f̃(1 ⊗ l), P1 ◦ f̃(1⊗ l′)]µ

= P1{f̃(1⊗ l), f̃(1⊗ l′)}M .

This proves (iii).

Proposition 4.4.2. The obstruction cochain (φ̄L, φ̄M ; φ̄fλµ
) is a 3-cocycle in CL3(f ; f).

Proof. By the definition of the coboundary d in (1.4.1) we have

d(φ̄L, φ̄M ; φ̄fλµ
) = (δφ̄L, δφ̄M ; fφ̄L − φ̄Mf − δφ̄fλµ

).

Thus it is enough to show that δφ̄L = 0 = δφ̄M , and δφ̄fλµ
= fφ̄L − φ̄Mf. The result

will follow if we show that

β−1 ◦ δφ̄L = 0 = β1
−1 ◦ δφ̄M and β1

−1 ◦ δφ̄fλµ
= β1

−1 ◦ (fφ̄L − φ̄Mf).

First two equalities follows from Proposition 4.2.2. Thus we only need to verify the last

equality. For l1, l2, l3 ∈ L,

β−1
1 ◦ δφ̄fλµ

(l1, l2, l3) = β−1
1 [f(l1), φ̄fλµ

(l2, l3)] + β−1
1 [φ̄fλµ

(l1, l3), f(l2)]

− β−1
1 [φ̄fλµ

(l1, l2), f(l3)]− β
−1
1 (φ̄fλµ

([l1, l2], l3))

+ β−1
1 (φ̄fλµ

([l1, l3], l2)) + β−1
1 (φ̄fλµ

(l1, [l2, l3])).

(4.4.7)
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Let us compute the terms on the right-hand side of (4.4.7). The first term is

β−1
1 [f(l1), φ̄fλµ

(l2, l3)]

= nr+1 ⊗ [f(l1), φ̄fλµ
(l2, l3)]

= I1[f(l1), φ̄fλµ
(l2, l3)] (i(1) = nr+1)

= {I1f(l1), 1⊗ φ̄fλµ
(l2, l3)}M (by (ii) of (4.4.1))

= {1⊗ f(l1), φfλµ
(1⊗ l2, 1 ⊗ l3)}M

(using B-bilinearity of {−,−}M and by (4.4.6))

= {1⊗ f(l1), f̃{1⊗ l2, 1 ⊗ l3}L − {f̃(1⊗ l2), f̃(1⊗ l3)}M}M (by (4.4.4))

= {f̃(1⊗ l1)−X1, f̃{1⊗ l2, 1⊗ l3}L}M

− {1⊗ f(l1), {1 ⊗ f(l2) +X2, 1⊗ f(l3) +X3}M}M

( by Lemma 4.4.1 (i) where X1,X2,X3 ∈ ker(E1) )

= {f̃(1⊗ l1), f̃{1⊗ l2, 1 ⊗ l3}L}M − {X1, {f̃ (1⊗ l2), f̃(1⊗ l3)}M + Z2,3}M

− {1⊗ f(l1), {1 ⊗ f(l2) +X2, 1⊗ f(l3) +X3}M}M

( by Lemma 4.4.1 (iii) where Z2,3 ∈ ker(P1) )

= {f̃(1⊗ l1), f̃{1⊗ l2, 1 ⊗ l3}L}M − {X1, {1 ⊗ f(l2) +X2, 1⊗ f(l3) +X3}M}M

− {X1, Z2,3}M − {1⊗ f(l1), {1⊗ f(l2) +X2, 1⊗ f(l3) +X3}M}M

( by Lemma 4.4.1 (i) where X2,X3 ∈ ker(E1) )

= {f̃(1⊗ l1), f̃{1⊗ l2, 1 ⊗ l3}L}M − {X1, {1 ⊗ f(l2), 1⊗ f(l3)}M}M

− {X1, {1⊗ f(l2),X3}M}M − {X1, {X2, 1⊗ f(l3)}M}M − {X1, {X2,X3}M}M

− {X1, Z2,3}M − {1⊗ f(l1), {1 ⊗ f(l2), 1 ⊗ f(l3)}M}M

− {1 ⊗ f(l1), {X2, 1⊗ f(l3)}M}M − {1⊗ f(l1), {1 ⊗ f(l2),X3}M}M

− {1 ⊗ f(l1), {X2,X3}M}M .

(4.4.8)

Similarly,

β−1
1 [φ̄fλµ

(l1, l3), f(l2)]

= {f̃{1⊗ l1, 1⊗ l3}L, f̃(1⊗ l2)}M − {{1 ⊗ f(l1), 1⊗ f(l3)}M ,X2}M

− {{1 ⊗ f(l1),X3}M ,X2}M − {{X1, 1 ⊗ f(l3)}M ,X2}M − {{X1,X3}M ,X2}M

− {Z1,3,X2}M − {{1 ⊗ f(l1), 1⊗ f(l3)}M , 1⊗ f(l2)}M

− {{X1, 1⊗ f(l3)}M , 1⊗ f(l2)}M − {{1 ⊗ f(l1),X3}M , 1⊗ f(l2)}M

− {{X1,X3}M , 1⊗ f(l2)}M

(4.4.9)
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and

β−1
1 [φ̄fλµ

(l1, l2), f(l3)]

= {f̃{1⊗ l1, 1⊗ l2}L, f̃(1⊗ l3)}M − {{1 ⊗ f(l1), 1⊗ f(l2)}M ,X3}M

− {{1 ⊗ f(l1),X2}M ,X3}M − {{X1, 1⊗ f(l2)}M ,X3}M − {{X1,X2}M ,X3}M

− {Z1,2,X3}M − {{1 ⊗ f(l1), 1⊗ f(l2)}M , 1⊗ f(l3)}M

− {{X1, 1⊗ f(l2)}M , 1⊗ f(l3)}M − {{1 ⊗ f(l1),X2}M , 1⊗ f(l3)}M

− {{X1,X2}M , 1⊗ f(l3)}M .

(4.4.10)

Also

β−1
1 (φ̄fλµ

([l1, l2], l3))

= nr+1 ⊗ φ̄fλµ
([l1, l2], l3)

= φλµ(1⊗ [l1, l2], 1⊗ l3) ( by the 3rd expression in (4.4.6) )

= f̃{1 ⊗ [l1, l2], 1 ⊗ l3}L − {f̃(1⊗ [l1, l2]), f̃ (1⊗ l3)}M

( by the 3rd expression in (4.4.4) )

= f̃{{1 ⊗ l1, 1⊗ l2}L − Y1,2, 1⊗ l3}L − {f̃({1⊗ l1, 1⊗ l2}L − Y1,2), f̃(1⊗ l3)}M

( by Lemma 4.4.1 (ii) where Y1,2 ∈ ker(E) )

= f̃{{1 ⊗ l1, 1⊗ l2}L, 1⊗ l3}L − f̃{Y1,2, 1⊗ l3}L − {f̃{1⊗ l1, 1⊗ l2}L, f̃(1⊗ l3)}M

+ {f̃(Y1,2), f̃(1⊗ l3)}M .

(4.4.11)

Similarly,

β−1
1 (φ̄fλµ

([l1, l3], l2))

=f̃{{1⊗ l1, 1⊗ l3}L, 1⊗ l2}L − f̃{Y1,3, 1⊗ l2}L

− {f̃{1⊗ l1, 1⊗ l3}L, f̃(1⊗ l2)}M + {f̃(Y1,3), f̃(1⊗ l2)}M

(4.4.12)

and

β−1
1 (φ̄fλµ

(l1, [l2, l3]))

=f̃{1⊗ l1, {1⊗ l2, 1⊗ l3}L}L − f̃{1⊗ l1, Y2,3}L

− {f̃(1⊗ l1), f̃{1⊗ l2, 1⊗ l3}L}M + {f̃(1⊗ l1), f̃(Y2,3)}M .

(4.4.13)
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Thus using (4.4.8)-(4.4.13) in (4.4.7) we get

β−1
1 ◦ δφ̄fλµ

(l1, l2, l3)

=− φM (X1, 1⊗ f(l2), 1 ⊗ f(l3))− φM (X1, 1⊗ f(l2),X3)− φM (X1,X2, 1⊗ f(l3))

− φM (X1,X2,X3)− φM (1⊗ f(l1),X2, 1⊗ f(l3))− φM (1⊗ f(l1), 1 ⊗ f(l2),X3)

− φM (1⊗ f(l1),X2,X3) + φfλµ
(Y1,2, 1⊗ l3)− φfλµ

(Y1,3, 1⊗ l2)

− φfλµ
(1⊗ l1, Y2,3)− {X1, Z2,3}M − {Z1,3,X2}M + {Z1,2,X3}M

+ f̃φL(1⊗ l1, 1⊗ l2, 1⊗ l3)− φM (1⊗ f(l1), 1⊗ f(l2), 1 ⊗ f(l3)).

(4.4.14)

Now recall that φM (l1, l2, l3) = 0, whenever one of the arguments is in ker(E1) and

φfλµ
(l1, l2) = 0, whenever one of the arguments is in ker(E). Moreover note that

{X1, Z2,3}M = 0 as {−,−}M is B-bilinear and njnr+1 = 0 for 1 ≤ j ≤ r. Similarly,

{Z1,3,X2}M = 0 = {Z1,2,X3}M .

Therefore from (4.4.14) we get,

β−1
1 ◦ δφ̄fλµ

(l1, l2, l3)

=f̃φL(1⊗ l1, 1⊗ l2, 1 ⊗ l3)− φM (1⊗ f(l1), 1⊗ f(l2), 1 ⊗ f(l3))

=β−1
1 (fφ̄L − φ̄Mf)(l1, l2, l3).

This completes the proof.

Proposition 4.4.3. Suppose ({−,−}L, {−,−}M ; f̃) and ({−,−}′L, {−,−}
′
M ; f̃ ′) are

any two triples satisfying conditions (4.4.1). Let (φ̄L, φ̄M ; φ̄fλµ
) and

(φ̄′L, φ̄
′
M ; φ̄′fλµ

) be the corresponding cocycles determined by ({−,−}L, {−,−}M ; f̃) and

({−,−}′L, {−,−}
′
M ; f̃ ′) respectively. Then (φ̄L, φ̄M ; φ̄fλµ

) and (φ̄′L, φ̄
′
M ; φ̄′fλµ

) represent

the same cohomology class in HL3(f ; f).

Proof. Suppose ({−,−}L, {−,−}M ; f̃) and ({−,−}′L, {−,−}
′
M ; f̃ ′) are two liftings sat-

isfying (4.4.1). Set ρL = {−,−}′L−{−,−}L, ρM = {−,−}′M−{−,−}M and ρf = f̃ ′− f̃ .

Then ρL : (B⊗L)⊗2 −→ B⊗L, ρM : (B⊗M)⊗2 −→ B⊗M and ρf : B⊗L −→ B⊗M are

B-linear maps. It follows from Proposition 4.2.3 that ρL and ρM induce two 2-cochains

ρ̄L and ρ̄M respectively such that

(φ̄′L − φ̄L) = δρ̄L and (φ̄′M − φ̄M ) = δρ̄M . (4.4.15)
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Now ρf takes values in ker(P1) because for l ∈ B ⊗ L

P1 ◦ ρf (l) = P1(f̃ ′(l)− f̃(l))

= P1 ◦ f̃ ′(l)− P1 ◦ f̃(l)

= fλµ ◦ P (l)− fλµ ◦ P (l) (by (iv) in (4.4.1))

= 0.

Also from (iii) in (4.4.1) it follows that E1 ◦ f̃
′ = f ◦ E = E1 ◦ f̃ , so ρf vanishes on

ker(E1). Thus ρf induces a linear map ρ̃f : (B ⊗ L/kerE1) −→ ker(P1), which defines

a 1-cochain ρ̄f ∈ CL
1(L;M) such that nr+1 ⊗ ρ̄f (l) = ρf (1⊗ l) for l ∈ L.

We claim that

(φ̄′L, φ̄
′
M ; φ̄′fλµ

)− (φ̄L, φ̄M ; φ̄fλµ
) = d(ρ̄L, ρ̄M ; ρ̄f ) = (δρ̄L, δρ̄M ; f ρ̄L − ρ̄Mf − δρ̄f ).

In view of (4.4.15) it is enough to show that (φ̄′fλµ
− φ̄fλµ

) = (f ρ̄L − ρ̄Mf − δρ̄f ). For

l1, l2 ∈ L,

β−1 ◦ δρ̄f (l1, l2)

= nr+1 ⊗ δρ̄f (l1, l2)

= nr+1 ⊗ ([f(l1), ρ̄f (l2)] + [ρ̄f (l1), f(l2)]− ρ̄f [l1, l2])

= nr+1 ⊗ [f(l1), ρ̄f (l2)] + nr+1 ⊗ [ρ̄f (l1), f(l2)]− nr+1 ⊗ ρ̄f [l1, l2]

= I1[f(l1), ρ̄f (l2)] + I1[ρ̄f (l1), f(l2)]− ρf (1⊗ [l1, l2])

= {I1f(l1), 1⊗ ρ̄f (l2)}
′
M + {I1ρ̄f , 1 ⊗ f(l2)}

′
M − (f̃ ′ − f̃)(1⊗ [l1, l2])

= {nr+1 ⊗ f(l1), 1 ⊗ ρ̄f (l2)}
′
M + {nr+1 ⊗ ρ̄f , 1⊗ f(l2)}

′
M − f̃

′(1⊗ [l1, l2])

+ f̃(1⊗ [l1, l2])

= {1⊗ f(l1), nr+1 ⊗ ρ̄f (l2)}
′
M + {nr+1 ⊗ ρ̄f , 1⊗ f(l2)}

′
M − f̃

′(1⊗ [l1, l2])

+ f̃(1⊗ [l1, l2])

= {f̃ ′(1⊗ l1)−X
′
1, (f̃

′ − f̃)(1⊗ l2)}
′
M + {(f̃ ′ − f̃)(1⊗ l1), f̃ (1⊗ l2)−X2}

′
M

− f̃ ′({1 ⊗ l1, 1⊗ l2}
′
L − Y

′
1,2) + f̃({1 ⊗ l1, 1⊗ l2}

′
L − Y

′
1,2)

( by Lemma 4.4.1 (i) and (ii) )

= {f̃ ′(1⊗ l1), f̃ ′(1⊗ l2)}
′
M − {f̃

′(1⊗ l1), f̃(1⊗ l2)}
′
M − {X

′
1, (f̃

′ − f̃)(1⊗ l2)}
′
M

+ {f̃ ′(1⊗ l1), f̃(1⊗ l2)}
′
M − {f̃(1⊗ l1), f̃(1⊗ l2)}

′
M − {(f̃

′ − f̃)(1 ⊗ l1),X2}
′
M

− f̃ ′{1⊗ l1, 1⊗ l2}
′
L + f̃{1 ⊗ l1, 1⊗ l2}

′
L + (f̃ ′ − f̃)(Y ′

1,2)

={f̃ ′(1⊗ l1), f̃ ′(1⊗ l2)}
′
M − {f̃(1⊗ l1), f̃(1⊗ l2)}

′
M − f̃

′{1⊗ l1, 1⊗ l2}
′
L

+ f̃{1 ⊗ l1, 1⊗ l2}
′
L.

(4.4.16)
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On the other hand

β−1 ◦ (f ρ̄L)(l1, l2) = nr+1⊗ f ρ̄L(l1, l2) = f̃{1⊗ l1, 1⊗ l2}
′
L− f̃{1⊗ l1, 1⊗ l2}L, (4.4.17)

β−1 ◦ φ̄′fλµ
(l1, l2) = nr+1 ⊗ φ̄

′
fλµ

(l1, l2)

= φ′fλµ
(1⊗ l1, 1⊗ l2)

= f̃ ′{1⊗ l1, 1⊗ l2}
′
L − {f̃

′(1⊗ l1), f̃ ′(1⊗ l2)}
′
M ,

(4.4.18)

β−1 ◦ φ̄fλµ
(l1, l2) = nr+1 ⊗ φ̄fλµ

(l1, l2)

= φfλµ
(1⊗ l1, 1⊗ l2)

= f̃{1⊗ l1, 1⊗ l2}L − {f̃(1⊗ l1), f̃(1⊗ l2)}M ,

(4.4.19)

and

β−1 ◦ ρ̄Mf(l1, l2)

= nr+1 ⊗ ρ̄Mf(l1, l2)

= nr+1 ⊗ ρ̄M (f(l1), f(l2))

= ρM (1⊗ f(l1), 1⊗ f(l2))

= {1⊗ f(l1), 1⊗ f(l2)}
′
M − {1⊗ f(l1), 1⊗ f(l2)}M

= {f̃(1⊗ l1)−X1, f̃(1⊗ l2)−X2}
′
M − {f̃(1⊗ l1)−X1, f̃(1⊗ l2)−X2}M

( by Lemma 4.4.1 (i), where X1,X2 ∈ ker(E1) )

= {f̃(1⊗ l1), f̃(1⊗ l2)}
′
M − {f̃(1⊗ l1), f̃(1⊗ l2)}M

− ρM (f̃(1⊗ l1),X2)− ρM (X1, f̃(1⊗ l2)) + ρM (X1,X2)

= {f̃(1⊗ l1), f̃(1⊗ l2)}
′
M − {f̃(1⊗ l1), f̃(1⊗ l2)}M

( since ρM (x1, x2) = 0, whenever one of the arguments is in ker(E1) ).

(4.4.20)

Using (4.4.17)-(4.4.20) we get

β−1 ◦ (f ρ̄L − ρ̄Mf − φ̄
′
fλµ

+ φ̄fλµ
)(l1, l2)

={f̃ ′(1⊗ l1), f̃ ′(1⊗ l2)}
′
M − {f̃(1⊗ l1), f̃(1⊗ l2)}

′
M

− f̃ ′{1⊗ l1, 1⊗ l2}
′
L + f̃{1⊗ l1, 1⊗ l2}

′
L.

(4.4.21)

Therefore from (4.4.16) and (4.4.21) it follows that

β−1 ◦ δρ̄f (l1, l2) = β−1 ◦ (f ρ̄L − ρ̄Mf − φ̄
′
fλµ

+ φ̄fλµ
)(l1, l2)
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Thus we have a map

ΘD : H2
Harr(A; K) −→ HL3(f ; f) given by ΘD([ψ]) = [(φ̄L, φ̄M ; φ̄fλµ

)],

where [(φ̄L, φ̄M ; φ̄fλµ
)] denotes the cohomology class of (φ̄L, φ̄M ; φ̄fλµ

), which is the

obstruction map in the present context.

Theorem 4.4.4. Given an 1-dimensional extension

0 −→ K
i
−→ B

p
−→ A −→ 0

of A representing [ψ] ∈ H2
Harr(A; K), a deformation D of f with base A can be extended

to a deformation of f with base B if and only if ΘD([ψ]) = 0.

Proof. Suppose ΘD([ψ]) = 0. Let ({−,−}L, {−,−}M ; f̃) be a triple satisfying conditions

in (4.4.1). Let φL, φM and φfλµ
be maps as defined in (4.4.4). Let (φ̄L, φ̄M ; φ̄fλµ

) be the

associated cocycle.

Since ΘD([ψ]) = [(φ̄L, φ̄M ; φ̄fλµ
)] = 0, there is a 2-cochain (u, v;w) ∈ CL2(f ; f) such

that (φ̄L, φ̄M ; φ̄fλµ
) = d(u, v;w). Therefore δu = φ̄L, δv = φ̄M , and (fu− vf − δw) =

φ̄fλµ
. Take ρ′L = −u, ρ′M = −v, and ρ′f = −w. Define the linear maps

{−,−}′L : (B ⊗ L)⊗2 −→ B ⊗ L by {l1, l2}
′
L = {l1, l2} − I ◦ u(E(l1), E(l2)),

{−,−}′M : (B ⊗M)⊗2 −→ B ⊗M by {x1, x2}
′
M = {x1, x2} − I1 ◦ v(E1(x1), E1(x2)),

and f̃ ′ : B ⊗ L −→ B ⊗M by f̃ ′(l) = f̃(l)− I1 ◦ w(E(l))

for l, l1, l2 ∈ B ⊗ L and x1, x2 ∈ B ⊗M.

We claim that ({−,−}′L, {−,−}
′
M ; f̃ ′) is a deformation of f with base B extending the

deformation D. Let φ′L, φ
′
M , and φ′fλµ

be the associated maps as defined in (4.4.4). Let

(φ̄′L, φ̄
′
M ; φ̄′fλµ

) be corresponding 3-cocycle. Then it is easy to see that (φ̄L − φ̄
′
L) = δu,

(φ̄M − φ̄
′
M ) = δv, and (φ̄fλµ

− φ̄′fλµ
) = fu − vf − δw. Thus φ̄′L = 0, φ̄′M = 0, and

φ̄′fλµ
= 0. It follows from (4.4.6) that φ′L = 0 = φ′M and φ′fλµ

= 0. Consequently

({−,−}′L, {−,−}
′
M ; f̃ ′) is a deformation of f with base B extending D.

The converse part follows easily, since if we have an extension ({−,−}L, {−,−}M ; f̃)

of the deformation D then φL = φM = φfλµ = 0, by definition (4.4.4). So ΘD([ψ]) is

represented by the zero cochain.
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Example 4.4.5. Let D = (λt, µt; ft) be a finite order 1-parameter deformation of Leib-

niz algebra homomorphism f : L −→M with base A = K[[t]]/(tN+1). Explicitly,

λt(l1, l2) =
∑

i≥0

λi(l1, l2)t
i (modulo tN+1)

µt(x1, x2) =
∑

i≥0

µi(x1, x2)t
i (modulo tN+1)

ft(l) =
∑

i≥0

fi(l)t
i (modulo tN+1)

where l, li ∈ L, xi ∈ M , λi ∈ CL2(L;L), µi ∈ CL2(M ;M) and fi ∈ CL1(L;M),

i = 1, 2 with λ0, µ0 are the original brackets in L and M respectively, and f0 is the

Leibniz algebra homomorphism f .

By Leibniz relations satisfied by λt and µt we have

λt(l1, λt(l2, l3))− λt(λt(l1, l2), l3) + λt(λt(l1, l3), l2) = 0

µt(x1, µt(x2, x3))− µt(µt(x1, x2), x3) + µt(µt(x1, x3), x2) = 0

for li ∈ L and xi ∈M , i = 1, 2, 3.

Also ft is a Leibniz algebra homomorphism, so we have

ft(λt(l1, l2)) = µt(ft(l1), ft(l2)) for l1, l2 ∈ L.

If we try to extend D to a deformation of order N + 1, starting with the extension

0 −→ (tN+1)/(tN+2) −→ K[[t]]/(tN+2) −→ K[[t]]/(tN+1) −→ 0,

the obstruction cocycle (φ̄L, φ̄M ; φ̄fλµ
) in this case can be written as ( [Man07])

φ̄L(l1, l2, l3) =
∑

i+j=N+1
i,j>0

{λi(λj(x, y), z) − λi(λj(x, z), y) − λi(x, λj(y, z))}

φ̄M (x1, x2, x3) =
∑

i+j=N+1
i,j>0

{µi(µj(x1, x2), x3)− µi(µj(x1, x3), x2)− µi(x1, µj(x2, x3))}

φ̄fλµ
(l1, l2) =

′
∑

µi(fj(l1), fk(l2))−
∑

i+j=N+1
i,j>0

fi(λj(l1, l2))

for li ∈ L and xi ∈M , i = 1, 2, 3.
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Here,
′
∑

=
∑

i+j=N+1
i,j>0;k=0

+
∑

i+k=N+1
i,k>0;j=0

+
∑

j+k=N+1
j,k>0;i=0

+
∑

i+j+k=N+1
i,j,k>0

.

The given deformation extends to a deformation of order N + 2 if the cohomology class

of the obstruction cocycle is zero.

So far we were concerned with the lifting problem for 1-dimensional extension of

the base (A,M) ∈ C of a deformation. An analogous consideration holds for any finite

dimensional extension of the algebra A by an A-module.

Let M0 be a finite dimensional A-module satisfying MM0 = 0. From Proposition

2.3.3 , it follows thatH2
Harr(A;M0) is in one to one correspondence with the isomorphism

classes of extensions

0 −→M0
i
−→ B

p
−→ A −→ 0. (4.4.22)

Let [ψ] ∈ H2
Harr(A;M0) correspond to the class of extensions represented by the

extension in (4.4.22). If we proceed with the above extension as in the case of 1-

dimensional extension, we obtain a triple ({−,−}L, {−,−}M ; f̃) and the maps φL, φM

and φfλµ
as determined in (4.4.4). We define φ̃L, φ̃M and φ̃fλµ

using φL, φM and φfλµ

respectively as in (4.4.5). As before we have isomorphisms (B ⊗ L/ker(E)) ∼= L

and (B ⊗ M/ker(E1)) ∼= M . Moreover in this general case, we have isomorphisms

ker(P ) ∼= M0 ⊗ L and ker(P1) ∼= M0 ⊗ M . We use these isomorphisms to obtain

cochains

φ̄L ∈ CL
3(L;M0 ⊗ L) ∼= M0 ⊗ CL

3(L;L),

φ̄M ∈ CL
3(M ;M0 ⊗M) ∼= M0 ⊗ CL

3(M ;M)

and φ̄fλµ
∈ CL2(L;M0 ⊗M) ∼= M0 ⊗ CL

2(L;M).

An argument analogous to the proof of Proposition 4.4.2 shows that (φ̄L, φ̄M , φ̄fλµ
) is a

cocycle in M0 ⊗ CL
3(f ; f).

As a consequence we have the obstruction map

ΘD : H2
Harr(A;M0) −→M0 ⊗HL

3(f ; f).

As in Theorem 4.4.4, we have

Theorem 4.4.6. Given an extension (4.4.22) of A by the A-module M0 representing

[ψ], a deformation D = (λ, µ; fλµ) of f with base (A,M) ∈ C can be lifted to a defor-

mation of f with base B if and only if ΘD([ψ]) = 0.
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4.5 Formal deformations

An M-adic filtration of a commutative algebra A is a filtration

A = M0 ⊃M ⊃M2 ⊃ · · · .

by ideals of A. Given an M-adic filtration, the completion ÂM of A with respect to the

M-adic filtration is the projective limit of the quotient algebras A/Mi equipped with the

family of homomorphisms pji : A/Mj −→ A/Mi for j ≥ i defined by pji (a+Mj) = a+Mi.

It is a subalgebra of the direct product

ÂM := lim
←−
n→∞

(A/Mn)

:= {a = (a1, a2, · · · ) ∈ ΠiA/M
i ; pji (aj + Mj) = ai + Mi for all j > i}.

The completed ring ÂM is equipped with maps pj : ÂM −→ A/Mj for all j such that

for j ≥ i, pji ◦ pj = pi.

If A is local with maximal ideal M then ÂM is a local ring with the maximal ideal

M̂, where M̂ = {a = (a1, a2, · · · ) ∈ ΠiA/M
i; a1 = 0}.

In case the natural map A −→ ÂM is an isomorphism, then we say that A is complete

with respect to M. In this case we shall always assume that dim(Mk/Mk+1) is finite

for all k.

Example 4.5.1. If A = R[x1, · · · , xn] is a polynomial ring over the ring R, and M =<

x1, · · · , xn >, the ideal generated by x1, · · · , xn, then the completion ÂM of A with

respect to M is the formal power series ring

ÂM
∼= R[[x1, · · · , xn]].

Definition 4.5.2. Let A be a complete local algebra, where M is the maximal ideal in

A. A deformation λ of L with base A is called formal if the A-Leibniz algebra structure

λ on

A⊗̂L = lim
←−
n→∞

((A/Mn)⊗ L),

is the projective limit of deformations λn with base A/Mn.

Example 4.5.3. If A = K[[t]] then a formal deformation of a type of algebra L

(associative, Lie, Leibniz etc.) over A is a formal one parameter deformation of

L [Ger64,Ger66,Ger68,Ger74]. For example, the deformation λ of a Leibniz algebra L

with base A = K[[t]] is given by the bracket

λt = [−,−] + λ1t+ λ2t
2 + · · · , where λi ∈ CL

2(L;L)
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with [−,−] being the original Leibniz bracket on L. This is studied in [Bal97].

Definition 4.5.4. A formal deformation of a Leibniz algebra homomorphism f : L −→

M with base A, where A is complete, is a deformation D = (λ, µ; fλµ) which is obtained

as a projective limit of deformations Dn = (λn, µn; fλnµn
) with base A/Mn.

Example 4.5.5. If A = K[[t]] then a formal deformation (λt, µt; ft) of f : L −→M is

a Leibniz algebra homomorphism ft : Lt −→Mt of the form

ft = f + f1t+ f2t
2 + · · · .

Here each fi : L −→ M is a K-linear map for i ≥ 1, and Lt = L⊗KK[[t]] ,

Mt = M⊗KK[[t]] are formal one parameter family of deformations of L and M given

by brackets λt and µt, respectively. This is studied in [Man07].

Definition 4.5.6. For a formal deformation D of f with base A, p2∗D is called the

infinitesimal part of D and ap2∗D is the differential of D, where p2 : A −→ A/M2 is the

map introduced above.

More generally, let Dk denote the push-out pk∗D, where pk : A −→ A/Mk. Then

Dk is a deformation with base A/Mk.

Definition 4.5.7. For a formal deformation D = (λ, µ; fλµ) of f with base A, the linear

map

αD2
: (M/M2)′ −→ CL2(f ; f)

defined by αD2
(ξ) = (αλ2,ξ, αµ2,ξ; fλ2µ2,ξ) is called the infinitesimal of the deformation

D. More generally, if αDk
= 0, the zero map for 1 ≤ k ≤ n, and αDn+1

is a non-

zero linear map, then αDn+1
is called the n-infinitesimal of the deformation D, where

Dk = pk∗D.

Remark 4.5.8. Note that for every n,

0 −→Mn/Mn+1 −→ A/Mn+1 −→ A/Mn −→ 0

is an extension of the algebra A/Mn and Dn+1 is an extension of the deformation Dn

from the base A/Mn to the base A/Mn+1.

Proposition 4.5.9. The infinitesimal αD2
of the deformation D takes values in cocycles

in CL2(f ; f). More generally, the n-infinitesimal αDn+1
takes values values in cocycles

in CL2(f ; f).

Proof. By Theorem 3.5.1, αD2
(ξ) is a 2-cocycle in CL2(f ; f). In general let

αDk
: (M/Mk+1)′ −→ CL2(f ; f)
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be the k-infinitesimal of the deformation D. Consider the extension

0 −→Mk/Mk+1 ik+1

k−→ A/Mk+1 pk+1

k−→ A/Mk −→ 0

of A/Mk. The maximal ideal of A/Mk is M/Mk and the maximal ideal M/Mk+1

of A/Mk+1 is given by M/Mk+1 = M/Mk ⊕Mk/Mk+1. Let dim(M/Mk) = r and

dim(Mk/Mk+1) = s, so dim(M/Mk+1) = r + s. Let {mi + Mk}1≤i≤r be a basis of

M/Mk and {mr+i + Mk+1}1≤i≤s be a basis of Mk/Mk+1. Thus we get a basis of

M/Mk+1, which we write as {m̄i}1≤i≤r+s.

From definition, αDk
(m̄′

i) = (αλk ,m̄
′

i
, αµk ,m̄

′

i
; fλkµk ,m̄

′

i
). It is sufficient to show that

dαDk
(m̄′

i) = (δαλk ,m̄
′

i
, δαµk ,m̄

′

i
; fαλk,m̄

′

i
− αµk ,m̄

′

i
f − δfλkµk,m̄

′

i
) = 0

for 1 ≤ i ≤ r+s. Notice that Dk is an extension of Dk−1 and αDk
is the k-infinitesimal,

so αDk
(m̄′

i) = αDk−1
(m̄′

i) = 0 for 1 ≤ i ≤ r. Thus Dk = (λk, µk; fλkµk
) is given by the

following.

[1⊗ l1, 1⊗ l2]λk
= 1⊗ [l1, l2] +

r+s
∑

i=r+1

m̄i ⊗ αλk,m̄
′

i
(l1, l2), for l1, l2 ∈ L

[1⊗ x1, 1⊗ x2]µk
= 1⊗ [x1, x2] +

r+s
∑

i=r+1

m̄i ⊗ αµk,m̄
′

i
(x1, x2) x1, x2 ∈M and

fλkµk
(1⊗ l) = 1⊗ f(l) +

r+s
∑

i=r+1

m̄j ⊗ fλkµk ,m̄
′

i
(l) for l ∈ L.

Now {m̄i}r+1≤i≤r+s is a basis of Mk/Mk+1 and (Mk/Mk+1)2 = 0. Thus by the

analogous computations as in Theorem 3.5.1 we get δαλk ,m̄
′

i
= 0 = δαµk ,m̄

′

i
and

fαλk,m̄
′

i
− αµk,m̄

′

i
f − δfλkµk ,m̄

′

i
= 0 for r + 1 ≤ i ≤ r + s. Consequently, αDk

(m̄′
i) is

a 2-cocycle in CL2(f ; f) for 1 ≤ i ≤ r + s.

Theorem 4.5.10. A non-trivial formal deformation of a Leibniz algebra homomorphism

is equivalent to a deformation whose n-infinitesimal is not a coboundary (in the sense

that the image of the n-infinitesimal is not contained in 2-coboundaries) for some n ≥ 1.

Proof. Let D = (λ, µ; fλµ) be a formal deformation of f with complete local algebra base

(A,M). Suppose D has n-infinitesimal αDn+1
for some n ≥ 1. Note that for every k,

Dk = pk∗D = (λk, µk; fλkµk
) is a deformation with base A/Mk such that D = lim

←−
k→∞

Dk

where pk : A −→ A/Mk.

Assume that αDn+1
(ξ) is a coboundary in CL2(f ; f) for all ξ ∈ (M/Mn+1)′.
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We claim that Dn+1 is equivalent to the trivial deformation D0 = (λ0, µ0; f0) with

base A/Mn+1, where λ0 and µ0 are given by [1⊗ l1, 1⊗ l2]λ0
= 1⊗ [l1, l2] and [1⊗x1, 1⊗

x2]µ0
= 1⊗ [x1, x2] for l1, l2 ∈ L, x1, x2 ∈M , and f0(1⊗ l) = 1⊗ f(l) for l ∈ L.

Let {m̄i = mi+Mn}1≤i≤r be a basis of M/Mn. We extend this to basis {m̄i}1≤i≤r+s

of M/Mn+1 = M/Mn ⊕Mn/Mn+1 by adding a basis {m̄r+i = mr+i + Mn+1}1≤i≤s of

Mn/Mn+1. By our assumption αDn
= 0, the zero map so that αDn+1

(m̄′
i) = αDn

(m̄′
i) =

0 for 1 ≤ i ≤ r as Dn+1 is an extension of Dn (cf. Remark 4.5.8 ) and αDn+1
(m̄′

i) =

d(ui, vi;wi), r + 1 ≤ i ≤ r + s for some 1-cochains (ui, vi;wi) ∈ CL
1(f ; f).

We may assume that αDn+1
(m̄′

i) = d(ui, vi; 0) as d(ui, vi;wi) = d(ui, vi + δwi; 0) for

r + 1 ≤ i ≤ r + s. Thus we have following relations

(αλn,m̄′

i
, αµn,m̄′

i
; fλnµn,m̄′

i
) = (δui, δvi, fui − vif) for r + 1 ≤ i ≤ r + s. (4.5.1)

Define A/Mn+1-linear maps

Φ : ((A/Mn+1)⊗ L, λn+1) −→ ((A/Mn+1)⊗ L, λ0) by

Φ(1⊗ l) = 1⊗ l +
r+s
∑

i=r+1

m̄i ⊗ ui(l) and

Ψ : ((A/Mn+1)⊗M,µn+1) −→ ((A/Mn+1)⊗M,µ0) by

Ψ(1⊗ x) = 1⊗ l +
r+s
∑

i=r+1

m̄i ⊗ vi(x) for l ∈ L and x ∈M.

Observe that

[Φ(1⊗ l1),Φ(1 ⊗ l2)]λ0

= [1⊗ l1 +

r+s
∑

i=r+1

m̄i ⊗ ui(l1), 1⊗ l2 +

r+s
∑

i=r+1

m̄i ⊗ ui(l2)]λ0

= [1⊗ l1, 1 ⊗ l2]λ0
+

r+s
∑

i=r+1

m̄i[1⊗ ui(l1), 1 ⊗ l2]λ0

+

r+s
∑

i=r+1

m̄i[1⊗ l1, 1⊗ ui(l2)]λ0
+

r+s
∑

i,j=r+1

m̄im̄j [1⊗ ui(l1), 1⊗ uj(l2)]λ0

= 1⊗ [l1, l2] +
r+s
∑

i=r+1

m̄i ⊗ [ui(l1), l2] +
r+s
∑

i=r+1

m̄i[l1, ui(l2)]

( using m̄im̄j = 0, r + 1 ≤ i, j ≤ r + s ).

(4.5.2)
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On the other hand

Φ[1⊗ l1, 1⊗ l2]λn+1

= Φ(1⊗ [l1, l2] +

r+s
∑

i=r+1

m̄i ⊗ αλn+1,m̄′

i
(l1, l2))

= Φ(1⊗ [l1, l2] +
r+s
∑

i=r+1

m̄iΦ(1⊗ αλn+1,m̄′

i
(l1, l2))

= 1⊗ [l1, l2] +
r+s
∑

i=r+1

m̄i ⊗ ui([l1, l2])

+
r+s
∑

i=r+1

m̄i(1⊗ αλn+1,m̄′

i
(l1, l2) +

r+s
∑

j=r+1

m̄j ⊗ uj(αλn+1,m̄′

i
(l1, l2)))

= 1⊗ [l1, l2] +

r+s
∑

i=r+1

m̄i ⊗ ui([l1, l2]) +

r+s
∑

i=r+1

m̄i ⊗ αλn+1,m̄′

i
(l1, l2).

(4.5.3)

The (A/Mn+1)- linear map Φ defines an equivalence of λn+1 and λ0 if and only if

[Φ(1⊗ l1),Φ(1 ⊗ l2)]λ0
− Φ([1⊗ l1, 1⊗ l2]λn+1

) = 0.

Equivalently,

r+s
∑

i=r+1

m̄i ⊗ δui(l1, l2)−

r+s
∑

i=r+1

m̄i ⊗ αλn+1,m̄′

i
(l1, l2) = 0.

Equivalently,
∑r+s

i=r+1 m̄i ⊗ (δui − αλn+1,m̄′

i
)(l1, l2) = 0.

From the relations in (4.5.1) it follows that Φ defines an equivalence of λn+1 and λ0.

Similarly Ψ defines an equivalence of µn+1 and µ0.

We now check that

Ψ ◦ fλn+1µn+1
= f ◦ Φ.

Now

Ψ ◦ fλn+1µn+1

= Ψ{1⊗ f(l) +

r+s
∑

i=r+1

m̄i ⊗ fλn+1µn+1,m̄′

i
(l)}

= Ψ(1⊗ f(l)) +

r+s
∑

i=r+1

m̄iΨ(1⊗ fλn+1µn+1,m̄′

i
(l))
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= 1⊗ f(l) +
r+s
∑

i=r+1

m̄i ⊗ vi(f(l)) +
r+s
∑

i=r+1

m̄i{1⊗ fλn+1µn+1,m̄′

i
(l)

+
r+s
∑

j=r+1

m̄j ⊗ vj(fλn+1µn+1,m̄′

i
(l))}

= 1⊗ f(l) +

r+s
∑

i=r+1

m̄i ⊗ vi(f(l)) +

r+s
∑

i=r+1

m̄i ⊗ fλn+1µn+1,m̄′

i
(l)

( since (Mn/Mn+1)2 = 0 ).

On the other hand

f0 ◦ Φ(1⊗ l) = f0(1⊗ l +
r+s
∑

i=r+1

m̄i ⊗ ui(l))

= f0(1⊗ l) +
r+s
∑

i=r+1

m̄if0(1⊗ ui(l))

= 1⊗ f(l) +
r+s
∑

i=r+1

m̄i ⊗ fui(l).

Using the expression fui − vif = fλn+1µn+1,m̄′

i
in (4.5.1) we get

Ψ ◦ fλn+1µn+1
= f ◦Φ.

Therefore Dn+1 is equivalent to the trivial deformation of f with base A/Mn+1.

Thus we may assume that D has (n + 1)-infinitesimal. If αDn+2
takes values in

coboundaries, we can repeat the argument and the process must stop as D = lim
←−
n→∞

Dn

is given to be non-trivial.

Definition 4.5.11. A Leibniz algebra homomorphism f : L −→ M is said to be rigid

if any formal deformation of f is trivial.

Corollary 4.5.12. If HL2(f ; f) = 0, then f : L −→M is rigid.

Proof. SinceHL2(f ; f) = 0, any 2-cocycle in CL2(f ; f) is a 2-coboundary. Suppose D is

a formal deformation of f with base A. By Theorem 3.5.1, αD2
(ξ) is a 2-cocycle, hence a

coboundary in CL2(f ; f) for any ξ ∈ (M/M2)′. Then as shown in the proof of Theorem

4.5.10, D2 is a trivial deformation. But then by Proposition 4.5.9, the 2-infinitesimal

takes values in cocycles and hence in coboundaries. By repeating the argument, we see

that Dn is trivial for every n. Hence D = lim
←−
n→∞

Dn must be trivial.
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Suppose A is a complete local algebra with the maximal ideal M. Let

a : (M/M2)′ −→ HL2(f ; f)

be any linear map and D be an infinitesimal deformation with base A/M2 and aD = a.

For instance, let {m̄i}1≤i≤r be a basis of M/M2 with {ξ̄i}1≤i≤r be the corresponding

dual basis of (M/M2)′. Consider a linear map α : (M/M2)′ −→ CL2(f ; f) such that

a(ξ̄i) = [α(ξ̄i)], 1 ≤ i ≤ r. Suppose α(ξ̄i) = (ψλi , ψ
µ
i ; fi). We define a deformation

D = (λ, µ; fλµ) of f with base A/M2 as follows.

[1⊗ l1, 1⊗ l2]λ = 1⊗ [l1, l2] +

r
∑

i=1

mi ⊗ ψ
λ
i (l1, l2),

[1⊗ x1, 1⊗ x2]µ = 1⊗ [x1, x2] +
r
∑

i=1

mi ⊗ ψ
µ
i (x1, x2),

fλµ(1⊗ l1) = 1⊗ f(l1) +

r
∑

i=1

mi ⊗ fi(l1) for l1, l2 ∈ L and x1, x2 ∈M.

Then aD = a.

Suppose the deformation D can be lifted to a deformation Dk with base A/Mk for

k ≥ 2. Consider the extension

0 −→Mk/Mk+1 ik+1

k−→ A/Mk+1 pk+1

k−→ A/Mk −→ 0,

representing a cohomology class [ψk] ∈ H
2
Harr(A/M

k;Mk), where Mk = Mk/Mk+1.

Let θk = ΘDk
([ψk]) ∈Mk ⊗HL

3(f ; f). Then by Proposition 4.4.6 we obtain

Proposition 4.5.13. Let A be a complete local algebra with the maximal ideal M.

Let a : (M/M2)′ −→ HL2(f ; f) be a given linear map. Let D be any infinitesimal

deformation with base A/M2 and aD = a. Then there exists a formal deformation of

f with base A and with the given map a as its differential if and only if θk = 0 for all

k ≥ 2.

Corollary 4.5.14. If HL3(f ; f) = 0, then every linear map

a : (M/M2)′ −→ HL2(f ; f)

is the differential of some formal deformation D of f with base A.
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We end this chapter with the definition of a versal deformation of a Leibniz algebra

L.

Definition 4.5.15. A formal deformation η of a Leibniz algebra L with base C is called

versal, if

(i) for any formal deformation λ of the Leibniz algebra L with base A there exists a

homomorphism f : C → A such that the deformation λ is equivalent to f∗η;

(ii) f is unique whenever the the maximal ideal M of A satisfies the condition M2 = 0.

An explicit construction of a versal deformation will be given in the next chapter.
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Chapter 5

Construction of a Versal

deformation of Leibniz algebras

5.1 Introduction

The present chapter is devoted to give a construction of versal deformation of a given

Leibniz algebra L with dim(HL2(L;L)) <∞. We begin with the universal infinitesimal

deformation η1 of L with base C1 as constructed in Chapter 3, and apply the tools

developed in the last chapter to get a finite dimensional extension η2 with base C2.

We kill off the possible obstruction associated to the extension problem for the specific

extension (2.3.4) of C1 to obtain η2 with base C2. We repeat this procedure successively

to get a sequence of finite dimensional extensions ηk with base Ck. The projective limit

C = lim
←−
k→∞

Ck is a complete local algebra and η = lim
←−
k→∞

ηk is a formal deformation of L

with base C. We show that the algebra base C can be described as a quotient of the

formal power series ring over K in finitely many variables. Finally we prove that the

formal deformation η is a versal deformation of L with base C.

5.2 Construction of a formal deformation η

Let L be a Leibniz algebra satisfying dim(HL2(L;L)) <∞. As in Chapter 3, we denote

HL2(L;L) by H.

Set C0 = K and C1 = K ⊕ H
′. As in Section 3.4, we consider the algebra C1 as a

finite dimensional extension of K given by the trivial extension

0 −→ H
′ i1−→ C1

p1
−→ C0 −→ 0,
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where the multiplication in C1 is defined by

(k1, h1)(k2, h2) = (k1k2 , k1h2 + k2h1) for (k1, h1), (k2, h2) ∈ C1.

Let η1 be the universal infinitesimal deformation of L with base C1 as constructed in

Section 3.4. We proceed by induction. Suppose for some k ≥ 1 we have constructed a

finite dimensional local algebra Ck in C and a deformation ηk of L with base Ck such

that pk∗ηk = ηk−1.

Consider a linear map

µk : H2
Harr(Ck; K) −→ Hom(S2Ck; K) = (S2Ck)

′

where µk takes a cohomology class [ψ] to a cocycle representing it. Such a linear map

can be obtained by fixing its values on a basis of H2
Harr(Ck; K) and then extending it

linearly (as in (2.3.2) ). Let the dual map of µk be

fk : S2Ck −→ H2
Harr(Ck; K)′.

We have seen that fk is a cocycle and represents a cohomology class in the second

Harrison cohomology of Ck with coefficients in H2
Harr(Ck; K)′. Therefore by Proposition

2.3.3, the cohomology class of fk corresponds to an isomorphism class of extensions of

Ck represented by an extension

0 −→ H2
Harr(Ck; K)′

īk+1
−→ C̄k+1

p̄k+1
−→ Ck −→ 0. (5.2.1)

For this extension we now consider the problem of extending the deformation ηk of L

with base Ck as discussed in Chapter 4. As in (4.2.21) the associated obstruction is

θk([fk]) ∈ H
2
Harr(Ck; K)′⊗HL3(L;L). By Proposition 3.4.1, θk([fk]) gives a linear map

ωk : H2
Harr(Ck; K) −→ HL3(L;L) (5.2.2)

with the dual map

ωk
′ : HL3(L;L)′ −→ H2

Harr(Ck; K)′.

Thus to get an extension of ηk we modify the extension (5.2.1) to a new extension of

Ck for which obstruction vanishes.

We take the quotient module coker(ω′
k) of H2

Harr(Ck; K)′ and obtain an induced

extension of the algebra Ck by coker(ω′
k) as in the commutative diagram in Figure 5.1,

where the vertical arrows are projection maps.
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0

0 H2
Harr(Ck; K)′

0

0

Ck

p̄k+1īk+1

C̄k+1

īk+1◦ω
′

k
(HL3(L;L)′)

H2
Harr

(Ck ;K)′

ω′

k
(HL3(L;L)′)

Ck
C̄k+1

Figure 5.1:

This yields a new extension

0 −→ coker(ω′
k) −→ C̄k+1/̄ik+1 ◦ ω

′
k(HL

3(L;L)′) −→ Ck −→ 0.

Observe that coker(ω′
k)
∼= (ker(ωk))

′, so it induces an extension

0 −→ (ker(ωk))
′ ik+1
−→ Ck+1

pk+1
−→ Ck −→ 0 (5.2.3)

where Ck+1 = C̄k+1/̄ik+1 ◦ ω
′
k(HL

3(L;L)′) and ik+1, pk+1 are the mappings induced

by īk+1 and p̄k+1, respectively. Since Ck is finite dimensional, the cohomology module

H2
Harr(Ck; K) is also finite dimensional and hence by Proposition 2.3.5, Ck+1 is in C as

well.

Remark 5.2.1. It follows from Proposition 2.3.4 that the specific extension (5.2.1) has

the following “universal property”. For any Ck-module M with MM = 0, (5.2.1) admits

a unique homomorphism into an arbitrary extension of Ck:

0 −→M −→ B −→ Ck −→ 0.

As a consequence we get the following result.

Proposition 5.2.2. The deformation ηk with base Ck of the Leibniz algebra L admits

an extension to a deformation with base Ck+1, which is unique up to an isomorphism

and an automorphism of the extension

0 −→ (ker(ωk))
′ ik+1
−→ Ck+1

pk+1
−→ Ck −→ 0.

Proof. From the above construction of the extension (5.2.3) it is clear that the corre-

sponding obstruction map is the restriction of ωk to the submodule ker(ωk) and is given

by

ωk|ker(ωk) : ker(ωk) −→ HL3(L;L).

Hence, it is the zero map. Thus the result follows from Theorem 4.2.6.

Therefore we get a new deformation ηk+1 of L with base Ck+1 extending the deforma-
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tion ηk endowed with the projection map pk+1 : Ck+1 −→ Ck such that pk+1∗ηk+1 = ηk.

Using induction on k, the above process yields a sequence of finite dimensional local

algebras Ck and deformations ηk of the Leibniz algebra L with base Ck

K
p1
←− C1

p2
←− C2

p3
←− . . . . . .

pk←− Ck
pk+1
←− Ck+1 . . .

such that pk+1∗ηk+1 = ηk. Thus by taking the projective limit we obtain a formal

deformation η of L with base C = lim
←−
k→∞

Ck.

5.3 Versality property of η

Suppose dim(H) = n. Let {hi}1≤i≤n be a basis of H and {gi}1≤i≤n be the corresponding

dual basis. Let K[[H′]] denote the formal power series ring K[[g1, . . . , gn]] over K in n

variables g1, . . . , gn. A typical element in K[[H′]] is of the form

∞
∑

i=0

aiαi(g1, . . . , gn) = a0 + a1α1(g1, . . . , gn) + a2α2(g1, . . . , gn) + · · · ,

where ai ∈ K and αi is a monomial of degree i in n-variables g1, . . . , gn for i = 0, 1, 2, . . ..

Let M denote the unique maximal ideal in K[[H′]], consisting of all elements in K[[H′]]

with constant term being equal to zero.

The next result gives a description of the finite dimensional local algebras Ck, for

k ≥ 1 constructed above.

Proposition 5.3.1. For k ≥ 1, Ck ∼= K[[H′]]/Ik for some ideal Ik, satisfying M2 =

I1 ⊃ I2 ⊃ . . . ⊃ Ik ⊃Mk+1 and the maximal ideal of Ck is M/Ik.

Proof. By construction of the universal infinitesimal deformation η1, the algebra base

C1 = K ⊕ H
′ ∼= K[[H′]]/M2. Take I1 = M2 ⊃ M3. Clearly, the maximal ideal of C1 is

M/M2 = M/I1.

We use induction on k to prove the result. Suppose we already know that Ck ∼=

K[[H′]]/Ik where M2 ⊃ Ik ⊃Mk+1.

Then taking A = K[[H′]] and I = Ik in Proposition 2.3.8 , we get

H2
Harr(Ck; K) ∼= (Ik/MIk)

′.

Then the algebra C̄k+1 which is the extension of Ck by H2
Harr(Ck; K)′ can be written as

C̄k+1
∼= K[[H′]]/MIk, by Proposition 2.3.9.

By construction in the previous section, Ck+1 is the quotient of C̄k+1 by an ideal con-
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tained in H2
Harr(Ck; K)′ ∼= Ik/MIk ⊂ M2/MIk. Let Ik+1/MIk be the ideal by which

we take quotient of C̄k+1 to get Ck+1. So Ik+1/MIk ⊂ Ik/MIk ⊂M2/MIk.

Therefore Ck+1 = C̄k+1/(Ik+1/MIk) ∼= K[[H′]]/Ik+1 where M2 ⊃ Ik+1 ⊃ MIk ⊃

Mk+2. Then the maximal ideal of Ck+1 is M/Ik+1. The proof is now complete by

induction.

Remark 5.3.2. In Proposition 2.3.9, the projection map p : A/MI −→ A/I is induced

by the inclusion MI →֒ I. So the projection map pk+1 : Ck+1 −→ Ck for k ≥ 1 discussed

in the Proposition 5.3.1 is given by the natural map pk+1(f + Ik+1) = f + Ik.

Corollary 5.3.3. For k ≥ 2 the projection pk : Ck −→ Ck−1 induces an isomorphism

( M/Ik
M2/Ik

)′ −→ (
M/Ik−1

M2/Ik−1
)′. Moreover, the differential dηk : ( M/Ik

M2/Ik
)′ −→ H is the identity

map.

Proof. By Proposition 5.3.1, we have C0 = K ; C1 = (K ⊕ H
′) ∼= K[[H′]]/M2 and for

k ≥ 2, Ck ∼= K[[H′]]/Ik where M2 = I1 ⊃ I2 ⊃ . . . ⊃ Ik ⊃Mk+1.

By Remark 5.3.2, the projection pk : Ck −→ Ck−1 is given by pk(f + Ik) = f +

Ik−1 for f ∈ Ck and k ≥ 1. The map pk gives rise to a surjective linear map pk|M/Ik :

M/Ik −→M/Ik−1 by restriction of pk on the maximal ideal M/Ik of Ck. Consider the

quotient map qk : M/Ik−1 −→
M/Ik−1

M2/Ik−1
. Thus qk ◦ (pk|M/Ik) : M/Ik −→

M/Ik−1

M2/Ik−1
is a

surjective linear map with kernel M2/Ik. Consequently we get an isomorphism

M/Ik
M2/Ik

−→
M/Ik−1

M2/Ik−1
.

As a result we get the desired isomorphism

(

M/Ik
M2/Ik

)′

−→

(

M/Ik−1

M2/Ik−1

)′

.

In particular any k ≥ 1 we get
(

M/Ik
M2/Ik

)′
=
(

M

M2

)′
. Observe that C1 = K ⊕ H

′ has the

maximal ideal H
′ with (H′)2 = 0. Hence ( M

M2 )′ = (H′)′ = H.

By definition, the differential dηk :
(

M/Ik
M2/Ik

)′
=
(

M

M2

)′
−→ H is given by

dηk(hi) = aπk∗
ηk

(hi) = aπk∗
ηk ,hi

= [απk∗
ηk,hi

], the cohomology class of απk∗
ηk,hi

,

where πk : Ck −→ Ck/(M
2/Ik) is the canonical projection. Now pk∗ηk = ηk−1 for

k ≥ 1 and p(hi + Ik) = hi + Ik−1. Thus from (3.3.2) and (3.4.1) it follows that αηk ,hi
=

αηk−1,hi
= · · · = αη1,hi

= µ(hi) for 1 ≤ i ≤ n. Also we have απk∗
ηk,hi

= αηk,hi
= µ(hi)

for i ≤ i ≤ n.

Therefore dηk(hi) = [απk∗
ηk,hi

] = [µ(hi)] = hi.
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Proposition 5.3.4. The complete local algebra C = lim
←−
k→∞

Ck can be described as C ∼=

K[[H′]]/I, where I is an ideal contained in M2 and the maximal ideal in C is M/I.

Proof. Consider the map

φ : K[[H′]] −→ Ck = K[[H′]]/Ik defined by φ(f) = f + Ik for f ∈ K[[H′]].

Since Ik ⊃Mk+1, the map φ induces a surjective linear map

φk : K[[H′]]/Mk+1 −→ Ck = K[[H′]]/Ik for each k ≥ 1.

In the limit we get a surjective linear map

φ̂ : K[[H′]] = lim
←−
k→∞

K[[H′]]/Mk+1 −→ lim
←−
k→∞

Ck = C.

given by φ̂(f1+M2, f2+M3, · · · ) = (φ1(f1+M2), φ2(f2+M3), · · · ) = (f1+I1, f2+I2, · · · ).

Therefore we get an isomorphism C ∼= K[[H′]]/ker(φ̂).

Let I denote the ideal ker(φ̂) =
⋂

k Ik ⊂ M2. So C ∼= K[[H′]]/I. Clearly the

maximal ideal of C is M/I.

Finally we prove the versality property of the formal deformation η with base C.

We need the following standard lemma.

Lemma 5.3.5. Suppose 0 −→ Mr
i
−→ Br

p
−→ A −→ 0 is an r-dimensional extension

of A. Then this extension yields an (r − 1)-dimensional extension

0 −→Mr−1
ī
−→ Br−1

p̄
−→ A −→ 0

of A and a 1-dimensional extension

0 −→ K −→ Br −→ Br−1 −→ 0.

Proof. Let {xi}1≤i≤r be a basis of Mr. We take Mr−1 = Mr/ < xr > and Br−1 =

Br/i(< xr >), where < xr > denotes the 1-dimensional submodule over K spanned by

xr. Then we get an (r − 1)-dimensional extension 0 −→ Mr−1
ī
−→ Br−1

p̄
−→ A −→ 0,

where ī and p̄ are maps induced by i and p respectively. If p′ : Br −→ Br−1 is the

quotient map then the 1-dimensional extension in question is

0 −→< xr >−→ Br
p′
−→ Br−1 −→ 0.
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Theorem 5.3.6. Let L be a Leibniz algebra with dim(H) < ∞. Then the formal

deformation η with base C constructed in Section 5.2, is a versal deformation of L.

Proof. Suppose dim(H) = n. Let {hi}1≤i≤n be a basis of H and {gi}1≤i≤n the corre-

sponding dual basis of H
′.

Let A be a complete local algebra with maximal ideal M and λ be a formal defor-

mation of L with base A. We want to find a K-algebra homomorphism φ : C −→ A

such that the deformation λ is equivalent to the push-out φ∗η of the deformation η via

the map φ.

Denote A0 = A/M ∼= K and A1 = A/M2 ∼= K ⊕ (M/M2). Since A is a complete

local algebra, we have A = lim
←−
k→∞

A/Mk. Moreover, for each k ≥ 1 we have the following

finite dimensional extension

0 −→
Mk

Mk+1

i
−→

A

Mk+1

p
−→

A

Mk
−→ 0 (5.3.1)

because dim( Mk

Mk+1 ) <∞.

Let nk = dim( M
k

Mk+1 ). A repeated application of Lemma 5.3.5 to the extension

0 −→
M2

M3
−→

A

M3
−→

A

M2
= A1 −→ 0

yields n1 number of 1-dimensional extensions as follows.

0 −→ K −→ A2 −→ A1 −→ 0

0 −→ K −→ A3 −→ A2 −→ 0

...

0 −→ K −→ An1+1 =
A

M3
−→ An1

−→ 0.

Similarly, the extension

0 −→
M3

M4
−→

A

M4
−→

A

M3
= An1+1 −→ 0

splits into n2 number of 1-dimensional extensions and so on. Consequently, we get a

sequence of 1- dimensional extensions

0 −→ K
jk+1
−→ Ak+1

qk+1
−→ Ak −→ 0 ; k ≥ 1.

Since A = lim
←−
k→∞

A/Mk, it follows that A = lim
←−
k→∞

Ak. Let Qk : A −→ Ak be the projection

map for the inverse system {Ak, qk}k≥1 with the limit A, where Q1 : A −→ A1 = A/M2
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is the natural projection. Let Qk∗λ = λk, then λk is a deformation of L with base Ak.

Thus λk = Qk∗λ = (qk+1 ◦ Qk+1)∗λ = qk+1∗λk+1. Now we will construct inductively

homomorphisms φj : Cj −→ Aj for j = 1, 2 . . ., compatible with the corresponding

projections Cj+1 −→ Cj and Aj+1 −→ Aj, along with the conditions φj∗ηj
∼= λj.

Define φ1 : C1 −→ A1 as

(id⊕ (dλ)′) : K⊕H
′ −→ K⊕ (M/M2).

From Theorem 3.4.11, we have φ1∗η1
∼= λ1.

Suppose we have constructed a K-algebra homomorphism φk : Ck −→ Ak with

φk∗ηk
∼= λk. Consider the homomorphism φ∗k : H2

Harr(Ak; K) −→ H2
Harr(Ck; K) induced

by φk. Let

0 −→ K
ik+1
−→ B

pk+1
−→ Ck −→ 0

represent the image under φ∗k of the isomorphism class of the extension (Proposition

2.3.3)

0 −→ K
jk+1

−→ Ak+1
qk+1

−→ Ak −→ 0.

Then we have a commutative diagram

0 K

K B

Ak+1 Ak

Ck

ψ φk

ik+1

jk+1 qk+1

pk+1
00

0

Figure 5.2:

where ψ is given by ψ((x, k)q) = (φk(x), k)q′ for some fixed sections q and q′ of pk+1

and qk+1 respectively. Observe that by Proposition 4.3.4, the obstructions in extending

λk to the base Ak+1 and that of ηk to the base B coincide. Since λk has an extension

λk+1, the corresponding obstruction is zero. Hence there exists a deformation ξ of L

with base B which extends ηk with base Ck such that ψ∗ξ = λk+1. By Remark 5.2.1 we

get a unique homomorphism of extensions given by the commutative diagram in Figure

5.3. Since the deformation ηk has been extended to B, the obstruction map

ωk : H2
Harr(Ck; K) −→ HL3(L;L)

is zero and hence ω′
k is also the zero map.

Therefore the composition τ ′ ◦ ω′
k : HL3(L;L)′ −→ K is zero. Consequently, τ ′
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0

0 0

0B Ck

χ̄

CkC̄k+1

K

p̄k+1īk+1
H2
Harr(Ck; K)′

τ ′

Figure 5.3:

induces a linear map

τ : H2
Harr(Ck; K)′/ω′

k(HL
3(L;L)′) −→ K.

Moreover the map χ̄ : C̄k+1 −→ B induces a linear map

χ : Ck+1 = C̄k+1/̄ik+1 ◦ ω
′
k(HL

3(L;L)′) −→ B.

Since coker(ω′
k)
∼= (ker(ωk))

′, the last diagram yields the following commutative dia-

gram.

(ker(ωk))
′ Ck+1 Ck

0

0

τ

0

0

BK Ck

χ

Figure 5.4:

By Corollary 5.3.3, the differential

dηk :

(

M/Ik
M2/Ik

)′

−→ H

is onto, so by Corollary 4.3.2, the deformations χ∗ηk+1 and ξ are related by some

automorphism u : B −→ B of the extension

0 −→ K −→ B −→ Ck −→ 0

with u∗(χ∗ηk+1) = ξ. Now set φk+1 = (ψ ◦ u ◦ χ) : Ck+1 −→ Ak+1, where ψ is as in

Figure 5.2. As push-out is preserved under composition of maps (Proposition 3.3.5) we

get

φk+1∗ηk+1 = ψ∗ ◦ u∗ ◦ χ∗ηk+1 = ψ∗ξ = λk+1.
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Thus by induction we get a sequence of homomorphisms φk : Ck −→ Ak with φk∗ηk =

λk. Consequently, in the limit, we find a homomorphism φ : C −→ A such that φ∗η = λ.

If M2 = 0, then the uniqueness of φ follows from the corresponding property of φ1 in

Theorem 3.4.11.



Chapter 6

Massey Brackets, relation with

Obstructions

6.1 Introduction

It is well known that the construction of one parameter deformations of various alge-

braic structures, like associative algebras or Lie algebras, involves certain conditions on

cohomology classes, arising as obstructions. This is also mentioned in this thesis for

Leibniz algebras in Examples 4.2.5 and 4.4.5. These conditions are expressed in terms

of Massey brackets [Ret77,Ret93], which are, in turn, the Lie counterpart of classical

Massey products [Mas54]. The connection between obstructions in extending a given

deformation and Massey products was first noticed in [Dou61]. The aim of this chapter

is to study this relationship in our context.

First, we relate obstructions in extending a finite order one parameter deformation

of a Leibniz algebra to Massey brackets of 2-cocycles using the notion of Massey n-

operations as defined by V.S. Retakh [Ret77]. Recall (Definition 3.4.8) that for (A,M) ∈

C, the differential of a deformation λ with base A of a Leibniz algebra L is a linear

map,
(

M/M2
)′
−→ HL2(L;L). A natural question is whether any such linear map is

realized as a differential. We prove a necessary and sufficient condition for an arbitrary

linear map a :
(

M/M2
)′
−→ HL2(L;L) to be the differential of a deformation with

base A. This is done by using a general approach to Massey brackets as introduced

in [FW01]. Finally, we express the obstructions arising at different steps in the inductive

construction of a versal deformation η as discussed in Chapter 5, in terms of these general

Massey brackets.

111
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6.2 Massey Brackets

Let L be a Leibniz algebra over K with bracket [−,−]. Recall that a formal deformation

of L (see Example 4.5.3) is defined as a formal power series

[l1, l2]λt
= [l1, l2] +

∞
∑

i=1

tiλi(l1, l2) for λi ∈ CL
2(L;L) and l1, l2 ∈ L,

which makes L[[t]] = L ⊗ K[[t]] a Leibniz algebra. The bracket [−,−]λt
satisfies the

Leibniz relation is equivalent to the fact that ( [Bal97])

δλ1 = 0 and δλi =
1

2

i−1
∑

k=1

[λk, λi−k] for i ≥ 2. (6.2.1)

Here [λk, λi−k] denotes the product in the differential graded Lie algebra structure in

(CL∗(L;L), [−,−], d) (cf. Proposition 1.3.10).

The first condition δλ1 = 0 in (6.2.1) means that λ1 is a 2-cocycle. Then [−,−]λt
=

[−,−]+ tλ1 is an infinitesimal deformation of L with base K[[t]]/(t2). This infinitesimal

deformation can be extended to a formal deformation of L with base K[[t]] if and only if

there exist cochains λi ∈ CL
2(L;L) such that each λi satisfies (6.2.1). These conditions

can be conveniently expressed by Massey brackets [Ret77] defined on the graded module

HL∗(L;L) (cf. Corollary 1.3.11).

Let M be an ordered set of homogeneous elements of CL∗(L;L), and, P and Q be

non intersecting ordered set of elements of M . Denote by ε(P,Q) the sum of numbers of

form (|x|+ 1)(|y|+ 1) such that x ∈ P, y ∈ Q and y precedes x in M , where |x| denotes

the homogeneous degree of x ∈ CL∗(L;L). The pair P,Q is called proper if the minor

element of P precedes the minor element of Q and P ∪Q = M .

Definition 6.2.1. Let yi = [xi] ∈ HL∗(L;L), 1 ≤ i ≤ n. We say that the Massey

operation < y1, · · · , yn > is defined for the elements yi, if for m < n and for any

set 1 ≤ i1 < i2 < · · · < im ≤ n there exist elements xi1···im such that for each ordered

set I = (xi1 , · · · , xim) we have dxi1···im =
∑

(−1)ε(J,K)[x̄j1,···js , xk1,··· ,kt
], where the sum

is taken over all proper pairs of the sets J = (xj1, · · · , xjs), K = (xk1 , · · · , xkt
) and

x̄ = (−1)|x|+1x for x ∈ CL∗(L;L). The set {xi1···im} is called the defining system of

< y1, · · · , yn >.

Proposition 6.2.2. [Ret77], The element x̄1···n =
∑

(−1)ε(J,K)[x̄j1···js , xk1···kt
], where

the sum is taken over all proper decompositions of the set {x1, · · · , xn}, is a cocycle.

The cohomology class represented by the cocycle x̄1···n is independent of the choice of

different representatives of {yi}.
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The class in HL∗(L;L) corresponding to x̄1···n is called the value of the operation

< y1, · · · , yn >. Denote by [y1, · · · , yn] the set of classes constructed for all defining

systems.

Mostly we need to consider 2-cocycles yi ∈ HL2(L;L), so that the representative

cochains xi ∈ CL2(L;L). Then |xi| = 1 and x̄i = xi. For yi = [xi] ∈ HL2(L;L),

i = 1, 2 it follows from Definition 6.2.1 that < y1, y2 > is represented by the 2-cochain

x12 obtained from graded Lie bracket [x1, x2].

Suppose that yi ∈ HL
2(L;L), 1 ≤ i ≤ 3 such that < yi, yj >= 0 for every i and

j. This means that for a cocycle xi representing yi we have [xi, xj ] = dxij for some

2- cochain xij . Then the third order Massey operation < y1, y2, y3 > is defined and is

represented by

[x12, x3] + [x1, x23] + [x13, x2].

The cohomology class is independent of the choice of xij . The higher order Massey

brackets are defined inductively.

Observe that the obstruction cocycle φ̄ in Example 4.2.5 can be written as

φ̄(x, y, z) =
∑

i+j=N+1
i,j>0

{λi(λj(x, y), z) − λi(λj(x, z), y) − λi(x, λj(y, z))}

=
1

2

∑

i+j=N+1
i,j>0

[λi, λj ](x, y, z).
(6.2.2)

It follows from Definition 6.2.1 that the cohomology class of

∑

i+j=N+1
i,j>0

[λi, λj ]

denotes the Nth Massey bracket < [λ1], · · · , [λ1] >. Now this obstruction φ̄ represents

the 0 class if and only if the Nth Massey bracket is defined and [ [λ1], · · · , [λ1] ] (N -

many) contains the class 0. If φ̄ = δλN+1 then λt =
∑N+1

i=1 λit
i is a (N + 1)th order

deformation of L with base K[[t]]/(tN+2).

Using Definition 6.2.1, the conditions in (6.2.1) for the bracket [−,−]λt
is given by

the fact that the set [ [λ1], · · · , [λ1] ] (the bracket contain i-many λ1) contains 0 for all

i ≥ 2.

Remark 6.2.3. One can establish a similar relationship between Massey brackets and

obstructions that arise in extending deformations not merely with one parameter base

but with more general base. This connection will be used in the next chapter.

Next we recall a more general definition of Massey brackets [FW01] to relate it to
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the obstruction cocycles obtained in the construction in 5.2.

Suppose (L, ν, d) is a differential graded Lie algebra, ν being the bracket and d is the

differential on the graded module L over K. We denote by H =
⊕

iH
i, the cohomology

of L with respect to the differential d. For our purpose we consider the differential

graded Lie algebra (CL∗(L;L), ν, d) (cf. Proposition 1.3.10).

Let F be a graded cocommutative coassociative coalgebra, that is a graded module

with a degree 0 mapping (comultiplication) ∆ : F −→ F ⊗ F satisfying the conditions

S ◦∆ = ∆ and (1⊗∆) ◦∆ = (∆ ⊗ 1) ◦∆, where

S : F ⊗ F −→ F ⊗ F

is defined as

S(φ⊗ ψ) = (−1)|φ||ψ|(ψ ⊗ φ).

Suppose also that a filtration F0 ⊂ F1 ⊂ F is given in F , such that F0 ⊂ ker(∆) and

Im(∆) ⊂ F1 ⊗ F1. We need the following result (see [FW01]).

Proposition 6.2.4. Suppose a linear mapping α : F1 −→ L of degree 1 satisfies the

condition

dα = ν ◦ (α⊗ α) ◦∆. (6.2.3)

Then ν ◦ (α⊗ α) ◦∆(F ) ⊂ ker(d).

Definition 6.2.5. Let a : F0 −→ H, b : F/F1 −→ H be two linear maps of degree 1

and 2 respectively. We say that b is contained in the Massey F -bracket of a, and write

b ∈ [a]F , or b ∈ [a], if there exists a degree 1 linear mapping α : F1 −→ L satisfying

condition (6.2.3) and such that the diagrams in Figure 6.1 are commutative, where

the vertical maps labeled by π denote the projections of each module onto the quotient

module.

π

a

F

F/F1H

π

H

π

bF0

F0

α|F0
ν ◦ (α⊗ α) ◦∆

ker(d) ker(d)

Figure 6.1:

Note that the upper horizontal maps of the above diagrams are well defined, since

α(F0) ⊂ α(ker∆) ⊂ ker(d) by virtue of (6.2.3), and ν ◦ (α ⊗ α) ◦ ∆(F ) ⊂ ker(d) by

Proposition 6.2.4.
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The definition makes sense even if F1 = F . In that case Hom(F/F1, K) = 0, and

[a]F may either be empty or contain 0. In the last case we say that a satisfies the

condition of triviality of Massey F -brackets.

Let (A,M) ∈ C be a finite dimensional commutative local algebra with 1. Let

ε : A −→ A/M ∼= K be the canonical augmentation.

Suppose ρ : (A⊗ L)× (A⊗ L) −→ (A⊗ L) is an A-bilinear operation on A⊗ L (ρ

need not satisfy the Leibniz identity) such that (ε ⊗ id) : A ⊗ L −→ K ⊗ L ∼= L is a

homomorphism with respect to the operation ρ on A⊗L and the Leibniz bracket [−,−]

on L. In other words,

(ε⊗ id) ◦ ρ(a1 ⊗ l1, a2 ⊗ l2) = ε(a1a2)[l1, l2] for a1 ⊗ l1, a2 ⊗ l2 ∈ A⊗ L.

We prove a necessary and sufficient condition for ρ to be a Leibniz bracket on A⊗ L.

Suppose dim(A) = r + 1. Choose a basis {m1,m2, · · · ,mk,mk+1, · · · ,mr} of M

such that {m̄i = mi + M2}1≤i≤k is a basis of M/M2.

Note that for 1⊗ l1, 1⊗ l2 ∈ A⊗ L we have

(ε⊗ id) ◦ ρ(1⊗ l1, 1⊗ l2) = [(ε ⊗ id)(1 ⊗ l1), (ε ⊗ id)(1 ⊗ l2)] = ε⊗ id(1 ⊗ [l1, l2]).

Therefore

ρ(1⊗ l1, 1⊗ l2)− 1⊗ [l1, l2] ∈ ker(ε⊗ id) = ker(ε)⊗ L = M⊗ L. (6.2.4)

Hence we can write

ρ(1⊗ l1, 1⊗ l2) = 1⊗ [l1, l2] +

r
∑

i=1

mi ⊗ l
′
i for l1, l2, l

′
i ∈ L. (6.2.5)

Any linear map φ ∈ (M/M2)′ can be extended to a linear map φ̃ ∈ M′ by defining

φ̃(mi) = 0 for k + 1 ≤ i ≤ r. Denote F = F1 = M′ and F0 = (M/M2)′. Then we

get a filtration F0 ⊂ F1 = F . The maximal ideal M of A is a commutative associative

algebra. So the dual module M′ = F = F1 is a cocommutative coassociative coalgebra

with the comultiplication ∆ : F −→ F ⊗ F being the dual of the multiplication in M.

Suppose φ ∈M′ is given, define αφ ∈ CL
2(L;L) by

αφ(l1, l2) = (φ⊗ id)(ρ(1 ⊗ l1, 1⊗ l2)− 1⊗ [l1, l2]) (6.2.6)

for l1, l2 ∈ L (cf. (6.2.4)). This gives a linear map

α : M′ −→ CL2(L;L) defined by φ 7→ αφ.
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Suppose {m′
i}1≤i≤r is the basis of M′ dual to the basis {mi}1≤i≤r of M. From (6.2.5)

it follows that αm′

i
(l1, l2) = (m′

i ⊗ id)(ρ(1 ⊗ l1, 1⊗ l2)− 1⊗ [l1, l2]) = l′i.

Thus

ρ(1⊗ l1, 1⊗ l2) = 1⊗ [l1, l2] +

r
∑

i=1

mi ⊗ αm′

i
(l1, l2) for l1, l2 ∈ L.

So, ρ and α determine each other.

We now consider the differential graded Lie algebra (CL∗(L;L), ν, d) (see Proposition

1.3.10) and get the following result.

Proposition 6.2.6. The operation ρ satisfies the Leibniz relation on A⊗L if and only

if the map α satisfies the equation dα− 1
2ν ◦ (α⊗ α) ◦∆ = 0.

Proof. Let 1⊗ l1, 1⊗ l2 ∈ A⊗ L, then from (6.2.5) we write

ρ(1⊗ l1, 1⊗ l2) = 1⊗ [l1, l2] +

r
∑

i=1

mi ⊗ ψi(l1, l2) (6.2.7)

where ψi ∈ CL
2(L;L) is given by ψi = αm′

i
. For 1⊗ l1, 1⊗ l2, 1⊗ l3 ∈ A⊗ L we have

ρ(1⊗ l1, ρ(1 ⊗ l2, 1⊗ l3))

= ρ(1⊗ l1, 1⊗ [l2, l3] +

r
∑

i=1

mi ⊗ ψi(l2, l3)) (by (6.2.7))

= ρ(1⊗ l1, 1⊗ [l2, l3]) +

r
∑

i=1

miρ(1⊗ l1, 1⊗ ψi(l2, l3))

= 1⊗ [l1, [l2, l3]] +
r
∑

i=1

mi ⊗ ψi(l1, [l2, l3]) +
r
∑

i=1

mi ⊗ [l1, ψi(l2, l3)]

+
∑

1≤i,j≤r

mimj ⊗ ψj(l1, ψi(l2, l3)) (by (6.2.7)).

Similarly,

ρ(ρ(1⊗ l1, 1⊗ l2), 1 ⊗ l3)

= 1⊗ [[l1, l2], l3] +
r
∑

i=1

mi ⊗ ψi([l1, l2], l3) +
r
∑

i=1

mi ⊗ [ψi(l1, l2), l3]

+
∑

1≤i,j≤r

mimj ⊗ ψj(ψi(l1, l2), l3)
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and

ρ(ρ(1⊗ l1, 1⊗ l3), 1⊗ l2)

= 1⊗ [[l1, l3], l2] +

r
∑

i=1

mi ⊗ ψi([l1, l3], l2) +

r
∑

i=1

mi ⊗ [ψi(l1, l3), l2]

+
∑

1≤i,j≤r

mimj ⊗ ψj(ψi(l1, l3), l2).

For a linear map φ : M −→ K, let φ(mi) = xi ∈ K. Then by (6.2.6) and (6.2.7) we get

αφ(l1, l2) = (φ⊗ id)

(

∑

i

mi ⊗ ψi(l1, l2)

)

=
∑

i

xi ⊗ ψi(l1, l2) = 1⊗

(

∑

i

xiψi

)

(l1, l2).

(6.2.8)

This shows that αφ can be expressed as
∑

i xiψi.

Let ∆(φ) =
∑

p ξp⊗ηp for some ξp, ηp ∈M′. We set ξp(mi) = ξp,i and ηp(mi) = ηp,i.

Thus

φ(mi mj) = ∆(φ)(mi ⊗mj) =

(

∑

p

ξp ⊗ ηp

)

(mi ⊗mj) =
∑

p

ξp,i ηp,j.

Now

(φ⊗ id)





∑

1≤i,j≤r

mimj ⊗ ψj(l1, ψi(l2, l3))





=
∑

1≤i,j≤r

φ(mimj)⊗ ψj(l1, ψi(l2, l3)

=
∑

1≤i,j≤r

(

∑

p

ξp,i ηp,j

)

ψj(l1, ψi(l2, l3))

=
∑

p





r
∑

i=1

ξp,i





r
∑

j=1

ηp,jψj(l1, ψi(l2, l3))









=
∑

p

(

r
∑

i=1

ξp,iαηp(l1, ψi(l2, l3))

)

=
∑

p

αηp

(

l1,
r
∑

i=1

ξp,iψi(l2, l3)

)

=
∑

p

αηp(l1, αξp(l2, l3)).
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Therefore

(φ⊗ id)(ρ(1 ⊗ l1, ρ(1 ⊗ l2, 1⊗ l3)))

=

r
∑

i=1

φ(mi)⊗ ψi(l1, [l2, l3]) +

r
∑

i=1

φ(mi)⊗ [l1, ψi(l2, l3)]

+
∑

p

αηp(l1, αξp(l2, l3))

= αφ(l1, [l2, l3]) + [l1, αφ(l2, l3)] +
∑

p

αηp(l1, αξp(l2, l3)).

(6.2.9)

Similarly

(φ⊗ id)(ρ(ρ(1 ⊗ l1, 1⊗ l2), 1⊗ l3))

= αφ([l1, l2], l3) + [αφ(l1, l2), l3] +
∑

p

αηp(αξp(l1, l2), l3)
(6.2.10)

and

(φ⊗ id)(ρ(ρ(1 ⊗ l1, 1⊗ l3), 1 ⊗ l2))

= αφ([l1, l3], l2) + [αφ(l1, l3), l2] +
∑

p

αηp(αξp(l1, l3), l2).
(6.2.11)

Hence by substituting (6.2.9)-(6.2.11), we get

(φ⊗ id)(ρ(1 ⊗ l1, ρ(1 ⊗ l2, 1⊗ l3))− ρ(ρ(1⊗ l1, 1⊗ l2), 1⊗ l3)

+ ρ(ρ(1 ⊗ l1, 1⊗ l3), 1⊗ l2))

= αφ(l1, [l2, l3]) + [l1, αφ(l2, l3)]− αφ([l1, l2], l3)− [αφ(l1, l2), l3]

+ αφ([l1, l3], l2) + [αφ(l1, l3), l2] +
∑

p

{αηp(l1, αξp(l2, l3))

− αηp(αξp(l1, l2), l3) + αηp(αξp(l1, l3), l2)}

= δαφ(l1, l2, l3) +
1

2

∑

p

[αηp , αξp ](l1, l2, l3)

= (−dα+
1

2
ν ◦ (α⊗ α) ◦∆)φ(l1, l2, l3).

Thus the operation ρ on A⊗L satisfies the Leibniz relation if and only if the linear map

α (determined by ρ ) satisfies the equation dα− 1
2ν ◦ (α⊗ α) ◦∆ = 0.

Now let ρ be a deformation of L with base (A,M) ∈ C. Then ρ satisfies the Leibniz

relation on A ⊗ L. From Proposition 6.2.6, the linear map α determined by ρ satisfies
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the equation

dα−
1

2
ν ◦ (α⊗ α) ◦∆ = 0. (6.2.12)

Here ∆(F0) = 0, since for ξ ∈ F0 = (M/M2)′, ξ : M −→ K is a linear map vanishing

on M2, which gives ∆(ξ)(mi ⊗mj) = ξ(mimj) = 0 for 1 ≤ i, j ≤ r. So, F0 ⊂ ker(∆).

Therefore by (6.2.12) we get α(F0) ⊂ ker(d).

Let a denote the composition

a : F0
α
−→ ker(d)

π
−→ HL2(L;L), where π is the quotient map.

Then from Definition 3.4.8 it follows that a is the differential of the deformation ρ of L

with base A.

Corollary 6.2.7. A linear map a : F0 −→ HL2(L;L) is a differential of some defor-

mation of the Leibniz algebra L with base A if and only if 1
2a satisfies the condition of

triviality of Massey F -brackets.

Proof. Suppose a : F0 −→ HL2(L;L) is a linear map so that 1
2a satisfies the condition of

triviality of Massey F -brackets. From Definition 6.2.5 we get, 1
2a : F0 −→ HL2(L;L) is

a linear map such that there exists a linear map 1
2α : F1 = M′ −→ CL2(L;L) satisfying

d(1
2α) = ν ◦ (1

2α⊗
1
2α) ◦∆ or, dα− 1

2ν ◦ (α⊗ α) ◦∆ = 0.

By Proposition 6.2.6, the map α determines a A-bilinear operation ρ on A⊗L such

that ρ is a deformation of L with base A. Also from Definition 3.5.3 it follows that the

linear map a : F0 −→ HL2(L;L) is the differential dρ of the deformation ρ.

Conversely, suppose ρ is a deformation of L with base A such that the differential

dρ is the linear map a : F0 −→ HL2(L;L). Now the operation ρ on A⊗L determines a

linear map α : F −→ CL2(L;L) satisfying the equation dα − 1
2ν ◦ (α⊗ α) ◦∆ = 0 (by

Proposition 6.2.6). This means ν ◦ (α⊗ α) ◦∆ takes values in coboundaries. Hence for

b if we take the zero map, by Definition 6.2.5, 1
2a satisfies the condition of triviality of

Massey F -brackets.

6.3 Computation of Obstructions

In this section we relate the obstruction ωk appeared in Section 5.2 at the kth stage of

the construction of a versal deformation η to Massey brackets.

Recall that a versal deformation η is obtained by constructing a sequence of finite

dimensional local algebras Ck with maximal ideals Mk, and deformations ηk of the

Leibniz algebra L with base Ck yielding an inverse system

K
p1
←− C1

p2
←− C2

p3
←− . . . . . .

pk←− Ck
pk+1
←− Ck+1 . . .
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with pk+1∗ηk+1 = ηk, so that η is the projective limit of ηk. Taking the dual of the

above system we get a direct system

K
p′
1−→ C ′

1

p′
2−→ C ′

2

p′
3−→ . . . . . .

p′
k−→ C ′

k

p′
k+1
−→ C ′

k+1 . . . .

Moreover, the corresponding maximal ideals Mk give another system

K
p′1−→M′

1

p′2−→M′
2

p′3−→ . . . . . .
p′

k−→M′
k

p′
k+1

−→M′
k+1 . . . ,

where each p′k is an injective linear map. In the induction process, for any k we get an

extension of Ck given by

0 −→ H2
Harr(Ck; K)′

īk+1
−→ C̄k+1

p̄k+1
−→ Ck −→ 0. (6.3.1)

The cohomology class represented by the obstruction cocycle in the extension process

gives a linear map (cf. (5.2.2))

ωk : H2
Harr(Ck; K) −→ HL3(L;L).

To kill this obstruction, we consider the new base

Ck+1 = C̄k+1/̄ik+1 ◦ ω
′
k(HL

3(L;L)).

Take F = (M̄k+1)
′, F1 = M′

k and F0 = M′
1 = HL2(L;L).

From the extension (6.3.1) we have F/F1 = (M̄k+1)
′/M′

k = H2
Harr(Ck; K). Thus ωk

can be viewed as a linear map

ωk : F/F1 −→ HL3(L;L).

Theorem 6.3.1. The map ωk obtained from the cohomology class represented by the

obstruction cochain, has the property, 2ωk ∈ [id]F . Moreover, an arbitrary element of

[id]F is equal to 2ωk for an appropriate extension of the deformation η1 of L with base

C1 to a deformation ηk of L with base Ck.

Proof. By Definition 6.2.5, in order to show that 2ωk ∈ [id]F , we need to find a linear

map α : F1 −→ CL2(L;L) satisfying the condition (6.2.3) such that the diagrams in

Figure 6.1 are commutative. Here the projection map in the first diagram in Figure 6.1

is the map CL2(L;L) −→ HL2(L;L), the left vertical projection in the second diagram

is F = (M̄k+1)
′ −→ F/F1 = H2

Harr(Ck; K) whereas the right vertical projection is the

map CL3(L : L) −→ HL3(L;L).

Consider ηk, a deformation of L with base Ck extending the deformation η1 of L
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with base C1. Now [−,−]ηk
is a Leibniz algebra structure on Ck ⊗ L. As in (6.2.6)

define

α : M′
k −→ CL2(L;L)

by αφ(l1, l2) = (φ⊗id)([1⊗l1, 1⊗l2]ηk
−1⊗[l1, l2]) for φ ∈M′

k and l1, l2 ∈ L. Since ηk is

a Leibniz algebra structure on Ck⊗L, Proposition 6.2.6 implies that dα = 1
2ν◦(α⊗α)◦∆.

Observe that α|F0
: F0 −→ CL2(L;L) is given by α|F0

(hi) = µ(hi), a representative

of the cohomology class hi. So the composition

a = π ◦ α|F0
: F0 −→ H

is the identity map.

Now consider the extension C̄k+1 (given in (6.3.1)) of Ck by H2
Harr(Ck; K)′ and

recall that ωk is a linear map determined by the cohomology class represented by the

associated obstruction cocycle.

Let {mi}1≤i≤r be a basis of Mk. We extend this to a basis {m̄i}1≤i≤r+s of the

maximal ideal M̄k+1 of C̄k+1. Let the multiplication in M̄k+1 be defined (on the basis)

as

m̄i m̄j =

r+s
∑

p=1

cpi jm̄p for 1 ≤ i, j ≤ r + s.

Then the comultiplication obtained by taking the dual of the multiplication in M̄k+1,

∆ : (M̄k+1)
′ −→M′

k ⊗M′
k

is given by ∆(m̄′
p) =

∑r
i,j=1 c

p
ijm

′
i ⊗m

′
j.

As in (3.4.2) we write the Leibniz bracket [−,−]ηk
on Ck ⊗ L as

[1⊗ l1, 1⊗ l2]ηk
= 1⊗ [l1, l2] +

r
∑

i=1

mi ⊗ ψi(l1, l2).

From the definition of α we have α(m′
i)(l1, l2) = ψi(l1, l2) for i ≤ r. For arbitrary

cochains ψi ∈ CL
2(L;L), r + 1 ≤ i ≤ s, a C̄k+1-bilinear map {−,−} on C̄k+1 ⊗ L is

given by

{1⊗ l1, 1⊗ l2} = 1⊗ [l1, l2] +

r+s
∑

i=1

m̄i ⊗ ψi(l1, l2).

( Compare the construction of the obstruction map in Chapter 4 .) To prove that α

and 2ωk satisfy required conditions we proceed as follows.
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For 1⊗ l1, 1⊗ l2, 1⊗ l3 ∈ M̄k+1 ⊗ L,

{{1 ⊗ l1, 1⊗ l2}, 1⊗ l3}

= {1 ⊗ [l1, l2] +

r+s
∑

i=1

m̄i ⊗ ψi(l1, l2), 1⊗ l3}

= {1 ⊗ [l1, l2], 1 ⊗ l3}+

r+s
∑

i=1

m̄i{1⊗ ψi(l1, l2), 1 ⊗ l3}

= 1⊗ [[l1, l2], l3] +
r+s
∑

i=1

m̄i ⊗ ψi([l1, l2], l3) +
r+s
∑

i=1

m̄i ⊗ [ψi(l1, l2), l3]

+

r
∑

i,j=1

m̄jm̄i ⊗ ψj(ψi(l1, l2), l3)

= 1⊗ [[l1, l2], l3] +

r+s
∑

i=1

m̄i ⊗ ψi([l1, l2], l3) +

r+s
∑

i=1

m̄i ⊗ [ψi(l1, l2), l3]

+
r
∑

i,j=1

r+s
∑

p=1

cpijm̄p ⊗ ψj(ψi(l1, l2), l3).

Similarly,

{{1⊗ l1, 1⊗ l3}, 1 ⊗ l2}

= 1⊗ [[l1, l3], l2] +
r+s
∑

i=1

m̄i ⊗ ψi([l1, l3], l2) +
r+s
∑

i=1

m̄i ⊗ [ψi(l1, l3), l2]

+

r
∑

i,j=1

r+s
∑

p=1

cpijm̄p ⊗ ψj(ψi(l1, l3), l2)

and

{1⊗ l1, {1⊗ l2, 1⊗ l3}}

= 1⊗ [l1, [l2, l3]] +
r+s
∑

i=1

m̄i ⊗ ψi(l1, [l2, l3]) +
r+s
∑

i=1

m̄i ⊗ [l1, ψi(l2, l3)]

+
r
∑

i,j=1

r+s
∑

p=1

cpijm̄p ⊗ ψj(l1, ψi(l2, l3)).
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Therefore

(m̄′
p ⊗ id)({1 ⊗ l1, {1⊗ l2, 1⊗ l3}} − {{1 ⊗ l1, 1⊗ l2}, 1 ⊗ l3}

+ {{1⊗ l1, 1⊗ l3}, 1 ⊗ l2})

= ψi([l1, l2], l3) + [ψi(l1, l2), l3]− ψi([l1, l3], l2)− [ψi(l1, l3), l2] + ψi(l1, [l2, l3])

+ [l1, ψi(l2, l3)] +
r
∑

i,j=1

cpij( ψj(ψi(l1, l2), l3)− ψj(ψi(l1, l3), l2) + ψj(l1, ψi(l2, l3)) )

= δψp(l1, l2, l3) +
1

2

r
∑

i,j=1

cpij [ψj , ψi](l1, l2, l3)

= δψp(l1, l2, l3) +
1

2
ν ◦ (α⊗ α) ◦∆(m̄′

p)(l1, l2, l3)

=− dα(m′
p)(l1, l2, l3) +

1

2
ν ◦ (α⊗ α) ◦∆(m̄′

p)(l1, l2, l3).

Thus with b = 2ωk and a = [α] = id|F0=HL2(L;L), the conditions in Definition 6.2.5 are

satisfied. This completes the proof.
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Chapter 7

Computations and examples

7.1 Introduction

The aim of this final chapter is to illustrate the theory developed in this thesis by

two examples. First example is a three dimensional nilpotent Leibniz algebra over C.

We compute cohomologies necessary for our purpose, Massey brackets and construct a

versal deformation of this example, [Man08].

Since any Lie algebra L is a Leibniz algebra it is natural to investigate whether one

recovers the same deformation picture of L if it is seen as a Leibniz algebra. Our next

example is a three dimensional Lie algebra over C. This example illustrates that a Lie

algebra L when viewed as a Leibniz algebra may admit new deformations which are

Leibniz algebras but not Lie algebras. Moreover, versal deformation of L as Lie algebra

and that of L when viewed as a Leibniz algebra may differ.

7.2 Computation of second and third Leibniz cohomology

of a nilpotent Leibniz algebra

Consider a three dimensional module L spanned by {e1, e2, e3} over C. Define a bilinear

map [−,−] : L × L −→ L by [e1, e3] = e2 and [e3, e3] = e1, all other products of

basis elements being 0. Then (L, [−,−]) is a three dimensional Leibniz algebra over C.

The Leibniz algebra L is nilpotent and is denoted by λ6 in the classification of three

dimensional nilpotent Leibniz algebras (see Example 1.2.6).

To construct a versal deformation of λ6, we need to compute the second and third

cohomology modules of λ6 = L. First consider HL2(L;L). Our computation consists

of the following steps:

(i) To determine a basis of the module of cocycles ZL2(L;L),

125
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(ii) to find out a basis of the coboundary module BL2(L;L),

(iii) to determine the quotient module HL2(L;L).

(i) Let ψ ∈ ZL2(L;L). Then ψ : L⊗ L −→ L is a linear map and δψ = 0, where

δψ(ei, ej , ek) = [ei, ψ(ej , ek)] + [ψ(ei, ek), ej ]− [ψ(ei, ej), ek]− ψ([ei, ej ], ek)

+ ψ(ei, [ej , ek]) + ψ([ei, ek], ej) for 0 ≤ i, j, k ≤ 3.

Suppose the linear map ψ is defined by ψ(ei, ej) =
∑3

k=1 a
k
i,jek where aki,j ∈ C for

1 ≤ i, j, k ≤ 3. Since δψ = 0, equating the coefficients of e1, e2 and e3 in the expression

of δψ(ei, ej , ek) we get the following relations:

a1
1,1 = a3

1,1 = 0; a1
1,2 = a3

1,2 = 0; a1
2,1 = a2

2,1 = a3
2,1 = 0

a1
2,2 = a2

2,2 = a3
2,2 = 0; a2

3,1 = a3
3,1 = 0; a2

3,2 = a3
3,2 = 0

a3
2,3 = 0; a2

1,1 = a1
3,1 = −a3

3,3; a2
1,2 = −a3

1,3 = a1
3,2.

Observe that there is no relation among the coefficients a1
1,3, a

2
1,3, a

1
2,3, a

2
2,3, a

1
3,3 and

a2
3,3. Therefore, in terms of the ordered basis {ei ⊗ ej}1≤i,j≤3 of L⊗L and {ei}1≤i≤3 of

L, the matrix corresponding to ψ is of the form

M =







0 0 x3 0 0 x5 x1 x2 x7

x1 x2 x4 0 0 x6 0 0 x8

0 0 −x2 0 0 0 0 0 −x1







where x1 = a2
1,1, x2 = a2

1,2, x3 = a1
1,3, x4 = a2

1,3, x5 = a1
2,3, x6 = a2

2,3, x7 = a1
3,3 and x8 =

a2
3,3 are in C.

We define the cocycles φi ∈ ZL
2(L;L) for 1 ≤ i ≤ 8, by taking xi = 1 and xj = 0

for i 6= j in the above matrix of ψ. Then {φi}1≤i≤8 forms a basis of ZL2(L;L). Next

we compute the coboundary module BL2(L;L).

(ii) Let ψ0 ∈ BL2(L;L). We have ψ0 = δg for some 1-cochain g ∈ CL1(L;L) =

Hom(L;L). Let g(ei) = g1
i e1 + g2

i e2 + g3
i e3 for 1 ≤ i ≤ 3. Then the matrix associated

to g is given by






g1
1 g1

2 g1
3

g2
1 g2

2 g2
3

g3
1 g3

2 g3
3






.

From the definition of coboundary we get

δg(ei, ej) = [ei, g(ej)] + [g(ei), ej ]− g([ei, ej ]) for 0 ≤ i, j ≤ 3.

The matrix δg can be written as
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0 0 (g3
1 − g

1
2) 0 0 g3

2 g3
1 g3

2 (2g3
3 − g

1
1)

g3
1 g3

2 (g3
3 + g1

1 − g
2
2) 0 0 g1

2 0 0 (g1
3 − g

2
1)

0 0 −g3
2 0 0 0 0 0 −g3

1






.

Since ψ0 = δg is also a cocycle in CL2(L;L), comparing matrices δg and M we get

x2 = x5 and x6 = x1 − x3. Thus we conclude that the matrix of ψ0 is of the form







0 0 x3 0 0 x2 x1 x2 x7

x1 x2 x4 0 0 (x1 − x3) 0 0 x8

0 0 −x2 0 0 0 0 0 −x1






.

Let φ′i ∈ BL
2(L;L) for i = 1, 2, 3, 4, 7, 8 be the coboundary with xi = 1 and xj = 0 for

i 6= j in the above matrix of ψ0. It follows that {φ′1, φ
′
2, φ

′
3, φ

′
4, φ

′
7, φ

′
8} forms a basis of

the coboundary module BL2(L;L). Notice that

φ′1 = φ1 + φ3 − φ
′
3 φ′3 = φ3 − φ6

φ′2 = φ2 + φ5 φ′i = φi for i = 4, 7, 8
(7.2.1)

(iii) For [ψ] ∈ HL2(L;L) = ZL2(L;L)
BL2(L;L)

, we can express the cocycle ψ as

ψ =

8
∑

i=1

xiφi for xi ∈ C

=x1(φ
′
1 − φ3 + φ′3) + x2φ2 + x3φ3 + x4φ

′
4 + x5(φ

′
2 − φ2) + x6(φ3 − φ

′
3)

+ x7φ
′
7 + x8φ

′
8 (using (7.2.1))

=(x2 − x5)φ2 − (x1 − x3 − x6)φ3 + φ,

where φ = x1φ
′
1 + x5φ

′
2 + (x1 − x6)φ

′
3 + x4φ

′
4 + x7φ

′
7 + x8φ

′
8 ∈ BL2(L;L). Thus an

arbitrary element [ψ] ∈ HL2(L;L) is in the submodule generated by {[φ2], [φ3]}. Also

the set {[φ2], [φ3]} is linearly independent. Therefore dim(HL2(L;L)) = 2.

Next let us consider the module HL3(L;L).

If ψ ∈ ZL3(L;L), then a computation similar to 2-cocycles shows that the transpose of

the matrix of ψ is
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0 x1 0

0 x2 0

x3 x4 (x2 + x5)

0 x5 0

0 0 0

x6 x17 0

x7 x8 −x5

1
5(2x2 − 3x6 + 2x11) (x13 − x10 + 2x7 + x3 − 2x1) 0

(2x16 − x14) x9 x1

0 0 0

0 0 0
1
5(3x2 + 3x6 − 2x11)− x5 x10 0

0 0 0

0 0 0

0 x11 0

x5 (x1 − x7) 0

0 1
5(3x2 + 3x6 − 2x11) 0

(x1 − x7) (3x16 − x14 − x8) x5

x1 0 0

x2 0 0

x12 x18 x13

x5 0 0

0 0 0

(x17 − x13 − x10 + 3x7 + 2x3) x19
1
5(6x2 + x6 + x11)

x14 x15 −x1

(2x13 − 2x1 − x3 − x7) (x14 + x12 − x8 − x4) −x2

(x9 + x15) x20 x16































































































































.

Let τi ∈ ZL
3(L;L) for 1 ≤ i ≤ 20 be the cocycle with xi = 1 and xj = 0 for i 6= j in

the above matrix. Then {τi}1≤i≤20 forms a basis of ZL3(L;L). So dim(ZL3(L;L)) = 20.

On the other hand suppose ψ ∈ CL3(L;L) is a coboundary with ψ = δg. Let

g(ei, ej) = g1
i,je1 + g2

i,je2 + g3
i,je3; for 1 ≤ i, j ≤ 3. Then the transpose of the matrix of

ψ = δg is
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0 g3
1,1 0

0 g3
1,2 0

(g1
2,1 + g1

1,2 − g
3
1,1) (g2

2,1 + g2
1,2 − g

1
1,1 + g3

1,3) (g3
2,1 + g3

1,2)

0 g3
2,1 0

0 g3
2,2 0

(g1
2,2 − g

3
1,2) (g2

2,2 + g3
2,3 − g

1
1,2) g3

2,2

(g3
1,1 − g

1
2,1) (g1

1,1 + g3
3,1 − g

2
2,1) −g3

2,1

(g3
1,2 − g

1
2,2) (g1

1,2 + g3
3,2 − g

2
2,2) −g3

2,2

g1
1,1 (g3

3,3 + g2
1,1) g3

1,1

0 0 0

0 0 0

(g1
2,2 − g

3
2,1) (g2

2,2 − g
1
2,1) g3

2,2

0 0 0

0 0 0

−g3
2,2 −g1

2,2 0

g3
2,1 g1

2,1 0

g3
2,2 g1

2,2 0

g1
2,1 g2

2,1 g3
2,1

g3
1,1 0 0

g3
1,2 0 0

(g1
1,1 + g1

3,2 − g
3
3,1 + g3

1,3) (g2
1,1 + g2

3,2 − g
1
3,1) (g3

1,1 + g3
3,2)

g3
2,1 0 0

g3
2,2 0 0

(g3
2,3 − g

3
3,2 + g1

1,2) (g2
1,2 − g

1
3,2) g3

1,2

(2g3
3,1 − g

1
1,1) (g1

3,1 − g
2
1,1) −g3

1,1

(2g3
3,2 − g

1
1,2) (g1

3,2 − g
2
1,2) −g3

1,2

(g1
3,1 + g3

3,3) g2
3,1 g3

3,1































































































































.

Since δψ is also zero, the transpose of the matrix of ψ is of the previous form as well.

Comparing these two matrices we get x6 = −(x2 + x11) and x19 = x4 − x8 − x12 − x14.

Thus a coboundary ψ has the following transpose matrix.
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0 x1 0

0 x2 0

x3 x4 (x2 + x5)

0 x5 0

0 0 0

−(x2 + x11) x17 0

x7 x8 −x5

(x2 + x11) (x13 − x10 + 2x7 + x3 − 2x1) 0

(2x16 − x14) x9 x1

0 0 0

0 0 0

−(x11 + x5) x10 0

0 0 0

0 0 0

0 x11 0

x5 (x1 − x7) 0

0 −x11 0

(x1 − x7) (3x16 − x14 − x8) x5

x1 0 0

x2 0 0

x12 x18 x13

x5 0 0

0 0 0

(x17 − x10 + 3x7 + 2x3 − x13) (x4 + x8 − x12 − x14) x2

x14 x15 −x1

(2x13 − 2x1 − x3 − x7) (x14 + x12 − x8 − x4) −x2

(x9 + x15) x20 x16































































































































.

Let τi
′ ∈ BL3(L;L) for 1 ≤ i ≤ 20 and i 6= 6, 19 be the coboundary with xi = 1 and

xj = 0 for i 6= j in the above matrix of ψ. It follows that {τ ′}1≤i≤20,i6=6,19 forms a

basis of the coboundary module BL3(L;L). Consequently by considering the quotient

module ZL3(L;L)
BL3(L;L)

= HL3(L;L) we get, dim(HL3(L;L)) = 2.

7.3 Computation of a versal deformation of λ6

Let L = λ6. Since HL3(L;L) is nontrivial, it is necessary to compute possible obstruc-

tions in order to extend an infinitesimal deformation to a higher order one.
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First we describe the universal infinitesimal deformation η1 for our Leibniz algebra.

To make our computation simpler, we choose the representative cocycles µ1, µ2 where

µ1 = (φ2 − φ
′
2) and µ2 = φ3. Let us denote a basis of HL2(L;L)′ by {t, s}. By Remark

3.4.4, the universal infinitesimal deformation η1 of L can be written as

[1⊗ ei, 1⊗ ej]η1 = 1⊗ [ei, ej ] + t⊗ µ1(ei, ej) + s⊗ µ2(ei, ej).

with base C1 = C ⊕ C t ⊕ C s.

In order to extend η1 to a deformation of L with larger base we need to compute

possible obstructions which arise in the extension process. We shall compute these

obstructions using the inductive definition of Massey brackets by [Ret77] (see Definition

6.2.1), which is a particular case of more general definition, Definition 6.2.5 ( [FW01]).

Recall that if y1 = [x1], y2 = [x2] are 2- cohomology classes, then the second order

bracket < y1, y2 > is represented by the graded Lie bracket [x1, x2]. Assume that for yi ∈

HL2(L;L), < yi, yj >= 0 for 1 ≤ i ≤ 3. This means that for a cocycle xi representing

yi we have [xi, xj ] = dxij . Then the third order Massey bracket < y1, y2, y3 > is defined

and is represented by

[x12, x3] + [x1, x23] + [x13, x2].

The cohomology class is independent of the choice of xij . The higher order Massey

brackets are defined inductively.

By Definition 6.2.1, we have.

(i) < [µ1], [µ1] > is represented by [µ1, µ1] = 2(µ1 ◦ µ1).

Now (µ1 ◦ µ1)(ei, ej , ek)

= µ1(µ1(ei, ej), ek)− µ1(µ1(ei, ek), ej)− µ1(ei, µ1(ej , ek)) for 1 ≤ i, j, k ≤ 3.

Since µ1(e2, e3) = −e1 and takes value zero on all other basis element of L⊗L, it

follows that µ1 ◦ µ1 = 0.

(ii) Similarly < [µ1], [µ2] > is represented by [µ1, µ2] = µ1 ◦ µ2 + µ2 ◦ µ1. Since

µ2(e1, e3) = e1 and takes value zero on all other basis elements of L⊗L it follows

that < [µ1], [µ2] >= 0.

(iii) The bracket < [µ2], [µ2] > is represented by [µ2, µ2] = 2(µ2 ◦ µ2) = 0.

Since {[µ1], [µ2]} forms a basis for HL2(L;L), it follows that all the Massey 2- brackets

are trivial. So all the Massey 3- brackets are defined.

From the definition of Massey 3- bracket it follows that all the Massey 3- brackets <

[µi], [µj ], [µk] > are trivial and represented by the 0-cocycle. By induction it follows that

any < [µ1], [µ2], · · · , [µk] >= 0 for [µi] ∈ HL
2(L;L) and moreover, they are represented

by the 0 cocycle.
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By Theorem 6.3.1 and Remark 6.2.3, it follows that the possible obstruction at each

stage in extending η1 to a versal deformation with base C[[t, s]] can be realized as the

Massey brackets of [µ1] and [µ2]. So the possible obstructions are zero.

As there are no obstructions to extending the universal infinitesimal deformation η1,

it means that η1 extends to a versal deformation with base C[[t, s]]. Moreover, observe

that by our choice of µ1 and µ2 every Massey bracket is represented by the 0- cocycle,

and so η1 is itself a Leibniz bracket with base C[[t, s]]. It follows by the construction in

5.2 that η1 is a versal deformation.

Explicitly, the versal deformation that we have constructed can be written as

[e1, e3]t,s = e2 + e1s, [e3, e3]t,s = e1, [e2, e3]t,s = −e1t

with all the other brackets of basis elements are zero.

Thus we obtain the following two non-equivalent one parameter deformations for

the Leibniz algebra λ6.

(i) [e1, e3]t = e2, [e2, e3]t = −e1t, [e3, e3]t = e1,

all the other brackets of basis elements are zero.

(ii) [e1, e3]s = e2 + e1s, [e3, e3]s = e1,

all the other brackets of basis elements are zero.

7.4 The three dimensional Heisenberg Lie algebra

Since any Lie algebra L is a Leibniz algebra it is natural to investigate whether one

recovers the same deformation picture of L if it is seen as a Leibniz algebra. The

following example illustrates that a Lie algebra L when viewed as a Leibniz algebra may

admit new deformations which are Leibniz algebras but not Lie algebras. Moreover, the

versal deformation of L as Lie algebra and that of L when viewed as a Leibniz algebra

may differ.

Let L be a module over C with basis {e1, e2, e3}. Define a bilinear map [−,−] :

L × L −→ L, by [e1, e3] = e2, [e3, e1] = −e2, and, all other products of basis elements

being zero. Then (L, [−,−]) is the complex three-dimensional Heisenberg Lie algebra.

Let us first determine the universal infinitesimal Leibniz deformation η1 of L. For

this, we need to compute HL2(L;L). This computation is similar to that of the first
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example in Section 7.2.

Let ψ : L⊗2 −→ L be a 2-cocycle. Suppose ψ(ei, ej) =
∑3

k=1 a
k
i,jek where aki,j ∈ C;

for 1 ≤ i, j, k ≤ 3. Since ψ is a cocycle, we have

δψ(ei, ej , ek) = [ei, ψ(ej , ek)] + [ψ(ei, ek), ej ]− [ψ(ei, ej), ek]− ψ([ei, ej ], ek)

+ ψ(ei, [ej , ek]) + ψ([ei, ek], ej) = 0 for 0 ≤ i, j, k ≤ 3.

Using the expression of ψ(ei, ej) above we get some relations between the coefficients

aki,j. If we use the resulting relations then the matrix of ψ with respect to the ordered

basis {ei ⊗ ej}1≤i,j≤3 of L⊗2 and {ei}1≤i≤3 of L, takes the form







0 x2 x5 −x2 0 x8 −x5 −x8 0

x1 x3 x6 −x3 0 x9 x10 −x9 x11

0 x4 x7 −x4 0 x2 −x7 0 0






.

where x1 = a2
1,1; x2 = a1

1,2; x3 = a2
1,2; x4 = a3

1,2; x5 = a1
1,3; x6 = a2

1,3; x7 = a3
1,3;

x8 = a1
2,3; x9 = a2

2,3; x10 = a2
3,1; and x11 = a2

3,3 are in C .

Let φi for 1 ≤ i ≤ 11, be the cocycle with xi = 1 and xj = 0 for i 6= j in the

above matrix of ψ. Then {φi}1≤i≤11 forms a basis of the submodule of 2-cocycles in

CL2(L;L).

On the other hand, let ψ0 be a 2-coboundary so that ψ0 = δg for some 1-cochain g.

Let g(ei) = g1
i e1 + g2

i e2 + g3
i e3 for i = 1, 2, 3. The coboundary formula gives

δg(ei, ej) = [ei, g(ej)] + [g(ei), ej ]− g([ei, ej ])

for 1 ≤ i, j ≤ 3. From this we write down the matrix of δg. But δg = ψ0 is also a

cocycle and we know the form of the matrix for a 2-cocycle as given above. Comparing

these two matrices we get x1 = x2 = x4 = x8 = x11 = 0, x3 = −x7, x5 = −x9 and

x6 = −x10. Thus matrix of ψ0 takes the form







0 0 x5 0 0 0 −x5 0 0

0 x3 x6 −x3 0 −x5 −x6 x5 0

0 0 −x3 0 0 0 x3 0 0






.

Let φ′i ∈ BL
2(L;L) for i = 3, 5, 6 be the coboundary with xi = 1 and xj = 0 for i 6= j

in the above matrix of ψ0. It follows that {φ′3, φ
′
5, φ

′
6} forms a basis for the submodule

of 2-coboundaries in CL2(L;L). Observe that

φ′3 + φ7 = φ3, φ
′
5 + φ9 = φ5 and φ′6 + φ10 = φ6.
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Using this it follows that

{[φ1], [φ2], [φ4], [φ7], [φ8], [φ9], [φ10], [φ11]}

forms a basis of HL2(L;L) where [φi] denotes the cohomology class represented by the

cocycle φi. Thus dim(HL2(L;L)) = 8.

Let {ti}1≤i≤8 denote the dual basis. Then by Remark 3.4.4, the universal infinitesi-

mal deformation η1 of L with base C⊕HL2(L;L)′ is given by

[ei, ej ]η1 =1⊗ [ei, ej ] + t1 ⊗ φ1(ei, ej) + t2 ⊗ φ2(ei, ej) + t3 ⊗ φ4(ei, ej)

+ t4 ⊗ φ7(ei, ej) + t5 ⊗ φ8(ei, ej) + t6 ⊗ φ9(ei, ej)

+ t7 ⊗ φ10(ei, ej) + t8 ⊗ φ11(ei, ej).

In particular, we get eight non-equivalent infinitesimal deformations of L given by

µi = µ0 + tφi for i = 1, 2, 4, 7, 8, 9, 10, 11,

where µ0 denotes the original bracket in L. Observe that φj is skew-symmetric for

j = 2, 4, 7, 8, 9 and hence the infinitesimal deformations µj for j = 2, 4, 7, 8, 9 are Lie

algebras.

A similar computation yields that two dimensional Chevalley-Eilenberg cohomol-

ogy module is of dimension 5, and spanned by the cohomology classes of φj for

j = 2, 4, 7, 8, 9.

Hence as before we can write down the universal infinitesimal deformation η′1 of L

as a Lie algebra as follows.

[ei, ej ]η′
1

=1⊗ [ei, ej ] + t1 ⊗ φ2(ei, ej) + t2 ⊗ φ4(ei, ej) + t3 ⊗ φ7(ei, ej)

+ t4 ⊗ φ8(ei, ej) + t5 ⊗ φ9(ei, ej).

The universal infinitesimal deformation of L as Lie algebra is not the same as the one

when we view it as Leibniz algebra. Thus we see that even at the infinitesimal level

the universal deformation of a Lie algebra differs from that when the Lie algebra is

deformed as a Leibniz algebra. This example shows that by deforming a Lie algebra L

in the category of Leibniz algebras not only one recovers its Lie algebra deformations

but can get new deformations of L which are only Leibniz algebras as one might expect.

Moreover, versal deformation of L as Lie algebra and that of L when viewed as a Leibniz

algebra may differ.
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