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Abstract

In pattem recognition problems, the convergence of backpropagation training algorthm of
a multilayer perceptron is slow if the concerned classes have complex decision boundary. To
improve the performance, we propose a technique, which at first cleverly picks up samples near
the decision boundary without actually knowing the position of decision boundary. To choose
the training samples, a larger set of data with known class label is considered. For each datum,
its k-neighbours are found. If the datum is near the decision boundary, then all of these
k-neighbours would not come from the same class. A training set, generated using this idea,
results in quick and better convergence of the training algorithm. To get more symmetric
neighbours, the nearest centroid neighbourhood (Chandhuri, Pattern Recognition Lett. 17
(1996) 11-17)is used. The performance of the technigue has been tested on synthetic data as well
as speech vowel data in two Indian languages.

Kevwords: Backpropagation algorithm; Multilaver perceptron; Faster training: Pattern
classification

L. Introduction

A serious drawback of backpropagation algorithm (BPA) [12] for the training of
conventional multilayer perceptron (MLP) is its slow rate of convergence. Several
modifications [1,27-9.11,13] of the original BPA have already been suggested either
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to improve the convergence or to improve the performance over the original algo-
rithm. In a number of such modifications [ 1,8,11,13], search techniques other than the
conventional gradient descent method are proposed. Another set of modifications
[2,7.9] has considered dynamic adaptation of learning parameters based on certain
heuristics. Improvement in training performance for some specific applications is
reporied for each of these modified algorithms.

However, none of the modifications 5 capable of delivering satisfactory
performance for all problems, in general. Moreover, such modified BP algorithms
usually involve more computations per iteration and also need a prior choices of
certain additional parameters. In particular, the conjugate gradient training algorithm
usually converges to the nearest minimum significantly faster than conventional
BPA, but still can be slow and also there is no guarantee that the achieved minimum is
elobal [107]. Thus, the search for an approach to speed-up its convergence and/or
for the improvement of general performance of the trained network still remains
important. In this paper, we shall demonstrate that an intelligent selection of
training patterns can considerably improve the speed and efficiency of the training of
MLP network. Although we consider only the conventional BPA for the simulation
resulis, the proposed approach is, in principle, applicable to other training algorithms
as well.

Owr idea is to analyze the available set of protoiypes and, chose those for network
training which are near the decision boundaries of the pattern classes. [t will be shown
that patterns near the decision boundary can be cleverly picked even without knowing
the actual decision boundary or the class conditional density function. It will also be
shown that these patierns can lead to quick and better convergence of network
training. Moreover, the extra computational load for the selection of training patterns
becomes insignificant because the training sei so obtained 18 much smaller in size than
the set of randomly selected training samples.

A similar approach is found in somewhat different context namely, statistical
learning theory. Here it is observed that the patterns closest (o the decision boundary
are hard-to-learn and these are the patterns, which determine the optimal separating
hyperplane [ 16]. The training patterns, which lie on the margin, at somedistance from
the optimal hyperplane, are critical and these are called support veciors. However, in
practice, separating hyperplane may not exist, if there are large overlaps among the
classes. In such situations, patterns lying on the margins provide a set of candidate
support vectors, which are used for the initialization of the support vector machine
learning algorithm [14,17]. On the other hand, patterns, which are away from the
margin, do not have significant role in the optimization of the classifier and hence they
are not included in the training set. Thus, a relatively small number of support vectors
result in better generalization ability with less computational load.

Somewhat related but different approaches of exploiting training patterns in the
context of MLP training are also reported in the literature. Drago and Ridella [3] as
well as Weymaere and Maritens [18] proposed a method for optimum weight
initialization of an MLP network. In [5] a scale factor is determined on the basis of
the network response to the whole training set which is then used to obtain the mitial
scaled random weights. The method in [18] consists of a clustering of training data
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followed by a network construction algorithm. The cluster centres are used to obtain
the initial weights. Both approaches employ all training patierns, while our approach
is to choose only a subset near the pattern class boundary.

Strand and Jones [15] developed a procedure in which the network is initially
partially trained by some of the patterns. Those patterns that are handled well by the
partially trained network are put in a queue, while the troublesome patterns are used
for further learning. To prevent the network from forgetting what it has already
learned, cases are reirieved periodically from the queue. On the other hand, Davis and
Hwang [4] first train the network using the complete training set. This trained
network identifies the patierns near the border and these are used for further training,
These two approaches try to exploit the importance of some patterns over others like
us, but they chose them through MLP training while we chose them before training
and in a different way. Moreover, since we work on a smaller subset of patterns, the
training is speeded up.

The proposed approach has been described in Section 2. Resulis of applying this
approach to both synthetic and real-life data has been described in Section 3. The
synthetic data sets were prepared from normal disiributions while the real-life data set
consists of formant frequencies of vowel speech sounds in two Indian languages. i is
assumed that the probahility distribution of the multivariate data is unknown to the
classifier.

2 Proposed approach

In the conventional backpropagation method [17], the components of connection
weight vector of an MLP are modified during learning in a direction opposite to the
direction of the gradient of the mean-square error surface. This weight modification
involves iwo learning parameters, called the learning rate and the momentum factor,
The rate of convergence of the training largely depends on the choices of these
learning parameiers. However, dynamic adaptation of the learning rate [2,7] often
improves the convergence performance.

During training of MLP network, it is important that the training patterns are
selected so that the connection weights move over time to optimize the network
response to all the patiern classes. The efficiency of such a network can be improved
through careful preprocessing and/or proper selection of the training inputs. Esti-
maies of the optimal number of input patierns needed for the best training perfor-
mance depends on the problem. Intuitively, it seems that the larger and more complex
the boundary of a pattern class is, the more examples will be required to train the
network.

An aspect of designing a good training set is iis size. Usually, a smaller training set
takes less time for the convergence but too small a training set may cause overfitting
which affects the performance. As a rule of thumb, the minimum number of training
patterns per class may be computed as twice the number of connection weights of the
MLP. Of course, training set having size twice the minimum one (i.e., four times the
number of connection weights of the MLP) is a better choice.
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Another equally important issue is the distribution of training patterns in the input
space. It can be undersiood that a good training set should satisfy the following
criteria.

1. The separating hypersurface between each pair of classes should be properly
reflected in the training set.

2 Ifany of the classes has more than one connected component, then criteria 1 should
be satisfied for each of these clusters.

The above observations come from an idea about how MLP works for pattern
classification. During training phase, the weights learn how to minimize the misclas-
sification of the training set. Since minimization of misclassification needs accurate
knowledge of class boundary (for two classes ¢ and C,, the boundary denotes the
hypersurface where the distribution of C; equals that of C;), the MLP essentially tries
to learn the decision boundary during training phase. [t is, therefore, natural that the
patierns near the boundary are more important than patterns near the core (eg.
centroid) of the class, In Section 3 we shall demonsirate that the experimental resulis
support this view.

If the pattern classes are of convex shape in the feature space, conventional BPA
may lead to quick and accurate training, and a special choice of training patterns is
not necessary. But for overlapped and meshed classes with non-convex boundary,
which is 3 more practical and general situation, it is better to look for the above
criteria.

It is easy to know the decision boundary provided discriminant function for each
class or the class conditional probability distributions are known in parametric form.
In that case, however, there is no need of using MLP tools since simple discriminant
analysis (in case of known discriminant function) or Bayes® classifier (in case ol known
class conditional distribution) [6] can optimally classify the pattern. Thus, MLP
approach is useful when the class boundary information is not precisely known. In
such a situation our problem lies in developing a way of choosing patterns near the
boundary without knowing the boundary precisely.

For this purpose we consider k neighbours of each pattern in the training set. For
the convenience of explanation, let there be two classes C; and C;. Let P be a pattern
from class C,. If all the k neighbours of P also belong to C,, thenitis highly likely that
P lies in the interior of class C; and not near its boundary with C;. The situation is
illusirated in Fig. 1 for k = 6. On the other hand, for a pattern like @ which is near the
boundary, the number of neighbours for classes C; and C; are nearly equal. In other
words, for a pattern near to the boundary between two classes, its neighbours come
from the neighbouring classes, not from only one class. This is the basic idea of
choosing training patterns near the class boundaries without knowing the actual
boundary positions. Let us now describe the idea more explicitly. If out of k neigh-
bours of a pattern P belonging to class O, k; neighbours belong to class C; where
k; =k =k, then P is chosen as a pattern near the boundary of C;. The value of
k; determines how far inside the class C; we shall go to pick the patterns (to be
considered as patterns near the boundary), while k; is used to reject stray patterns
from C; which are embedded in the patterns of neighbouring class. We may choose
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Fig. 1. Selection of training patterns.

these two values so that &, < &/2 and k; = &k/2. For example, in the case when k = 6,
we may take ky = 2( < 3 and k; =5 ( = 3). Of course, instead of constant values,
the choice of these two quantities may be data dependent. For example, if the data in
class C; is much dense than in class C, then for a datum of class C; near the
boundary, out of k neighbours, it1s likely to get more neighbours from classes C, than
from C,. Conversely, for a datum of class C; near the boundary, it is likely to get more
neighbours from class C; than from C; . This lack of balance will affect the selection of
data if k&, and k, are the same for both the cases. Instead, we can make k; and
k: dependent on the local densities of the classes which is reflected by the average
distance of the neighbours belonging to a particular class.

The choice of k should depend on the dimension of the pattern space. If d is the
dimension then k = 2 + 2 is a good choice. Thus, in 2-D we have k = 6. This is the
number of Yoronoi neighbours a point can have on an average, in 2-D space if the
point pattern is generated by Poisson process.

There are several ways of defining the neighbourhood of a point. The most popular
one is the nearest neighbourhood, which takes the first k-ranked points according to
Euclidean distance as neighbours. More symmetrical neighbourhood is the Voronoi
neighbourhood but in a high dimensional {d = 3) space, it is computationally very
inefficient. Recently, Chaudhuri [3] proposed a computationally efficient symmetrical
neighbourhood, called nearest centroid neighbourhood (NCN), which may be used
here.

The nearest centroid neighbours can be computed in an iterative way as follows. Let
P be a point whose k neighbours should be found in a set of poinis 85, These
k neighbours are such that (a) they are as near to P as possible and (b) their mean or
centromd is also as near to P as possible. For the candidate P, its first nearest centroid
neighbour is its nearest neighbour. In Fig. 2, &, is the first nearest centroid neighbour
of P. Given k — 1 nearest centroid neighbours, the centroid of these k — 1 neighbours
and each other data in the pattern space is computed and its distance from P is
measured. The kth neighbour is the datum for which the centroid is nearest to P. In
the figure, 0 is the second nearest neighbour of P, but it is not the second nearest
centroid neighbour. Rather, the second NCN should be a point in the opposite
direction (and with equal distance) of the first neighbour N, with respect to P so that
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Fig. 2. An example of nearest centreid neighbours (the NC neighbours are denoted as N )L

the centroid is minimally away from P. Here, N3 is the second NCN of P. Because of
the centroid criterion, the chosen neighbouring points lie all around P. Also, P being
nearest (o the centroid, acts as the unbiased representative of its neighbours. This kind
of neighbourhood selection is free from user-specified parameters and also the com-
putational complexity is of the same order as that of the k-nearest neighbours,

The basic steps of the NCN algorithm are given below,

Step 1: (Initialization) § =8, — P; T =¢; j = 0. Find the nearest neighbour (in
terms of the Euclidean distance) of Pin 8. Let it be R (resolve the tie arbitrarily). Make
T=R5=8—R

Sitep 2t j=j + 1; Foreach point 0 € § find the centroid M of points in T (. Choose
the point as Oy for which M is nearest to P in terms of Euclidean distance. In case of
a tie choose as @, the point that is farthest from the neighbour chosen in the previous
iteration.

Step 3 Make T=Tu,; 5=5— Q4

If j = k return. [T is the subset of kK NC neighbours of P.] Else, go to step 2.

In this way we choose the training patterns from approximately the boundary
region between classes. Mote that this approach does not need any a priori parametric
knowledge of data distribution or exact decision boundary and is computationally
efficient for data in high dimensional space.

MNow let us recall the overall procedure in an algorithmic way:

Step L. Start with a sufficiently large number of training samples from each class,
Call this as the initial training set (T';).



B8 Chaudiuwt, U0 Bhattacharya [ Newrocomputing 34 (20000 4 =27 17

Compute k = 2* + 2 Select k; and k; such that k;, < k/2 and k; = k/2.

Step 2: Obtain k nearest centroid neighbours (NCN) for each member in the set T,
{The NCN algorithm is given before.)

Step 3. Analyze the class-membership of all the k members of NCN of a sample
{say, s)in T;. Let s belong to class C; and let k; be the number of members from C; in
the set of kK WCNs. If ky < k; < ks, then s is selected in the final training set T'p.
Otherwise, s 1s excluded from the final training set.

Repeat the step for all samples in T,

Step 4: The final training set, T, obtained at the end of Step 3, is a small subset of
T;. Use T, for training of the MLP by conventional back propagation algorithm.

To see the effectiveness of our approach we consider classification problems of data
senerated using normal disiributions. We shall also consider the problem of vowel
speech siznal recognition in two Indian languages, namely Telugu and Bengali.

3 Experimental results

As stated before, initially we consider several synthetic data sets. Since these data
sefs are generated using a class of parametric distribution, it is convenient to change
the class distributions in a controlled way and judge theeffect of the change systemati-
cally. Later on, we have considered the realistic problem of vowel data classification.

Our synthetic data consists of randomly generated points in 2-D and 5-D with
normal distribution. That the data is generated from a parametiric distribution is not
transparent to the BPA of MLP. For simplicity, we have considered only two-class
and threeclass problems,

Two-class Problem on simulated daia: In this case. each class consists of two
subclasses. Let the two dasses be denoted by € and C,. Then C) ={x: x e Ny ,.0,, o
Niptiz.012)} and C; = {-Tf xEMNpa1 .02 0 N2z, 022} where, 1y, = (30.30), a1, =
(3,50 pry2 = (3050, oy, =(0.7) and p,y =(30,30), o5, =(7.3); pzz =(3030), 05, =
(5.7). It is easy to verify that there is considerable overlap between the two classes
¢, and C,. Mixiure of two normal distributions for each class is supposed o make
the decision boundary more complex. The forms of decision regions, as obtained by
Bayesian approach, are shown in Fig. 3. The architecture of the MLP, used for this
problem consists of two input nodes, five hidden nodes and two output nodes. The
values for the learning parameters are chosenas n = 1.5 and 2 = (17, We will consider
three different training sets and their constructions are described in the following. The
first of these training sets consists of 230 random samples from each of the four
subclasses (two subclasses from each class). From this first set, two other training sets,
consisting of samples from near the centre and samples from near the boundary, are
constructed. In the first of these two sets, 25 patterns from each subclass are selected
such that these are the nearest from the respective means. In the other set, 25 patterns
from each subclass which lie near the boundaries of the respective classes, as obtained
by the proposed technique (with k, = 2, k; = 4), are selected. Usually, the number of
patierns, belonging to different subclasses, are different in the last training set but we
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Fig 3 Two-lass problem: decision regions are obtained by Bayesinn approach.

Table 1
Simulation results on two-class problem

Approach for selection Training System error Misclassification (%)
of training samples epochs (#)

Training set Test set Training Test*
Random 5004 (LI54528 097862 135 17.75 {0.00ES)
Around mean values 1449 QO00E2E 0.216255 000 2580 {0.009E)
Proposed approach 158 Q000778 (L9 2048 000 Q495 (0.0067)
Bayes Error — — — — 9,27 {0.0065)

“Values in parenthesis indicate the standard error of the reported result.

randomly select only 25 such patterns from each subclass. The training of the network
is continued till the system error on the training set becomes less than 0,001 or it
completes a maximum number (3000) of training sweeps, whichever oceurs first.
After each training set trains the MLP, a test set consisting of 300 random patterns
from each of the four subclasses is presented to the network. The test patterns are
subject to classification and the average misclassification error is computed. The
results are shown in Table 1 where the errors during training are also presenied.
Three-class problem on simulated data: In this case, three classes have been con-
sidered such that each pair of two classes has considerable overlap. Let these classes
be denoted by €,.C; and C3. Then €, = {x: xe N(ju.o1)}. C2 = {x: xeN(jz.02)}
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Fig 4. Three<lass problem: dedsion regions are obtained by Bavesian approach.

and C3 ={x: xe Mz, o3)}. Moreover, we choose iy =(30,30), oy =(5.3) p2 = (60.60),
7, ={19) and p; =(30435), 5 =(9.5). The forms of decision regions, as obtained by
Bayesian approach, are shown in Fig. 4. The architecture of MLP chosen for this
classification task consists of two input nodes, 10 hidden nodes and three output
nodes. The values for the karning parameters are chosen as n =09 and x =0.7. In
this case, the training sets are formed in the following way.

As in the previous case of two-class problem, three training sets are formed to
compare the training performance. The first one consists of 300 random samples from
each of the three classes. The second set is a small subset of the first one and this
consists of 30 random samples from each of the three classes, which are nearest to the
respective means. The third training set, which is another small subset of the first one,
is constructed as follows. All the three possible pairs of classes are considered. For
each of these pairs, samples from the first training set which lie near the respective
boundaries are determined using the proposed technique (with k, =2, k; =4)and 15
such samples are selected randomly in the third training set corresponding to each
member class of the pair. Thus, the third training set consists of 30 samples from each
of the three classes and they are selected according to the proposed technigue.

The training of the network has been continued till the system error on the training
sef becomes less than 0,001 or it completes a maximum number (3000) of training
sweeps, whichever occurs first, Mext, a test set of 1500 samples, taking 500 random
patterns from each of the three classes, is presented to the trained neiwork for
classification, as in the two-class problem. The results are summarized in Table 2.

Higher-dimensional problem on simulated data In the above, we considered prob-
lems in two dimensions only. This is because of its ease in pictorial demonsiration.
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Table 2
Simulation results on three<class problem

Approach for selection Training Svslem error Misclussification (%)
of training samples epochs (#)

Training set Test set Training Test
Random 5000 (107318 (L9594 LR TA 73 (0.0094)
Around mean values 96 00096 5 (L 129846 {100 2120 {0.0106)
Proposed approach 11 000049749 (L0321 L0 853 (0L0072)
Bayes Error - — - - .20 {0.0067)

“Values in parenthesis indicate the standard error of the reported result.

However, the proposed approach works as well in higher-dimensional problems. Now
we will consider a two-class problem in the five-dimensional space, each class
consisting of two subclasses. Let the two classes be denoted by O, and C;. Then
C, ={x xeNp, .o, Ny, 0,;)F and C; = {x: xe Nlptzy. 02, )oN(pa2.052)}
where, p,, = @040404040), 7y, =(12,12,12,12,12} pr,, =(50,50,50,50,50), 7,, =
(15,15,15,15.15) and p,, =(50.40,50,40.50), o5, = (1512,1512,15% pn,, = (40,50.40,
J0.40), g2; =(12,15,12,15,12). Thus, the present problem in five-dimension is a two-
class problem but each class is generated from the mixture distributions of two normal
populations,

The architecture of the MLP, used for the above problem consists of five input
nodes, five hidden nodes and two output nodes. The values for the lkearning para-
meters are chosen as n = 0.8 and « = 0.5, Three training sets, as before, are construc-
ted. The first one consisis of 250 random samples from each of the four subclasses {iwo
subclasses in each class). The second setis a small subset of the first one. It consists of
25 patterns from each of the four subclasses, such that these belong to the first training
set and also are nearest to the respective means. The third training set is constructed
from among the samples in the first training set following the proposed technique
(with k; = 25 and k; = 40). In this third training set only 25 samples from each of the
four subclasses are considered.

The training of the network is continued tll the system error on the training set
becomes less than 0,001 or it completes a maximum number (3000) of training sweeps,
whichever occurs first. A test set consisting of 300 random patterns from each of the
four subclasses is presented to the trained network for classification. The results of
classification and the training statistics are shown in Table 3.

From Tables 1-3, it is noted that the accuracy of classification is improved by the
proposed approach. Although the speed of training is comparable with the case when
the training samples are collecied from around the respective class means, the
performance is much improved by the proposed approach. Also, the speed is greatly
improved by this approach compared to the conventional approach (where the
training patterns are chosen at random).

Vowel recognition problem on real-life speech vowel data: We applied the proposed
scheme for the vowel speech signal recognition of two Indian languages namely



B8 Chaudiuwt, U0 Bhattacharya [ Newrocomputing 34 (20000 4 =27 i |

Table 3
Simulation results on five-dimensional classification problem

Approach for selection Training System error Misdassification (%)
of training samples epochs (#)

Training set Test set Training Tesl®
Random 5000 (L0050 33 0105446 1100 3475 (00 106)
Around mean values 146 (L000095 0241688 {100 4225 (00110
Proposed approach 178 0000197 0002482 L0 26.12 {0009 8)
Bayes Error — — — - 2500 {00097y

“Values in parenthesis indicate the standard error of the reported result.

Telugu and Bengali. At first, we briefly discuss the procedure for preparation of vowel
data.

The recordings of speech data were made inside an empty auditorium with an
AK Al tape recorder. The spectrographic analysis has been done on Kay Sonograph
Model 7029-A which is a standard audio frequency spectrum analyser. It produces
a permanent record of the specira of any complex wavelorm, in the range of
5Hz-16kHz

The procedure for preparation of vowel data requires the determination of vowel
boundaries and the boundary of the steady-state formant frequencies. The steady state
of vowel is that part on the record in which all formants lie parallel to the time axis.
The transition is depicted by the inclined formant patierns. The exact point of
inflection is difficult to locate in the records but an approximate location can be found
by tracing the central line for each formant band. Once these points are located for all
available formants, the steady state of the vowel is taken to be the shortest horizontal
span for all the formants. [t is well known that the first three formant frequencies carry
most of the information regarding vowel identification.

The formant frequencies are measured from the base line (i.e., zero-line) of the
specirogram to the central line of formant bands where the formant s in a steady
state. The scale used for this measurement is derived from the calibrated tune of
300 Hz recorded on each and every spectrogram. One small division of the scale is
equal to 20 Hz. Manual checking of 3% sample obtained by this scale revealed that
the formant frequencies have been recorded within an accuracy of 10 Hz In a few
cases, when the vowel hardly reaches a stable state, the congruence of on-glide and
off-glide has been taken as the steady state.

Segmentation of Telugy vowels: A number of discrete phonetically balanced speech
samples for the Telugu vowels in consonanit-nucleus vowel-consonant (CNC) form
were selected. The CNC combination is taken because the form of consonants
connected to a vowel is responsible for influencing the role and quality of vowels. For
the present study, 800 Telugu words, uttered by three male speakers in the age group
of 25-30 years were recorded for training.

Ten vowels considered in this experiment are u//uw/ /ol o/ Jal /el el el AL
Table 4 represents the average formant frequencies for first three formants. Here,
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Table 4
Average ormant Mrequenaes of Telugu vowels

Phonetic symbol F, (Hz) F, (Hz) F; {Hz)
fuf 370 106 2500
i | ME 923 2543
o/ 476 1123 2630
far 486 1000 2540
faj 6 1473 2420
falf 710 12401 2400
e 517 1796 2633
e/ 470 1BR3 2657
fif ] 2116 2757
i 304 X095 2565
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Fig. 5 Telugu vowels in the F-F, plane.

similarly uttered vowels /u/ — ju/,/of — o), fef — ferf and [if — [t/ which differ only
in duration have been paired together. The first two formant frequencies F; and
£, are plotted for the resulting six different vowels in Fig. 5. The vowel /@/ is excluded
from the present classification task because the number of samples were so small that
an effective selection of samples and the subsequent training of MLP could not be
undertaken.

The architecture of the MLP, used for this problem consists of three input nodes
{corresponding to three formant frequencies), four hidden nodes and six output nodes
corresponding to six classes). The values for the learning parameters are chosen as



B8 Chaudiuwt, U0 Bhattacharya [ Newrocomputing 34 (20000 4 =27 3

Table 5
Training statistics on segmentation of Telugu vowels

Approach for selection Training Svslem error Misclussification (%)
of training samples epochs (#)

Training set Test set Training Test
Random 1000 03263453 (1473593 BR3 4275 (0,017
Around mean values 198 (0384125 (LT68453 200 49,38 (0,01 8)
Proposed approach e b | 03978 0. 2054 26 200 34.75(0017)

“Walues in parenthesis indicate the standard error of the reported results.

n = 0.5 and x = 0.3. Three training sets, as before, are constructed. In the first such set,
100} patterns from each of the six classes are selected randomly. The second set consisis
of 25 patterns from each of the six classes such that these belong to the first set and are
nearest to the respective class mean positions. The third training set is consiructed
from the first one according to the proposed technique (with k;, =3 and k, =7). In
this training set we keep only 25 patierns from each class randomly and the resi
patterns are ignored.

The training of the network is continued tll the system error on the training set
becomes less than 0,05 or a maximum number { 1000) of training sweeps is completed,
whichever occurs first. A test set, consisting of the sam ples generated by 15 speakers, is
presented to the trained network for classification. The training statistics and results
of classification are given in Table 5.

Segmentation of Bengali vowels: For the present study, a sample of 350 commonly
spoken Bengali words in CNC form were selected. Ten male and ten female educated
and phonetically conscious speaker uttered these words. Of all these records, data for
three male speakers have been chosen on the basis of good and clear spectrographs.
The age of the speakers varied between 30 and 55 years. Table 6 represents the average
formant frequencies for first three formants. The first two formant frequencies F, and
F5 are plotted for different vowels in Fig 6.

The architecture of the MLP chosen for this classification task consists of three
input nodes, six hidden nodes and seven output nodes. The values for the learning
parameters are chosen asp = 0.5 and » = 0.3, In this case, the training sets are formed
in the following way.

Three training seis are constructed as in the previous cases. Training samples have
been chosen only from the first speaker. The first such training set consists of 40
samples from each of the seven classes. Both of the second and third training sets
consist of 15 samples from each of the seven classes. The test set consists of all the
samples available from all the three speakers. The training has been continued till the
system error on the training set becomes less than 0.05 or a maximum number (1000)
of training sweeps is compleied, whichever occurs first. The training statistics and the
classification results are given in Table 7.

In these practical data too, effects similar to the simulated data were observed, as
evident from the results in Tables 5 and 7. The percentage of misclassification is
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Table 6
Average ormant Mrequenaes of Bengali vowels

Phonetic symbol F, (Hz) F, (Hz) F; {Hz)
fuf 27 35 2198
fof 418 1015 2308
aj 626 1095 231
{a i ] 1326 2424
x| 681 1663 2320
e 74 1935 2410
f i 304 a5 2565
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Fig. 6. Bengali vowels in the F-F, plane.

significantly reduced in the proposed approach. Also, the rate of convergence of
training by the proposed approach is much faster than the conventional approach
{i.e., when the training patterns chosen at random).

4. Conclusion
To speed-up the rate of convergence of BP algorithm we proposed a method for

an intelligent selection of training samples. This method of speeding-up does
not involve any modification of the original BP algorithm. This method works well in



B8 Chaudiuwt, U0 Bhattacharya [ Newrocomputing 34 (20000 4 =27 25

Table 7
Training statistics on segmentation of Bengali speech vowel data

Approach for selection Training Svslem error Misclussification (%)
of training samples epochs (#)

Training set Test set Training Test
Random 1000 (L1947545 (1491435 1393 4085 (0,026)
Around mean values 121 (03994 88 (LE9T582 1.50 4343 (01020)
Proposed approach 126 (0475878 (L 153487 000 3029 (0,02 5)

"Walues in parenthesis indicate the standard error of the reported resulis.

complicated cases where the classes are not easily separable by drawing a few
hyperplanes. If the classes are overlapping or they are meshed, a training set formed
according to the proposed approach can improve the performance (both speed of
training, in terms of number of training sweeps, and rate of true classification of the
trained network) of an MLP network considerably. The computational load for the
selection of the training samples does not reduce the importance of this approach
because due to much smaller training set, the computation time required for each
sweep is significantly less. The proposed approach has been tested on several prob-
lems but due to limited space only four (two on simulated data and two on real-life
data) have been presented here. The approach can be used for other training algo-
rithms of MLP network as well.
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