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1. Let {X,}{i = 1.2,...ad inl) be & sequenco of random variables and let, I,
bo a simplo hypothesis about tho sequenco to bo tested against a simple alternative
11, on the evidenco of n-random observations xy,z,, ..., x, on the fint n variables
X1, Xy X,. Tho clussical procedure is to control tho first kind of error at a fixed
level a and then to choose that critienl region w,, in the n-dimensional samiple xpace
R, which has tho maximum power f,. The question whether by making n sufliciently
largo we can &lso control the second kind of error 1 —g, scems not to have been sufti-
ciently investigated. Itiacnsily demonstrated that f, is & non-decreasing function
n, but whether, or under what conditions, £ as n—co is not known. In the impor-
tant case when the X's are independently and identically distributed it is here shown
that f,— 1. It is however not difficult to construct examples where /, tends to a
constant less than unity and a simplo example to this effect has been considered
in §3.

2, Let py,{n=12...ed inf) bo the joint frequency density function of X;,
Xy X, under hypothesis Hy(i = 0,1) and let z,,, stand for the samplo vector
(£4, T3, oy Z,). Let w0, bo the best critieal region of wize ain R, and let 'y, bo that
region in R,y which is constructed by taking w, in R, and then giving z;,, all
possible valuey, i.e. Wy, i8 a cylinder with baso w,.

-
Caurtyy | Peatsen= [ do [ Puston = [ puden (i=0,1)
ks

W ™, 10,

Thus w'y4, i8 & rogion in R4y of size aand power £, But £y, is the power of the
best critical region in Ry,

B € Py for every n.
The monotonic character of £, was noted by Rao (1943), Wo now provo that §,—1

under the assumption that the X'a arc all independently and identically distributed.
In this ease tho density funetion p, can bo factorised into

Pin = PURIDfEBilT)  (=101)
where p, is tho density function of cach of the X'a under hypothesis /7,.
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Since t, i8 the best critieal region in R, wo havo py, > k,p,, for every xg, in
w, and py Kk, po, for every z,, outaido 17, whero the constant k_is o adjusted that
w, in of size a.

Let

7, = log '—’;T"::—:} {mn =12 .., 0linf)

Tho 2's nre indepeadently and idlontically distributed and wo aseumo that
E(=) exints under both Hgand M. Let py = E|H)) (6 =0,1).

Clearly py—po = I log )If': pdz— ] log ﬁ: pelr = I (log py~log pXpy—pa}

>0
ne the two factors in the integrand are ulways of tlic same sign.

Ifence 1<ty tho sign of equality holding only when pyx) = py(z) almost
everywhere in 2, and in this trivial caso the question of terting M, agninst M, doed
not ariso. The more goneral incquality namely jrg<0<y,. is duo to Wald ond is of
fundamental importanco in sequeatial analysis,

Now from the definition of w, we have

Pl 4t 2 A U) = a

for every n,
Plsy4apto 3, 2 A0 = 8,

where A, =log L.

Now by Khintchine's lhcorcm:-‘(:.+:,+...+z.) converges in probahility to g, under

hypothesis If; (i = 0, 1).
Dut P(@) —x—n’-‘|ll.) =a foreveryn.

A
Hence it follows that ;" - g BS N 0.

Dut p,=1'("i,'l'—">"—"'|u,)

and .']T(:,+... +:,)=, (in probability sense) and %‘-o Ho wWhere yig < 1y

A A1 as 500,
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The above result is inherent in the literaturo but wo have not como acroxs any explicit
proof. The result was known to the late Prof. Wakl. The above simple proof is
the result of a little discussion with him.

3. We now demonstrate that when Xy, Xy, ... are not independently and
idontically distributed tho power of tho best eritical region may tend to a constant less
than unity.

Let Xy, X4, bo independent of one another and let 1, be the simplo hypothe-
ais that all the X's are standard normal variatesand let I/, be the alternative hypothesis
that X, is distributed as u normal variable with mean g, and s.d. unity (8 = 1,2,...ad inf)

Thus Rl) = o= exp (=)

and k) = V—L exp{—}n—m})
) 2, = lo| Au-- 2 —ia,d
o 1= log ey 1a,

i.e. 2, is distributed as (—jut, |p,]) under Mg and as (4% | o)) under 2y
In preciscly the samo way as before wo have

Py tiadz, 2 All) = a
and tor overy

Plagtzgt..c 42, 2 AlH) =7,

Now 2.‘ 23424 +g, s distributed as (~§6,% b,) under If, and as (15,3, 5,)
under Iy, whero b8 = s 4 pt+oe %

A a=P(Z.> M |M)= (—*#-'—> At ”"'l".).

4%&: ¥ where y, is the upper 200a% value of a standard normal variate.
But Bo=P (2,5 \0) = (z,.-]b;) a—{b, |u)
2 1
and == b+t _,
L
S A1 if aud only if b 0.
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Henee a necessary and suflicient condition in order that f£,— 1 is umi.'",,.xi,
1

divergent.
1 wish to thank Dr. C. R. Rao for his kind interest in my work,
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