Fuzzy l[ealure evaluation index and
connectionist realization
Sankar K. Pal *, Jayanta Basak ', Rajat K. De ?

Macking freefligenee (i Indian Steviyeieo! Tusiiuio, 703 Berrackpore Traml Bl
Corfentes 70 223, Incfio

Receavel 22 Tanwary 1994, accepad |0 Ocrober 1997

Abstract

A new feature evuluation index based on fweey set theory and o connegtinm st mode]
fore s evaloation are provided. A concept of Bexible memberihip funetion ingorporating
weighting lavlors, is introduced which makes the modeling of the class souciures moere
appropoate, & npeuro-fuzzy algerithim s developed Tor deteronndng 1he oplimom
weiphting cocffivients representing the featwre importance. The overall nportence of
the features is cvaloated both individoally and io a proup considering hieir dependence
a5 well as independenee, Effectivencess of the alzaritbms along wath comparison iz dem-
unstrated onospeech and Lris data.

L. lotroduction

The process of selecting the necessary informattion to present o the decision
role i5 called feature sefection, Tts main objective is to retain the optimum si-
livnl characreristics necessary for the recognition process and 1o reduce the di-
mensiconality of the measurement space so that efective and easily computable
algorithmes can be devised for efficiem classification.

The criterton of a good feature i3 thal it should be unchanging with any oth-
cr pussible varation within a class, while cmphasizing differences that are im-
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portant in discriminating between patterns ol difterent types. One of the oseful
tﬂchniquﬂs ta achieve this s clustering trunsformition [1], which maximizes!
minimeaes the intersetfinfraser disiance using a diagenal transformation. such
that smaller weights are given ta features having lirger variance (less reliable).
Other separability measures based on information theoretic approach include
diversence, Bhattachurya coeflicient, and the ¥olmoporow viritional discance
[1-3]. Several metheds based on luzzy ser theory [4-0] dod Artificial WNewral
Network (ANM) [T 11] have also been reported. Incorporation of Fuzzy set
theory enables one to deal with uncerriainties in a svstem. arising from vague-
ness, incomeleness i informarion ete., in an eficient manner. ANNs, having
the capability of lull wlerance, adaptivity and peneralization, and scope for
muassive parallelism, are widely used in dealing with optimization wsks, Recent-
ly, uitempts are being made to integrate the merits of fueey ser theory and
ANN under the headimg “nenro-fuzzy computimy™ for making the systems ar-
ificitlly more intelligent.

The present article is an attempt in this [ine. and has two parts. In the first
part a new Nuery sel theoretic feature evaluation index, in lemons of individos)
cluss membership, is delined and its pertormance with an existing one [4.5] 15
compared for ranking Lthe features {or subscls of features). Its relation with
M ithalanobis distgnee wnd diverpence measure 15 experimentally demonsimated.
The second part prevides a neurc-furey approach whers o new conmectjonist
model has been designed 10 order to perfarm e ask of optimizing a maodified
version o the aforesufd Ny evidoation index which incorporates weighied
dislance tor computing <lass membership values, This optimization process re-
sults ina set al weighting coeflicients representing ihe mportance of the indi-
vidual features, These welghling cocfficients lead w a trunsformation of the
feature space lor flexible modeling of class structures,

The effectiveness of the alpornthms is demonscrated on two different data
sy, namely. voe! gl 1y ditn,

2. Exaluation index and feature subset selection

Let  the  pih puttem Cowveclor (pattern)  be represcented  as
firt — j“” "".....f‘r £ whers o is the aumber of features in M
{sel of measurable quzmlmuﬁ} and ,.""”’ 5 the ah component of the vector,
Let proby, and o (0% stand For the 1 priovi probability for the class € and
ihe distance of the patiern ' from  the  &th  mean  veetor
Wy — g T LW | by Tespeerively, m indicates the ith companent
of the veclor oy,

The featuce evaluation index l'or a subset (2] containing few of these 2 lfea-
lures is defined as,
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L,lj-mc}, (71 (1 ey i3)
fie (1) and ur, (f 1y are the membership values of the paltern T in classes G
and e respcn:twely x, 1z the normalizing constant (or class O which takes
cure ul thl.: effect of relative siees of the olasses.

MNete rhat, s i zero (minimumy i g = 1 oor O, and s .25 (maximam) if
Mo, = 0.5 On the other band, sy 15 eevo (munimum) wheo g, = e, — Lor
. and 1% (L5 (maximum) lor p, — 1o = 0 or vice-versa,

Thercfore, the tenm &/ 3, ¢ s s minimum if g, — 1 and g, = 0 for all
E ke, if the ﬂtnblguﬂ‘} in the belongingness of & patlern B w classes €
and Cp ¥4 # & 15 minimum (the patlern bBelongs 1o only ane cluss)h Tt is mas-
imwm when p. = 0.5 for all £, In other words, the value of £ decreases as U
belongingness of the patlerns increases to only one class {ie., compactness of
individual classes inercasesh und @1 Lhe spme Lime decreases for other classes
{L&., separation between clusses increasss). & increases when the pattems tend
ta 1ie at the boundaries between classes (e, g — 0L.5). Cur objeclive 15, there-
Fore, L selecl those faatures for which vhe value of E iz minimum,

In arder w achieve this, the membership {u,. (%) of a pattern T 1o a class
Ty 15 defined, with a moli-dimensional z-Tfunction [l2'| which is given by,

.uﬁ{fu’:'] -1 —Ed:{l';'”:‘_l: s dk(f””] ,_-:;
: 5 e 1 o ‘o
=20 &L g AT - L !

=1 otherwise,

The distance oy (£4)) of the pattern I from my {the center ol class Cy) is de-
fined as,

.y - .':‘I st 2 -‘
d';; I:.fl"rr'ljl = L (f'—ﬂ,' A ) : l:SI
L

Ay = 2max [b,_:u:] - m.-q|]._ 6}
5 :
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Eqs. (4)- {7) are such that the membership p- (57 of @ patiern W s 1 if it is

located at the mean of Gy, and 005 3730 s al the boundary e, ambigoous e

gion) for a symmetric class structure,

Ler us now explam the role of 2. In Eq. (10 £15 computed aver all the sam-
Mes in the feature space irmespoctive of Lthe siae of the classes. Therelore. s
expected that the conrribution of a class of igger size (1.2, with larger nuniber
of samples) will be more 1o the computation of £, Az a reaelt, the index value
will I meore biased by the bigeer closses: which might aftect the process of fea-
ture selection. In order to overcome this i.e.. to normalize this eflect af the size
of the elasses, a fuctor z corresponding ta the class €, s introduced. In the
present imvestigation, we have chosen 2 = | - prob.. However, other expres-
gions like » = 170y, or - L /proby, could also have been used.

The feature evaluation index (£ 1o Lig. {11) provides an aggregaled measure
of comjuiciness of individual classes and separation between diiferent classes IF
a particular subset (#171 af fcatures (s maore important than anather subset (F)
in characterisngidiseriminating the classes/between classes then the value of £
computcd aver F) will be less than that compulsd over £ Lo that case, bath
incdividual class compactness and between class separalion would be more in
the foature space comstiluted by £ than that of 7. Theeefore, the task of fea-
ture subser selection boils down to selocting the subsct [(F1 among ull possilale
caombingtions of i given set (A7) of & features for which & s minimom. Tn the
case of individual feature ranking, the subsel £ contains only one feature.

m*. -

3. Weigheed membership function and feature ranking

It is elear from Lgs. (43 (7) thal the ¢lass structores are modeled vsing a sct
of predefined membership Mlunctons which are kept fixed throughout the com-
putatien. lnstcad of modeling the class stouctures rigidly, a flexible fadapiive)
membership function is defined by intradecing a set of weighting coctliciens
such that the lealwre space can suitably be transformed depending on these
weighting ¢oeficicnis. "The meorporatien of weighting facrots wso makes the
method of moedeling the cliss struclures meore teneralioed.

The new weighted membersbhip funcrion is cxproessed by Eg. (4) where
d (F75 s defined us

172
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Therefore, the membership values {y) of the sample points of 4 class become
dependent on w;. w; — L, for all 4, corresponds to Lg. (4). Other values of
wil < 1 make the function of Eq. (4) Natened along the axis of 7, The lower
the vilue of u;, the higher is the exient of flattening. In the extreme case, when
w; =0, For all i, — O and pe, — 1 Tor all the patterns. Therefore, the incorpo-
tation of the weighting (actors adds Qexibility o the expanse of the maodeled
class structures. The extent Lo which Lhe modeled ¢luss structures needs to be
expanded. depends on the amcunt of overlap between the adjacent classes.
I other words, w.s should be such that both compactiness of individog] clusses
and separation between classes increase, This is essentially being guided by the
fealure evaluation index & based om the weighted distance nieasurs.

In paliern recognition lileeature, the weight wy (Eq. (8)) can be viewed to re-
Rect the relative importance of the featere ) in measuring the similarity {in
terms of distance) of a pattern to a class. It 13 such that the higher the value
of w;, the maore 15 the importance of ] in characterizing (diseriminating) 4 class
fbetween classes). wy = {0 indicates that f; is most (leasl) imporeant,

Therefore, the compaciness of the individual classes and the separation be-
tween the clusses as measured by £ (Eq. (1)) 15 now essentially a function ol w
(= [wi, 2o .. wu]). The problem of feature selection/tanking thos reduces Lo
finding a set of wys for which £ becomes minimum; w5 indicating the relative
importance of fa i charactering! discriminating classes. 'The task of minimi-
zation may he pecformed with vurious technigues |13,14] Here, w have gdopt-
ed gradient descent teclmique in a connsclonist framework (hecause of dls
massive parallelism, favlt toleranes ewe.) for mininlizing £ A new conneetionisl
model is developed lor this purpase, This s described in Szetion 4.

Note that, the method of individual {eature ranking, explained it Sectian 2
considers gach fealure individually independent of others. On the other hand,
ihe method described in this section finds the see of ws (for which £ is mini-
mum) considering the effect of inter-dependencies of the features.

4. Neural network molel for fealure evaluation

The network {Fig. 1Y constsls of beo lavers, ngmely, input and ootput. The
input layer reprosents the set of all fzatures in AF wnd the outpun layer corre-
sponds to the pattern classes. Inpul nodes accept activations corresponding
1o the fealure values of the input palieens. The outpol nodes produce the mem-
hership values of the input patterns cormesponding 1o the respective pattern
classes. With each owtpul node, an auxilinry node is connected which controls
the activation of the output nade through moeduolatory links, An oulput node
can e activated from the input layer only when the corresponding auxiiiacy
node remains active. Input nodes are connected 1o the auxiliney nodes throough
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Fig. . A schernatic diaaram <f the proposed oearal network mualel. Black arcles ropresent the aux-
liary nodes, and white gitcles ropresens ML ad culpur nodes, Small triangles arlached to g oul-
put nocdes represent the modulatosy connections from e respective ausilizry nodes,

feedback links. The weight ol the feedback link from the auvxilisry node,
connected to the fth output node (corresponding to the ¢lass G, to the ichain-
pul node (corresponding Lo the Teature £} 15 equated Lo —smg . The weight ol the
teedforward link trom the sth imput nede (o the fth output node provides the
depree of importance of the featore /. and is given by,

H':E, s (W> ; [E)_:.
.,

During training, the patlerns are presenled at the input laver and the member-
ship values gre computed al the outpat layer. The {feature eviduation mdex for
these membership vatues is computed (Fo. (140 and the valaes of was are up-
dared in order to minimize this index. Mote that, 4 s and m; s are dircetly com-
puted Jrom the ramning sel and keptl fixed dwng updation of ws The
anxiliary nodes are activaled (e, aclivaton values are equaled o unity)



SK Faler ol { faurnad af imtormiation Scienpes J0T ¢ J08%) J7F T35 1749

one at a fine while the others are made inactive ti.e., activacon values are fixed
at i1, Thus, during traimng, at a time only one oulpul node s allowed 1o get
activated.

When the kth auxiliary nede is activated, input node 7 has an activation val-
ue as,

S —
it = (), -

where x5! is the total activaion received by the ith input node for the pattern
£, when the auxiliary node & is active. xf is given by,

xy =57 = (1]

£ s the external input {vahue of the ith feature for the patiern £ and —m,, s
the fesdback activation from the fth juxiliary node o the ith input node, The
aclivation valae of 1he Ath output node s piven by,

!:-L"“:' = .5-'{5}::':)1 {12)

where gf ], the activation function of each sulput node, is a s-function as given
in Eq. (41 3;". 1he Lotal activalion received by Lhe &th outpul node for the pal-
tern £, 15 2iven bw

e (Z wf % ( %] 2) Iﬁ. {13)

-

Note that, 313 is the sume as o (g, (8)) for the given inpul paiterm i and 1_:2'“
is equal to the membership value of the input pattern £ in the class O
The exprassion for £(w) {from Lq. (1)), in terms of the cutput node activa-

thoms, is given by
e (l Lf)
e

K%ﬁ. |

B 2 Zi* : [LH! '-‘WJ ﬂ.;.”:(_l z.-'.:"’.ﬂ

fery, £ N %

The training phase of the network takes care of the task of minimization of
Efw) {Eq. (147 with respect 1o w which s performed wsing gradient-descent
technigue. The change in w: (Aw;) is computed as,
{3
Aw, — —y— Wi, {15

! 4 i, ' Lo

where » is the learning raie.
For the compuoiation of JE /Fw;, the {ollowing ecxpressions are used.
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=11, olherwise,

and
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E .z l (ﬁ.‘-p‘, — iy, )- HQII

d'lf; },‘.P Al

The steps involved m the traming phise of the nepwork are s follows;

o Calculate the mean vectors (my) of all the classes trotm the data ser and
equale the weight of the leedback link from the suxiliary node cormespond-
me 1o the class Oy W the fnpot noede fas s (lor all § and £).

o (et the values of 4y, s (bandwidths in Eq. (63} from the data set and initialize
the weight of the feedlorward link from ith input node to Sth outpul (Tor all
values of § and &Y node,

« For each input paticrn:

Present the pattern vecior to the inpul laver of {the netwaork.

Activite anly one auxiliary node it a time,

Whenever an auxiliary node is activated, it sends the feedback o the input
layer. ‘The inpol nodes iniern send the resultand wetivalions o the output
neddes. The activation of the cutpul node (connected 1o the aciive auxiliary
node) provides the membership value of 1the input pattern 1o the corre-
sponding class, Thuos, the membership valoes of the mpwd pativm come-
sponding to all the classes wre compuled by sequentially activating the
auxiliaty nodes one ar a time,

Compute the desired change in w3 to be made using the updating rule giv-
en in Eq. {15

« Compute tolal change in w, for each 7, over the entice sel of patterns. Update
wyi (Tor all i with the averupge valoe of A

¢ Repeat the whele process until convergenee, 1e, the change in F becomes
kess than ¢ertain predefined small quantity.

Aller comvergence, Elw) altuins a local minima. In that case. the values of
wis mclicide the order of iImportinee of the {fealares.
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A, Mesuals

The eflectiveness of the above-mentioned algarithms was tested on twa types
of data sets, namely, vowel data |3] and Iois data [13]. The vowel data consisis
el i1 oset ot 437 Indian Telogu vowel sounds eollected by trained personnel,
These were uttered in o consonant-vowel-consonant contexl by thoee male
speakers o othe ape group of 30 35 years. The dma ser bas thoee leatures,
iz and £y corresponding bo the first, second and thitd vowel formant fre-
guencies vbtuined through spectrumn analysis of the speech data. Tig. 2 shows
it 213 provection of the 3-Tr Neature space ol the six vowel elasses (83, 0,0, W e o)
inthe fi 5 planz {for case of depiction). The details of the data and its ex-
traction procedure ate availabie in [3]. This vowel data is being extensively used
for bwo decades in the ares of partern recognition,

Anderson’s Iris data [15] =et contains three classes, i.e., three varieties of Iris
Mowers, namcly, [115 Setosn, Ins Yersicolor and Urs YVieginica consisting of 30
samples each. BEach sample has [our features, namely, Sepal lLength, Scpal
Width, Petal Length and Petal Width corresponding to £, £ f5 and £y, respec-
tively, Iris clity Lins heen used in mgny resewrch investigation related W pattern
recogniiion and has become a sort of benchmark-data.

S0 Results obraied wriee feczy fegnere cvgliation bidex

Tuble | indicites the order of different subsers of features of vowe] data
based on the values of £ (Fy. (1)), This order i also compired with that obe-
tained by Pal et al. [4.5]. Table 1 shows that the subset {2} is the best and
[A.6) 08 the seeond besy wsing Ego (1), while the corresponding order is
TA. =3 and {2} in the case of Pal el al. However, in both the methaods, the dil-
ference m index values for the subsets {4} and {4, 61 s insienificant. f3
stands al the bottom of the order lisl, in hoth the cases. Note also ithat, the in-
clusion of f 1o a subset improves its characterization/discrimination ability,
This Farther justities the sipnificant mporianee ol §5oan chargeleriring vowel
classes. These results conform e the earlier findings [3] on speech recognition
{from the point of correet vate of classification of vowel sounds).

Table 2 provides the order of different subsets of featuces of the Ios data.
Althoygh, the order olwained using Fg. (1) differs from fhat obtsined with
the FET of Tal et al., like vowel sounds. the successive difference of the index
values between these subsets are found to be amall. Among the individoal fow-
er features, the tanking done by Eg, (1pand FEL of Pal et al, [4.5] 5 £, 50 AL 5
and 5 f. f5 0. respeetively. This shows that f5 and 5 are more important
than § and f;. This conforms 1o the earlier linding using fusgry set theorstic
[168] and neural approaches [L7].

The relation of LI with Mahalanobis distance and diverpence measure is
praphically depicied n Fios, 3 wnd 4 (for vowel data), and Fies. 5 and 6 (Tar
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Talle |
Yalues of FEI Tor every l2aten: subsel of vowel dala

Teature suhsct Order aMained usiog

Ve i FEF of Pal of al. [4,5]
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Iris dlata). They are computed over cvery pair of classes. As expeeted, Figs. 3 -6
show # decreiase in fzature evaluation index with increase in Mahalanobis dis-
tance and diverpence measure between the classes.

5.2 Reswlts obicimed with newred petwork

Tables ? and 4 provide the degrees of impaortance {w) of different features
corresponding o the vowel and Iris data respectively, obtaimed by the newral
netwark method described in Section 4. Three different imitializarions of w weare
used in order 1o train the network,

Tahle 2
Values of VEI Tor every Taalare subeat of Lcls data
Fasittuze suhuwat Clrder ebraimed cging

Lig. {13 FEF of Pal et al. |4,5]
ini El |4
17} L% L3
1] 3 ]
3] L 4
i 13 L5
fA.n a A
LAt £ 12
|11} B 2
Lr.fa 1 g
[£i-fa} 2 i
i i 5s) 12 0
O} 11t 11
{fi o deh 3
N 3 B
A I f
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Tahle 3
Desrees of imporlonce of dilferent fatuces of vowel dala
Fearure [nitial w
=10 i 0.1] -05 L
w Rank n Runk I Runk
A (10K | S ) (RGNS 3 Q.04 1027 L
I 342003 1 0337526 l 0,342A21 1
K L lw2zu? 2 1Lk 74 2 002158 2z
Tahle 4
Yalues of degrees of mpoeianee of different feateoes of Ins daca
Teatue laitial «
=10 in [.1] =051
™ Huank iy Rank ¥ Rank
A (L2R140 3 41.IH132 200 A 120088 i
A T T 2 ANz 20 Z .0 72944 2
A 383 1 1.222]85 L 05320087 |
i [hinez M) 4 Mz 4 02533 4

Thesc are:

(iFw; — L, Torall i, i.e, all the features are considered to be equally most im-
[FarEanL,
(i) wy @ 0,1, for all £, i.e. the network starts searching for a sub-optimal set
of weights from an arbiteary pointan the search space, and
(i) we — 0.3 — ¢, forall & e = [ILOA0. In Lhis case the feutures ave consid-
gred to be dlmost cyually bk not flly impaortant, Note that, we — | mcans
the feature /7 is most inporlant. That is, its presence is 4 must For character-
izt the pattern classes. Similarly, w; = 0 means §; has no unportance and
therefore, its prosence in the Teglure veekor is nod tequited. we — (L5 indicates
an ambiguous situatiaon abowut such presence of o adds a small perturha-
tion 1o the degree ol presenceimportance.

It 15 found from Table 3 that the order of leatares of the vowel data, o all
the cises, 15 2. 1.7 wherens i is /2, 7, 04 in Table | Similacly, for Iris data
(Table 41, the order is seen to be o &, A G unlike o, /005 in Table 2 This
discrepaney may be becausze of the fact that the neural network based method
considers mterdependence among the featores, whereas, the other method as-
sumes foalures to be medependent of the others. It has been obsery Ed e:-'.pen-
mentully fhat the network converges muach shivaer wirk ahe dodeta
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wy = 1, for all 4, as compared 10 the others, For example, the aumber of iera-
tions regquired 1o converge the nelwork correspouding Lo Fhe initalizations
wi =F, [ and (L5 L e are 132, 49 and 6 far vowel dala, and 269, 154 and
134 Toe the Tris data.

i, Conclusions

In this article, we have presented a ngw Tegture evaluition index based on
flery sef theory and a nearo-Tuzzy approach for feature evaloarion. The index
ig defined based on rhe agmregaied mensure of compaciness of the ndividual
classes and the separation between the classes in terms of class membership
funetions, The index vitlue deeresses with the inergase in hoth the compactness
of individual classes and the separation between the classes. Using s index,
Mo Best subsct Tom & @iven el of features can be selected. As Mahalanohis
distance and divergence between the ¢lasses increase. the featurs evaluation in-
dex decrenses.

The incarparation of feature impartance as weighting factors into member-
ship Munctions pives mise 10 a4 transformation of the feature space which pro-
vides a penerafized framework for modeling class struchures A new
conneclionist mascdel 15 designed in order to perform the task of minimizing this
index. Xote that. this neural network based minimiration progedure constders
all Lhe featuces similtenecusly. in order 1o find the relative importance of the
features. In other wordy, the interdependencics of the leatures have been taken
into account. Whereas, the other method (without considering the weighting
Taerors and newral network ). considers cach eature or subsel of feslores inde-
petdently,

Resulis obained by the fratune evaluatdom imdex (Eq. {11) 15 seen {ram
Tables | and 2 10 be compurable with thal defined in [4,5]. However, in
[4,5]. the separation hedween two clissses is measured by pooling the classes to-
gether, und modeling them with a single membership function, Therefore, for
an meclass problem, the nember of membership Munerions required i3

m s _—
o+ b, ) wlhere the fiest and the second tenms correspond to individual class
<

and pamrwise class membership functions, respectivelv. In other words, one
needs miw - 1) paramelers for compuling the FEF |4,5]0 On the other hand,
for computing the evaluation index of Eq. (1), one needs to compute only »
individual cluss metmbership functions e, 2m paramelers,

In the nedro-lweey approach, the class means and bandwidths are deter-
mined directly from the training ditg (under supervised mode). However, the
method may be suitably modilied e aorder 1o adaptively determine the class
means and bandwidihs under unsupervized mode 8o that {1 can give ise 1o a
versalile self-organizing neural network madel {or feature cvaluation.
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