A THEOREM IN LEAST SQUARES

By C. RADHAKRISHNA RAO
Statietical Laboratory, Calcuttn

NOTATIONS AND PRELIMINARY RESULTS

{0.1) A row vector a = (04, ay....,0,) is always represcnted by a Greek lotter
and its elements by lower caso italics. A matrix {a,;) connisting of n rows and m
columns is denoted by a capital letter. Thus A = (a).

(0.2) Therow vectorsin A arerepresented by a,....,a, and the cclumn vectors
by BreesBme  Tho rank of the matrix A is equal to the number of independent vectors
in the a sct which ia same ns that in the f rot.

(0.3) Any vector of m elements can be represented by a linear combination
of & set of m independent vectars each of m eloments.

(0.4) If tho number of independent vectors in the set a,...,a, ia # then thero
exist vectors ¥y,..., Y-, tuch that the vector products

7Yy =0 S#EL =1
a,.y, = 0foralliandj.

Similarly there exist vectors &, ..., &,-, such that

8.8, =0, i), 8.4 =1
A8, =0 forall{and j.

(0.5) If $y...., $, are k independent vectors of m elementa then they can b
replaced by another set of & independent vectora yr,, Vaere-uVa Obtained as
linear combinations of ¢,,...,é, such that every lincar combination of y,....,, can bo
expressed in torms of xy...,@, snd 1o linear combination of ¥/, ,y,...,¢, €an be xo ex-
pressed.  The valuo of & = & minus the mnk of the matrix (¢,. y,), whero s aro as
defined in (0.4).

These aro well known results in vector algebra and they follow from defini-
tions of vector and orthogonality conditions, To theso we add two well known resulls
in statistics,

(0.6) A set cllincar functions of normally distributed variables ia distributed
as multivariate normal,

(0.7) If z,,..., 2, aro distributed as

conat. ¢ _RD-“'dJ,...dx,
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where {

v = (2,

oo 2,), then {D-12’ is distributed as x? on & degrees of freecdom. It
2,410 o2 5,) bas the distribution

“3yn-Yy’
const, 107 dzy......dz,

then vD-1 ' =¢D-12’ is distributed s x? on 1 —8 degteen of freedom.

TuE rrRobLEM

Let g = (yy..-,%,) ke tho vector of n independent observations from normal
populations defined by

EW) = 7.a
Viy,) = ¢® indlependent of §

where 7= (f,....l5} i8 & veetor containing m unknown parameters and x's are given
vectors. The expectation veeter can bo simply written as

E(n) = 1A
where A’ ia the transpose of A = {a,)). The least value of

Sy — 2.1 = (1 —1A)(y - 7A) e (1Y)

when minimised with respect 10 #y,... I, subject to & independent restrictions
gr=g,i=1L.,k e (12)

is denoted by R3%. The problem is to find the distribution of R The soluticn is
given in an earlier paper (Rao, 1946) where it was shown that R%o?is distributed as
x*on (n —r+4) degrees of freedom where 7 is the rank of A and s is as defined in (0.5).
Since this result is of fundamental importance in the theory of distributions a simple
and an independent proof is p tod here. First we note that the value cf R?
remains the same when the restrictions (1.2) are replaced by

yor=h,  i=lu,k . (13)
where y's are defined in (0.5) and k; ure the corresponding linear ecmbinations of g,.
Thus R?is the minimum value of (1.1) when £'a are subject to (1.3).
THE DISTRIBUTION OF RY
Since (0.3) is truv 7 can be expressed as

7 = it e teuBatddite Hdyrboy

)
where 8;,...8,-, are defined in (0.4). - Also

E) = Wbt Haoby
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Thereforo
[y =Emt = d "+ +d% 3 Sl —4)e —1)A.4
s d M dt L HE—T)AAG - T)

whero § == (¢, ..., c,).  This shows that the unconditional minimum is d"+...+dl__1
whon § = 7. Abe

7.8, = f 8+ +d 83 +... =4,

Ed) = E0.8) = 1,88+, +1,0.3, = 0

V) = V(2.8) = 8t = 0?

Cdd) = Cn.d.8) = 48,01 = 0.
Thus d, uro linenr functions of normal variates and R?, the unconditional minimum
is the sum of squares of » —r indepemlent normal varintes with zero mean and variance
ot Thereforo RyYo? i distributed as xton (n ~r) degrees f freedom,

Starting with the representation (2.1} and multiplying by B,.....8, we obtain
the cquations

A =§AA
let A bo such that AN'A = ¢, then
E.¢) = EA'AX) = E(AX) = tA’AX = 1.y
Vig.¢) = V(haAX) = AA'AX'e? = yr.ag!
Also Cié.yd) = (3.AA")0% = 0.
If A;, A, are two veetors such that
AVA =y, JAA =3,

then Cié.yy €.¢0) = A0 = Apy,0 Sineo ..., can bo expressed as lincor
combinations of vectors in A it fullows thet there oxint veetors A,,...,A, such that

MA=y, =10

Defino 2, = (.4, —T7.y)), then tho dispersion mutrix of § (23
in which caso

= 0D = (A,.y))o?

-

o

- 22

in distributed as x? on ¢ degrees of freedom independently of the d's.
Now R? = Ry*R?, whero R, is tho minimum value of (§ —7) A’A{¢ — 1) when
t's aro subject to the conditions (1.3). Introducing Lagranginn multipliers ..., 4
we consider tho expressicn
E—NAAE—7) -2l 71— -2,
n
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The minimising equations aro

E-nNA-Ly— -y, =0
or [(€ =N =Ny = =Ly, = LWt Hhin
Sinco no lincar combination of {4y, can bo expresseil (refer 0.5) in terms of the
veetors in A it follows that Ly = ... =1, = 0. Thuy the equations reduce to

¢ -NAA =Lyt Ly,
Multiplying by Ay, A,,..defined sbove we find

@E—rIVAX =z, = Ly At HLA,

(=-DNAX, =z, = W et Ly,

yiclding the wolution
(o ) =D

The minimum value RY is &, (€ —1)+...+Ly (8 —7) = {D-}’. Henco RyYotia
distributed s x? on & degrees of freedom (2.2).  We observe that the 2's are uncorre-
lated with the d’s 50 that Ro%ot and R,*e? are independently distributed, hence their
sum R%o?is a x* on (a1 —7+4) degrees of freedom.

If Ryt is the minimum value of (1.1} when the restrictions aro increased in
number then Rgljo? is distributed wa x*on (n—r+1) degrees of freedom whera £ > &,
Beeause of {0.7) it fullows that (R2—R,Y)/otin ulse a x? on (¢—s) degrees of freodom
‘independontly of Rg%.

It will bo observed that the conditions (1.2) have been replaced by (1.3) enly
for convenienco of proving tho result. For practical computations no such step s
necessary.  Any method of determining tho leaat sum of squares con bo followed.
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