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Abstract.  This paper presents an application of backpropagation newral network
for the detection of linear structures in remote-sensing imapes. The purpose of
the approach is two-fold. First, to exploit the advantages of a neural network
classifier over the tranditional ones. Second, to avoid the strategic phases of
enhancement and thresholding. Once the network is learnt, the classification
scheme is real-time. Two critical issues in the present approach are the selection
of the network architecture and the rate of convergence of learning. Solutions to
these two problems are proposed. Experimental results on IRS and SPOT images
are presented. Satisfactory classification results have been obtained using the
network.

Introduction

Remote sensing image data ol the Earth’s surface acquired either [rom aireralt
sr from spacecrali platforms are now widely available in digital format. Researchers
from various disciplines are involved in processing such remotely-sensed image data
for solving different real-life problems. Detection of linear and curvilinear structures
{ like roads, runways ete) contributes significantly towards the understanding of such
images. In the present paper, we will address the problem of delineating roadlike
structures in such remotely-sensed images using a widely used neural network model.
A roadlike structure means a segment of an image which contrasts sufficiently with
its background (cither lighter or darker), has a reasonably uniform width, and
sufficient length { Vasudevan er al. 1988).

There are a variety of techniques currently available in the literature (see §2.2)
for automatic detection of roadlike structures in remotely-sensed images and these
are mostly based on either heuristics or knowledge-based methods or statstical
techniques or low level enhancement operators. In these techniques, images go
through certain intermediate steps and finally the segmented image is obiained. We
have attempted to develop a method based on the multi-layer perceptron (MLP)
network, which does not require the framing of a set of heuristics, or 8 knowledge
base, or determining certain enhancement operators, but instead can obtain the
desired features directly from the signal domain. Our approach is similar to the
apparent technique of human visual perception of an image which possibly uses only
the spatial distribution ol pixel values for the recognition purpose.
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We have tested the proposed MLP-based approach to roadlike structure deter-
mination using IRS (Indian Remote-sensing Satellite} and SPOT images considering
only a single band. The results obtained are encouraging. Moreover, this method
has several advantages over the existing methods which are described later.

2. Background
2.1, Newral network-based approaches to remotely-sensed image classification

Since 1986 when Rumelhart er af. (1986 ) published the backpropagation | BP)
algorithm, the MLP network has become extremely popular due to the fact that
such a network can be successfully applied to a wide variety of problems. In [act, in
recent years numerous attempts have been made to employ an MLP network
equipped with the backpropagation trainin g algorithm to general pattern recognition
problems.

Neural network based classification tools have some advantages over the tradi-
tional classifiers. They can amicably solve the problem of classilying complex data
sets. They are non-parametric in nature unlike the traditional elassifiers. In fact, such
a tool does not require any knowledge of the underlying distribution. It performs
better when the classes are strongly non-Gaussian { Lippmann 1987) and can form
arhitrary decision boundaries. Moreover, a neural network, once trained, can perform
classification tasks in almost real time. Paola and Schowengerdt (1995) made a
comprehensive review ol the rescarch work on classification of remotely-sensed
images using MLP networks. They observed that the neural network approach is
feasible for classifying remotely-sensed images. Among the neural network based
remolely-sensed image classification schemes, most are based on an MLP network
along with the original backpropagation algorithm or its modifications (see Hepner
1990, Heerman and Khazenie 1992, Bischol er af. 1992, Wilkinson er af. 1992, Civeo
1993, Dreyer 1993 ). There also exist several approaches | Benediktsson 1990, Liu and
Xiao 1991, Schaale and Furrer 1995) for classification of remotely-sensed image data
using various other neural network models.

Benedikisson et af {1990 ) studied both statistical ( parametric) and neural network
{distribution free) based approaches to classification of multi-source remote sensing
data and observed the advantages and disadvantages of the two classification
schemes. Augusteijn er af. (1995) studied neural networks [or the classification of
satellite images and arrived at the conclusion that a neural network can be a powerful
instrument in the classification of ground covers in satellite images. Also, Lee er al.
{1990} observed that a neural network classifier has the potential ol delivering an
improved classification aceuracy for geophysical data uwsing a very small training
data set.

Though numerous examples of neural network based approaches to classification
ol remotely-sensed images exist, no such attempt for extracting the line-like features
from such imagery has been reported in the literature. Extracting the road-like
structures from an image can be thought ol as a classification problem where the
image-pixels are to be classified into road and non-road pixels. In this paper, we will
discuss the potential of an MLP network in performing this task and also some
related 1ssues.

2.2, Existing approaches to line detection in remoie sensing images
Bajesy and Tavakoli (1976) described an algorithm [or computer recognition of
real roads and roadlike objects from satellite pictures. The authors considered a
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certain low-level operator and a world model Vanderbrug and Rosenfeld (1978)
described a method for a global representation of the curves in an image by linking
together the responses ol local line detection operations. The method has been
applied to map linear features in satellite imagery. Fischler e¢ al. (1981) considered
the problem of tracking roads in clear imagery of rural scenes at low resolution.
They proposed a general paradigm [or the integration of information from multiple
image operators and knowledge sources. Also, they described its application for the
detection of road-like structures. Groceh (1982 ) presented a method for the extraction
ol line shaped objects from grey level pictures semiautomatically. In this approach,
the author used an operator for analysing the profiles of grey level diagrams, detected
starting points, considered methods for line following and finally combined all these
in a system for extraction of line shaped objects from grey level images.

Vasudevan er af. (1988 jdeveloped an expert system for aerial image interpretation.
Initially a low level module extracted roadlike feature segments through the use of
templates. Then the solated blobs of clutier were removed. In the next stage, the task
ol partitioning and connecting the broken roadlike segments using heuristics based
upon knowledge of the domain, was performed. Zhu and Yeh { 1986) also considered
the problem of road network detection from aerial photographs. They first applied
edge operation to deteet linear segments. Then small curved elements were removed
by applying a thresholding technique. A few antiparallel segments were used [or
generating longer road pieces by using certain heuristics. For road tracking in aerial
imagery McKeown and Denlinger {1988} proposed a multi-level architecture to
image analysis. This considered the cooperation among low-level processes and the
aggregation ol information was considered by high-level analysis. The high level
module generates a symbolic description of the road in terms of a number of
attributes of the road.

Parui er af. (1991 ) deseribed a parallel algorithm for detecting road-like structures
in satellite images. In their approach the curvilinear or line-like structures were
enhanced using masks of different orientations. The enhancement operator high-
lighted only thin structures and suppressed others, including edges. Mukherjee er al.
{1994} proposed an adaptive thresholding technique based on statistical models for
segmenting the linear features in the enhanced image. A robust parameter estimation
technique has been developed for this purpose. Mukherjee er al. (1996) presented an
algorithm for finding road-like structures, which consisted of line enhancement,
segmentation and linking. For the segmentation purpose the authors have proposed
successive eliminations ol non-road pixels from the orginal image.

3. Pattern recognition using multilayer perceptrons
31, Multilayer percepirons

The architecture of an MLP is a layered one. In such a network the processors,
called nodes, are arranged in three or more layers. The nodes in the second or higher
layers are connected with only the nodes in the layer just below it. The connection
strengths are the connection weight values. The nodes in the lower most layer are
called input nodes and they only feed the input pattern vectors to the network. The
nodes in the upper most layer are called output nodes and this layer provides the
network response to the input pattern vector. The nodes in the intermediate layers
are called hidden nodes. These are used to generate the coding of the input patiern
vector on a space of much lower dimension than the input space. The architeciure
ol an MLP network is shown in figure 1. The activity ol a hidden node or an output
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Figure 1. Architecture of a typical MLP network.

node is computed as some nonlinear bounded monotonically increasing function of
a weighted sum of the node activities in the layer just below it

3.2, Approximation capabifity of MLFP neowvorks

An MLP network can be deseribed as a universal approximator of continuous
functions. In fact, a single hidden layer feedfoward network with adequate number
of hidden nodes and with sigmoidal type activation at hidden nodes, can approximate
any continuous function /: 8™ — R" to any desired degree of accuracy, the output
nodes being considered as linear. This result has been proved using the classical
theorem on function approximation due to Kolmogorov { Hecht-Nielsen 1990). Thus
a single hidden layer MLP network with a single linear output unit can be successfully
employed in a pattern recognition problem but this requires encoding of the class
labels via quantized levels of the single linear output unit. However, this is not
practical as this imposes unnecessary constraints on the weights connecting the
hidden nodes and the output node. In practical implementations, local encoding of
classes is commonly used, where a number of sipmoidal-type nodes in the output
layer is considered, each being responsible for representing a unique class. This
scheme considerably relaxes the constraints on the connection weights feeding to the
output nodes.

4. Proposed method

In the proposed approach, a small square window around each pixel in the
original image is presented to the input layer of an MLP network. The network
itsell caleulates certain distinguishing feature values in its hidden nodes and finally,
classification is performed at the output node. The result obtained after presentation
of the whole image to the MLP network is a binary image in which a road pixel is
black and a non-road pixel is white.

Here it is to be noted that an MLP can detect the road-like structures in a given
satellite image only alter training it properly. The training has been done by using
a certain variant of the original backpropagation algorithm. The training ol an MLP
involves a number of considerations which are described below. Moreover, for a
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successful training of an MLP network, a right choice of the network architecture
is also important.

4.1. Training of MLFP network

The connection weight values in an MLP network are obtained by means of a
supervised training procedure. For this, a set of training patterns which can represent
the two underlying pattern classes (road and non-road classes), is formed in which
there are a sufficient number of training samples from ecach class. The training set is
presented to the network repeatedly and alter presentation of each training sample,
the connection weights are modified. The process is continued until a stopping
criterion is satisfied. This training procedure is popularly known as backpropagation
algorithm.

4.1.1. Selection of training set af patierns

The patterns in the training set corresponding to a particular elass must be
representative of the class. The separability among the training patterns from the
two classes in the feature space is captured by the MLP network during its training
and this knowledge is used during recognition phase

The present problem is a two-class problem. A pixel in the image is to be classified
as a road or non-road pixel and the classification is performed using local information
only. A window of size n ¥ n around a pixel constitutes a training pattern. For the
selection of such training patterns, a few issues are important.

1. Each class has several subclasses. For example, 8 non-road pixel may be a
pixel from a crop area or a concrete area or a lake Similarly, a road-like struciure
may be a city road or an airport runway or a highway, The training set should
consist ol patterns from each ol these subelasses. IF any ol these subcelasses is not
properly represented in the training set, the pixels [rom that subclass may not be
classified properly during the recognition phase.

2. The selection of the size of the window around each pixel is very crucial for
the successful training. A larger window implics more memory and computational
burden while a small window may not capture the distinguishing features. However,
in higher resolution images, roads appear thicker and a larger window size is needed
for the purpose. A rule of window size selection is that (i) it should not be less than
the thickness ol the road, (i) it should be just large enough so that a window
containing road pixels should also contain some backround pixels around the road.

3. The road-like structures in an image have different orientations and windows
around pixels on road-like structures ol different orientations should be included in
the training set.

Keeping the abowve factors in mind, we selected a sub-image {128 pixels by
128 pixels) of the satellite image where a wide variety of both roadlike and non-road
structures are present. From this sub-image, 25 pixels of cach class are manually
selected so that different subclasses get proper representation in the training set
Around each of these 50 pixels, a window of size s X5 (s=3 and 5 for IRS and
SPOT images respectively), is considered and the pivel grey values {arranged in the
raster scan order) in such & window form a training pattern vector. To reduce the
direction dependency in the training set, a window {corresponding to a chosen pixel )
is presented to the training set with four orientations, e.g. 0° (the actual window),
90°, 180% and 270°. Their mirror images also are considered. Each component of
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such a training pattern vector is normalized with respect to the maximum possible
grey value, e, 255

4.1.2. Backpropagation algorithm

The backpropagation algorithm { Rumelhart e¢ af. 1986 is normally used to train
an MLP network. This algorithm performs steepest descent (corresponding to each
pattern p in the training set) in the connection weight space on an error surlace
defined by

Ep= E{l’pk—q’!.;,uk}z (1}
&

[

where {iy f. ope | are respectively, the target and output vectors corresponding to
the pth input pattern. The system error 15 defined as

E=—YE, (2)
P

w5 |-

where P is the total number of patterns in the training set.
In backpropagation algorithm weight modification rules are given by
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where wid 1) 15 the weight connecting a hidden node j to an ouiput node & while
wid ¢} is the weight connecting an input node ¢ to a hidden node 4 each at time o,
n s a positive constant, called the learning rate. The initial weights (at time (=10)
are usually taken as random values.

As the backpropagation algorithm performs steepest descent on a hyper surlace,
called error surlace, in the weight space, there is no guarantee that the global
minimum ol that surface will be reached (even approximately) after a moderate
number ol sweeps, and the algorithm may get stuck at a local minimum. The
difficulty in reaching the global minimum on the error surlace [rom a random initial
position is dependent on the nature of the surface. To tackle the problem Rumelhart
et af. (1986) suggesied a modification ol the above weight modification rule by
including a momentum term and the rules (3) and {4) become
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where Aw( ¢ — 1) is the change in the corresponding weight at time ¢ — 1, and < o <Z 1
15 a4 constant, called the momentum factor.

In many situations, the inclusion of the momentum term increases Lo an extent
the convergence rate ol the algorithm without leading to oscillation. In the present
problem, we have observed that the momentum term in the weight modification rule
does contribute to faster convergence. Now, the selection of a proper value of the
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learning rate (n) is an important issue in the successful convergence of the back-
propagation algorithm. This problem of selecting a suitable value of 5 (or step size)
is common to all steepest descent methods. Bhattacharya and Parui {1995 a) observed
that the single layer perceptron learning algorithm can show improved performance
if the learning rate is varied over time under some constraints. This observation is
also valid for multi-layer perceptrons (Jacobs 1988).

4.1.3. Self-adaptation of learning rates
During our extensive study on the convergence of the backpropagation algorithm,
we have made the following observations:

1. Every weight of the network should have its own individual learning rate

2. Every learning rate should be allowed to vary over time.

3. When the error derivative with respect to a weight possesses the same sign
for several consecutive steps, the learning rate for that weight should be increased.

4. When the sign of the derivative with respect to weight alternates for several
consceutive steps, the learning rate for that weight should be decreased.

5. The modifications to the learning rates at any time should be entirely based
on the shape of the error surface at the present position.

6. The overall convergence performance ol the algorithm should not depend
much on the choice of the parameter values involved in the modification rule for
the learning rates.

7. The values of the learning rates should not be allowed to increase indefinitely
in order that the weight values do not explode.

The first four of the above observations were also made by Jacobs (1988). A newly
suggested modification |{Bhattacharya and Parui 1995b) of the backpropagation
Average system error
0.4 1

0.3 1

0.2 1

Test set
017 !

N — Learning is terminated
Traming set i
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Figure 2. The behaviour of leaming in an MLP. The learning is continued till the average
system error (corresponding to both the training and test sets) decreases with the
increase in the number of sweeps. It is terminated as the error corresponding to the
test set of pattemns starts increasing.
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Figure 3. {a) A sub-image (near-infrared-band-IRS) of size 128 by 128 used for selecting
training and test samples. The road and non-road pixels selected in the training set
for learning of the concemed MLP network have been shown by enclosing them by
square boxes of black and white colours respectively. (#) The result of segmentation
of the image in figure 3{a) using the MLP when average system error on the training
set is 04735 () The segmentation result when the error is 0-05. {d) The segmentation
result when the error is 04023, {¢) The final result of segmentation on the image in
figure 3 f) after the training of the MLP is terminated.

algorithm involves sell-adaptation of learning rate values satislfying the above set of
observations. In this method, each of the learning rates is adapted dynamically by
performing steepest descent on the surface defined by equation (1) Using the self-
adaptive learning rates, the weight modification rules given by equations {5) and
{6). become

oE
wid £+ |}=H'jr'[f}—ﬁ;k_"u{_f}+ adwip{i — 1) (7)
awl )

O
i+ 1) = w0 = B2 (1= 1) (8)
awgl )

where B =hing) and By=hing) hx)=dl 4+ 72 s called the effective value
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Figure 4. {a) A sub-image (near-infrared-band-IRS) of size 128 by 128 used for showing the
effectiveness of the MLP classifier when a part of the image is considered from where
no training or test samples have been selected. (#) The result of segmentation on the
image in figure 4{a) using the MLP when average system error on the training set is
075, () The segmentation result when the ervor is 0405, {d) The segmentation result
when the error is (4025, {¢) The final result of segmentation on the image in figure 4a)
after the training of the MLP is terminated.

function and «{=0) 15 a constant. The effective value lunction has been considered
to avoid the danger of self-adaptive learning rates growing very large | Bhattacharya
and Parui 1995b). The modification rules for learning rates are:

el t 1) =m0+ Ap i 1) (9)
and
nal i 1= ngle) 4+ Apngl ) (10}
where
y GE (1) BE(i—1)

L= Fald — @
Bomi()= o 1) gt — 1) PA = B




338K U, Bhattacharva and 8. K. Parui

() {h)
S—— e .
e
" . _ I A ;
.’ :‘; t' ' T '-ll f f/-h

Figure 5. {a) Another sub-image {near-infrared-band-1RS) of size 128 by 128 used for showing
the effectiveness of the MLP classifier when a part of the image is considered from
where no training or test samples have been selected. (#) The result of segmentation
on the image in figure 5 ) using the MLP when average system ervor on the training
set is 04735 {¢) The segmentation result when the error is 0-05. {d) The segmentation
result when the error is 04023, {¢) The final result of segmentation on the image in
figure 5 i) after the training of the MLP is terminated.

and

EEp (1) CEp{t — 1)
‘.ian.{,}z-r 2 2
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where =10 is a constant of proportionality. The initial learning rate faan=10 is
taken to be the same for all the connection weights. They are allowed to differ during
learning.

4.1.4. Termination of the training session

Owvertraining is a common problem of backpropagation algorithm and setting
up ol an appropriate condition for the termination of the training session is very
important. To avoid overtraining, we have used another set of patterns called the
test set. The test set has been constructed in a manner similar to the training set.



Road-like feature detection using ML P network 3389

The test set of patterns has been used as an indicator to determine the termination
point of the training session. During the training session, the system errors on the
training and test set is computed alter regular intervals of time, for five consecutive
learning sweeps. Initially, it is found that this error on both the training and test
sets is decreasing. But after a period of learning, the error on the test set starts
increasing though the error on the training set still decreases (figure 2). The point
ol time when the error on the test set increases for at least three consecutive sweeps
for the first instance is noted and the weight values before the error started increasing,
are stored.

{ Network architeciure selection
Dnly one hidden layer in the MLP network is used for the present problem of

le ction of road-like structures. In fact, it is seen that the use of multiple hidden
la: rs does not improve and sometimes even deteriorates the training performance
of he network in terms of its rate of convergence We have studied in detail the
s xtion of the number of nodes in the input and hidden layers ol the network. The
i sut patiern consists ol pixel grey values within a square window and hence the
¢« 1mber of input nodes is specified by the size of such a window. As the present
roblem is a two-class problem, we can easily use only a single node at the output
ayer. For quantizing the output levels ol the two classes, the [ollowing step is taken
if the computed value at the sigmoidal output node is less than 05, it is class 0 and
others = it 1s class 1.

4.2 . & ection of input window size
The choice of input window size is an important aspect here. We have studied
w el ot of various window sizes on the performance of the proposed method using
sPOY  and IRS images and observed that even 3 by 3 windows provide acceptable
‘esu s for IRS images while 5 by 5 windows are necessary for SPOT images.

L2 Selection of the number of hidden nodes
he capacity of an MLP to approximate a given mapping has been investigated
v Hornik {1989). But in real-life applications of such a network, a good choice of
t : number of hidden units cannot in peneral be obtained in a straightforward
anner and the selection of this number involves conflicting interests | Kruschke
988). A small number of hidden units is good with respect to the generalization,
computational efficiency and interpretation of network. But an MLP with a restricted
number of hidden units ofien does not converge. So, a standard approach Lo this
problem is to start with a large hidden layer and then to reduce its size. Several
researchers have proposed a number of ways for the reduction of the size of the
hidden layer. In the present work we considered the approach of Hagiwara {1994)
for the removal of superfluous hidden units. In this approach, ‘weights power’ for
the jth unit in the hidden layer is defined as follows:

Wy = E.{u',,-,-jz"{' %{u'ﬁ}z (11}

The hidden unit having the least value of “weights power” is considered as the
least important unit and is removed. The network is then retrained. If the network
can achieve a predetermined level ol performance, removal of another hidden unit
takes place and the process is continued until the network cannot achieve the desired
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degree of performance in which case the network and the connection weights belore
the last removal are final,

5. Simulation results

We have simulated the proposed MLP-based technique for detection of road-
like structures on images obtained from IRS and SPOT satellites. Images [rom
IRS-1A satellite consists of four spectral bands of which three are in the visible range
{0-45-0-52 ym, 0-32-0-59 pm and 0-62-0-68 ym)and one is in the near-infrared range
{0-77-0-86 pm ). In our study, we have considered only the near-infrared band of IRS
images, since the information on linear structures is not significant in the first three
bands. In the case of SPOT, PLA images are considered which are only single band.
The spatial resolutions for IRS and SPOT images are 36:25 m and 10 m respectively.

For supervised learning of the MLP network, we have used the modified back-
propagation algorithm and also compared its training performance with that of
the original algorithm. The network should be separately trained for images from
different satellites and this is due to the difference in sensor parameters.

In figures 3 {a), 4{a) and 5 {a) three sub-images (near-infra-red-band-1RS), each of
size 128 pixels by 128 pixels, are shown. Both the training and test sets ol patterns
have been selected from the sub-image in figure 3{a) where training road and non-
road pixels are indicated by small white and black squares respectively. (No training
or lest patterns have been selected from images in figures 4(a), 5 (a).) Alter successful
termination of the training process, the network is used as a classifier and the final
resulis of classification on the three images in figures 3a), 4{a) and 5 {a) are shown
in figures 3{e), 4{e) and 5(e¢) respectively. At the time of termination of training, the
system error is 00094, We also saved the network when the system error was 0075,
005 and 0025, The classification results of these three networks are shown in (b),
{c) and (d) respectively for each of the input images 3{a), 4 (2) and 5{a).

For IRS images input windows of size 3 by 3 provide acceptable classification
performance. Using 5 by 5 windows cannot improve the performance considerably
while it inereases the computational burden significantly. So, in such cases, the choice
ol 3 by 3 windows is suggested. The resulis in figures 3, 4 and 5 correspond to the
choice of 3 by 3 input windows. Further, as for the selection of hidden layer size, we
have always started with seven hidden nodes. And after applying Hagiwara’s hidden
node reduction technique, the final size of the hidden layer is reduced to two only.

For the SPOT images as in figures 6a) and 7ig), we have formed both the
traming and test sets ol patterns from the image in figure 6(g) and no training or
test patterns have been taken from the image in figure 7 (@), In this case, 3 by 3 input
windows failed to provide good training performance. So, we selected a larger input
window of swe 5 by 5. To start with, we considered 20 hidden nodes and after
applying the above hidden node reduction technique, it is also reduced to four only.
The final classification results are shown in figures 6(h) and 7({b) respectively. The
system error atl lermination of the training process here is 04012,

The classification results shown in figures (3), (4), (5), (6} and (7} are obtained
by training the network using our modified backpropagation algorithm. We have
also trained the network with the original backpropagation algorithm and observed
that though the classification performances in the two cases are comparable, the
modified backpropagation algorithm needs less training time. The best choices [or
the learning parameter values of both the learning algorithms are given in table 1.
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la) (4]

Figure 6. (o) A sub-image of a PLA image (obtained from the French satellite SPOT) of size
128 by 128 used for selecting training and test set of pattems. (#) The result of
segmentation on the image in figure 6 (o) using the MLP after the training is terminated.

la) (h)

' oure 7. {g) Another sub-image of the PLA image {obtained from the French satellite SPOT)
of size 128 by 128 used for showing the effectiveness of the MLP classifier when a
part of the image is considered from where no training or test samples have been
selected. (#) The result of segmentation on the image in figure 7{a) vsing the MLP
after the training is terminated.

Table 1. Best choices of learmning parameter values.

Orriginal BP Modified BP
Satellite 17 [#] Istari [ ) ¥
IRS-1A 3 025 09 7 1-{ 1
SPOT 025 1 3 025 1 1

These best choices have been determined on the basis of the average performance
over 20 different random initial starts in the weight space.

Here it is to be noted that the convergence ol the original backpropagation
algorithm depends heavily on the proper choice of the learning parameter values
{values of i and o) but the modified one is robust with respect to the choice of these
parameter values (naan and o). The detailed convergence performance of the two
algorithms is shown in table 2. {In all the trials, the values of  and y are taken as
1 and 01 respectively for the modified backpropagation algorithm.) The second
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Tahle 2. Learning statistics.

Average no. of sweeps

Satellite 1 san o Original BP Modified BP
IRS-1A -1 1 19 704 4333
23 18211 4121
7 BOO0 3763
023 1 11417 4012
235 11 166 3887
7 6345 612
-5 1 B374 663
23 3045 3587
7 9112 iz
09 1 12 333 2845
25 12988 2322
7 15 843 1668
SPOT -1 1 21332 (352
23 20777 6322
7 18 045 FU87
023 1 14 980 6225
23 16622 5224
7 17053 4135
5 1 15221 3323
(25 17 350 2765
7 18114 3126
049 1 16221 3525
23 16872 3843
7 22943 5111

column of this table shows the values of § and nuan lor the original and modifed
backpropagation alporithms respectively. From this table it can be seen that the
average number of sweeps needed to reach the termination of learning, is much
smaller in the modified backpropagation than in the original backpropagation. The
average is taken over 20 different random initial weight vectors. These results are
based on the training sets and test sets obtained rom images in figures 3a)and 6(a).

6. Conclusions

In the present approach, a human operator can select and label a few training
samples from road-like and non-road structures in a satellite image obtained from
a particular sensor. The network is then trained on these samples. The trained
network can extract road-like features from other image data obtained from the
SAIME $CNS0T,

The backpropagation training algorithm is sometimes rather slow and in this
paper, we have proposed an improvement of the back propagation algorithm through
sellFadaptation of learning rates. Aside [rom the simplicity involved in training the
network in this application, it can provide an acceptable labelling of images which
exhibit complex distributions in the original signal space. We are currently working
on post-processing of the output image [or removing noise elements and linking
road segments.



Road-like feature detection using ML P network 3393

References

AvcustEnw, M. F., Cremens, L. E., and Soaw, K. A, 1995, Performance evaluation of
texture measures for ground cover identification in satellite images by means of a
neural network classifier. IEEE Tronsactions on Geosclence and Remote Semsing, 33,
616-626.

Baicy, B, and Tavagou, M., 1976, Computer recognition of roads from satellite pictures.
TEEE Transactions on Svstems, Man and Cybernetics, 6, 623-637.

BrvenmTsson, 1. A Swarw, P. H., and Ersov, O. K., 1990, Neural network approaches
versus statistical methods in classification of multisource remote sensing data. [EEE
T ransactions on Geosclence and Remove Sensing, 28, 340341,

Buarracuarya, U, and Parur 8. K., 19953, On the rate of convergence of perceptron
learming. Pattern Recognition Letters, 16, 491-497,

Buatracuarya, U., and Parur, 8. K., 1995 b, Self-adaptive learning rates in backpropagation
algorithm improve its function approximation performance. Proceedings of the IEEE
International Conference on Newral Networks, Awsiralta, December 1995 (San Diego:
IEEE), pp. 2784-2788.

Biscuor, H., Scuwvemer, W.. and Povz, A 1 1992, Multispectral classification of landsat
images using neural networks. JEEE T ransaciions on Geosclence and Remote Sensing,
30, 482490,

Civeo, D. L., 1993, Artificial neural networks for land-cover classification and mapping.
International Jowrnal of Geographic Iformation Systems, 7, 173-186,

Drever, P, 1993, Classification of land cover using optimized neural nets on SPOT data.
Phowogrammetric Engineering and Remote Sensing, 59, 617-621.

Fiscuier, M. A, Tavensaum, J. M., and Worr, H. C., 1981, Detection of roads and linear
structures in low-resolution aerial imagery using a multisource knowledge integration
technique. Computer Graphics and Image Processing, 15, 2001-223,

Grocn, W. D, 1982, Extraction of line shaped objects from aerial imapges using a special
operaor to analyze the profiles of functions. Compuier Graphics and Image Processing,
18, 347-358.

Hacrwara, M., 1994 A simple and effective method for removal of hidden units and weights.
Newrscompnting, 6, 207218,

HecuT-Nieesew, B 1990, Newrocomputing (Reading, MA: Addison Wesley).

Himrman, P. D, and Kuazesie, N, 1992 Classification of multispectral remote sensing data
using a backpropagation neural network. JE EE T ransactions on Geosclence and Remote
Sensing, 30, 8188,

Hepwer, G. F., 19940, Artificial neural network classification vsing a minimal training set:
Comparison to conventional supervised classification. Photogrammeiric Engineering
and Remote Sensing, 56, 460-473,

Horwik, K., STinvcancosee, M., and Wi, H., 1989, Multilayer feedforward networks are
universal approximators. Newral Networks, 2, 359-366.

Jacons, B. A, 1988, Increased rates of convergence through learning rate adaptation. Neural
Networks, 1, 295-307.

Kruscuke, J. K. 1988, Creating local and distributed bottlenecks in hidden layers of back-
propagation networks. Proceedings of the 988 Connectionist Models Summer School,
edited by D Touretzky, G. Hinton, and T. Sejnowski, {San Mateo, CA: Morgan
Kaufmann), pp. 120-126.

Lk, J., Weger, R. C., Sencurra, 5. K and Weren, R, M., 1990, A neural network approach
to cloud classification. TEEE Transactions on Geosclence and Remote Sensing, 28,
B46-833.

Lippmann, R, P 1987, An introduction to computing with neural networks. JEEE ASSP
Magzine, April, 4-22,

L, Z K., and Xpao, 1 Y. 1991, Classification of remotely-sensed imapge data using artificial
networks, fternational Journa! of Remaote Sensing, 12, 2433-2438,

McKeown, DM | e, and Denvivcer, J. Lo, 1988, Cooperative methods for road tracking
in aerial imagery. DA R, Image Undersianding Workshop, 1988 { San Mateo: Morgan
Kaufmann), 1, 327-341.

Mukneris. A Parur, 5. Ko, Coavpnue, B, B and Krisuwan, R, 1994, Detection of linear
features in satellite imagery using robust estimation. Proceedings of 120h International



3394 Road-like feature detection using ML P network

Conference on Pattern Recognivion, Jerusalem, 1994 (California: 1EEE Computer
Society Press), 1, 514-516.

MuUEHERIEE, A, Parul, 5. K., Coavpnurn D, Coavpourn, B, B, and Krisunan, R 1996,
An efficient algorithm for detection of road-like structures in satellite images.
Proceedings of 12th Imternationad Conference on Pattern Recognition, Awsiria, 1996
{California: IEEE Computer Society Press), IIL, 8758749,

Paora. J. D and Sconowewcernt, R, A 1995, A review and analysis of backpropagation
neural networks for classification of remotely-sensed multi-spectral  imagery,
International Jouwrnal of Remote Sensing, 16, 3033-3058.

Parur 8. K., Usmasaansar, B, MukneriE, A, and Durra Masosner, D, 1991, A parallel
algorithm for detection of linear structures in satellite images. Pattern Recognition
Lerters, 12, T65-770.

RumeLnarr, D, E. Hivtow, G, E., and Wiioams, B 1, 1986, Leaming internal representations
by error propagation. In Paraflel Disidbuted  Processing: Explorations in the
Microstructure of Cognition, Volume 1@ Foundattons, edited by D, E. Rumelhart and
J. L. McClelland (Cambridge, MA: The MIT Press), pp. 318-362.

Scuaarre, M., and Furrer, R., 1995 Land surface classification by neural networks.
International Jouwrna! of Remaote Sensing, 16, 3003-3031.

Vawperprua, G, and Roseweeen, A 1978, Linear feature mapping. IEEE Transaciions on
Svstems, Man and Cyhernetics, SMC-8, 7T68-774.

VasuDeEvan, 5., Cannvon, R, L., Bezpek, ). C., and Cameron, W. L., 1988, Heuristics for
intermediate level road finding algorithms. Compuier Vision, Graphics, and Image
Processing, 44, 175- 190,

Wiekinson, G. G, Kaveerorouros, 1., Kowtoes, C., and MecEr, 1., 1992 A comparison
of neural network and expert system methods for analysis of remotely-sensed
imagery. Proceedings of the Imernational Geoscience and Remote Sensing Symposium
(IGARSSG2), Houston, TX, May 1992 (Piscataway, NI: IEEE), pp. 62-64.

Zuu, M. L., and Y, P. 5., 1986, Automatic road network detection on aerial photographs.
Proceedings of IEEE Conference on Computer Vision and Pattern Recognition, [95
{California: IEEE Computer Society Press), pp. 1986,



	An improved backpropagation-2.jpg
	An improved backpropagation-3.jpg
	An improved backpropagation-4.jpg
	An improved backpropagation-5.jpg
	An improved backpropagation-6.jpg
	An improved backpropagation-7.jpg
	An improved backpropagation-8.jpg
	An improved backpropagation-9.jpg
	An improved backpropagation-10.jpg
	An improved backpropagation-11.jpg
	An improved backpropagation-12.jpg
	An improved backpropagation-13.jpg
	An improved backpropagation-14.jpg
	An improved backpropagation-15.jpg
	An improved backpropagation-16.jpg
	An improved backpropagation-17.jpg
	An improved backpropagation-18.jpg

