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Abstract- The anicle proposes a sieaphe approach for Tinding o zzy padtitiooing of o feamre space for pattern
classifcation problers. & Meaure specs 1 inidally decomposed into sume overlappine hyperboxes depending an
the relative positions of the pattern classes found in the craining samples, A few tuzey if-then miles veflecting the
pattern elszes by the geperated hyperhoxes ate then oldained o eemms of a reladional mangx, The reladooal
mwanx i ulilized in the mmodified composiiona ruke of inferepce in order © recognize sn unknoen pattemm, The
proposed system s cupable of handling imprecize informadon both in the lewrning ond the processing phases.
The improcise infrmmativa is congidered o be cither incomplete o mixed or inteoal o Linguisie D foom, Woes
of handling such imprecize infommation ae also dizcussed, The effectiveness of the system is demonsirale] on
sorne syathelic data sets in two-dimensional fzature space. The practical applicability of the system 15 verified on

fuan real data such oy the v deta we

Pattern clussification
Compogitional rala of inference

Furxy partitioning

1L INTROMHGCTION

In designing information processing svstems such as
classificrs and coutrellers, two types of information
(features characterizing the patterns) are available.
Onc is numerical information {from measueing insto-
ments) and the other is lingnistic {imprecise) information
(from human expertsh i addition to these, some other
types of imprecise data are also frequently ohserved. For
cxamaple, instmentzl emror or noise cormption in the
cxperiment may result in providing partialnceliable
feature information [eg. F is about 10 {mixed form)
or £ is berween 1) and 15 or F is less than 15 {interval
form}]. Again, sometimes the dats are found o be
inconmnplete (partial) inihe sense tat 411 the feature yyloes
may not be known (missing). Most convenfional prob-
abilistic and determiniseic classitiers™ ™ can atilize only
the numerical data. Pattern having imprecise andfor
incomplete information are vaually iznored or discarded
from the design and testing phascs, On the other hand,
fuwezy control™™ is one of the useful approaches in
ulilizing cxperts knowledge in the form of tuzzy if-then
riles. Im the literatwre, there exist many approaches
whivh utilize [uzzy if then moles from munerical data
[for exaraple, see references (6-121] but most of soch
approaches ure nel. apphedhle for higher dimensional
feature space, Moreover, the existing classifier systems
(Clageical yomd Muzey) wswally provide crisp (rwo-statc)
output amnd are soitable for mechanistic twpes of pro-
bleins,

v emmeeSiajis data set, 4 specch data ser and g hepatic discaze dara et

bpzzy it—then mules Fozzv sots

Management of uncertainty

The prcrent atticle proposcs a simple it effeciive
approach for finding a fozzy partitioning of the feanire
spaie for classification problems. The aspect of practical
applicability to higher dimensional featare space has
been given the [oremost importance in the proposed
algurithen, The spproach initially finds the nor-overlap-
ping (unambiguousy and overlapping (ambiguons) re-
gions in cthe feature spaces hased on the relalive
positions of the pattern classes provided by their training
samples, und the training samples of varions classes are
divided into few subelasses. Accordingly the total Featare
gpace is decomposed into some hyperboges or regions o
represent the subclasses by the generated hyperbozes o a
hetoar extent. In order to handle the impreciseness of the
inpuc feature information and @ incorporaie the portdon:
possibly vneovered by the training samples. each of the
hyperboxes is extended Lo some extent. The proposed
method, therefore, results in decomposing the whole
franwe ranpe into a few overlapping hyperbuzes.

The fuzzy if-then rules reflecting the patiern classes
by (e hyperbozes arc then generared. We cangider here o
relational matrix to represent the if—then roles meme
ellicicnlly. 'Io process an unkuown padtern, we TSl [l
irs membership values to various hyperboxes, Then (he
poscibilitivs of the pateern to different pattern classes are
determined by using the modified Zadeh’s compositonal
rule of inference™™ between the membership values of
(he hyperboxes and the relatonal macrix. The output of
the system is provided in terms of Arst, second, other and
null choices.

Je proposed systemn is capable of handling various
imprecise mlormaion both ooty lewming sod roeneniz-
ing phases. The imprecise information are grouped here
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into four categories, namely, incompletz, mized, intzrval
and [inguistic forms. We alen discuss ways of handling
such imprecise iniompoalion in the present article.

The effectiveness ol the svstem is demenstrated an
some artificially generated data sets in two-dimensionz]
feamre space. The practical applicability of the svstem is
werilied on lour real data such as the [eis data sel, =n
appendicilis data set, a speech data set and a hepalic
disease data sel, In these data sets, the number of fealures
i5 Targe and also some of the samples are imprecise, The
perlvmoance of 1he propesed system is foond 1o be bedier
than other existing classical and fuzzy approaches,

The ouline of his paper is as follows. I Seclion 2,
some preliminarics are stated which inelude g hoef
overview of the cxisting methods with Tueey ii—hen
rules,  few definidons like pattern class, accuracy aclor,
coverage  factors, membership  functions, relatonal
mattix, and a block diagram. The descripiom of our
approach in decomposing a featre space and subsequent.
processing (classification) of an wnknown inpul pullem
are provided in Sections 3 and 4, respectively. Wavs of
hendling varions impreciae inlimmasion i the proposcd
system are fumished in Section 5. Implementations on
vartous aificially generaded puliem scls as well a5 on
four real-lite dara sets are provided in Section 6, Sce-
tion 7 has the conchusions and discossion. The detailed
algorithim for the proposed Feature space decomposition
procedure is included as Appendix A,

I BOME PRELIMINARIES

I this section, a briet overview of existing classiliva-
tion methods wich fozzy it—then rules is given. Then
some basic cencepts which are useful in developing the
proposcd classification system are introduced, Fioally, o
block dizaram of the proposed syslem is presenied at the
end of this sectinn.

2 1. Classification methods with fuzzy if-then rudes

For classification problams, many approaches based
om fuzzy sct theory™'* can be found in the literamee (for
example, sec reforonees (1518} The existing fueey
classification methods may be grovped into the following
lour L:uh:gm:lca\:(“"]

. methods based on fuzzy relations,

. methods based on foewy paitern matching,

. methods based on fursy clustering, and

. other methods which are more or less generalizalion
of classical approaches,

Y

We conline our siudy o approsches based on fozzy if

then miles which belong to the fisst calegory and such
appriches wsually genorace fuzzy if then mles from the
deterministic (numernical) dala,

Ceneration of fuzry ilHhen reles o nomocmoesl
(precise) data for pattern classification problems consisis
off twer phases: () fuzzy partitioning of a teamre apace
inke fuwsy subspaces and (b)) dotormination of fuzzy it
then mles corresponding o the furey subspaces. For
cxample, [shibuchi ef af Y penerates fuzey if—then mles
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from the training samples by employing & fuzsy parti-
tioning yprroach with fuzzy orids. One shorlcoming of
auch an approsach is that the nomber of tuzzy subspaces
incredses cxponcotially with the increase of the nrmber
ol fewtures, The anthors themaelves notieed (his problem
anil xo they modified it by proposing another spproach’™™!
based on the scquential subdivision of lhe [ueey sub

spacey (of different sizes). It can he ohserved that the
number of subspaces generated by the laler spproack®'™
is alwo quite largs for higher dimensional Teature spaces,

Chmc of the inhereat assumplions in such cxisting
spproaches s that the pattern classes are nomoverlapping,
1.6, cach featore point of the Fealure xpace slways corre
sponds o only one pattern class, Bul this need not alwayvs
b tTuc. Becanse in most ceal prohlems, patlemn classcs
are overlapping, Le. a single featurs poinl may corme
spond to more than ane class. On the oiher hand, the
training sample set cannol represenl the puttem classes
fully, It may be better oo assume thal every sample podnt
roproscnts a covered area ol a clusys in the feature space.
In this case, finer partitioning of the feature space may
net be appropriale.

{dher work in this direclion includes references
(200.21), where Mandal e of, decomposcs the feanrs
space into some overlapping subspaces vsing the pen-
metric souetre 2 of me pattern clisses fovnd from
the raining samples. The relative positions of the sample
scts in the feature space are considersd (o contrel further
partitioning. I'ai and Mandal'™ deseribed an spproach
where a feature space is decomposed into a fow (3" for &
features) overlapping regions by considering throe pri-
mary linguistic properties—small, medinm and high
zlong each of the fealute axes. Aby gyl Lun'* rcecntly
proposed a methoed which extracts fozzy mles with
vartable fuzzy regions by recursively resolving overlap
berween two classes. When the number of featurcs is
large, the number of pegions gencrated by soch ap-
proaches becomes very high and rhis leads to serious
practical difficully  in implementing‘cxecuting such
schemes.

220 A few bayic cencepts

W propose here a simple approach for pantitioning a
feature space for classification purposcs. To describe the
procedure, we consider an M class (O G,
Cipooo Cogloand N leawre [F Fo. Fio Fad
prohlam threwghou. this arlicle. Depending on the rela
tive positions of the pattern claszes {olMained [rom
trainding samples) along individisal fosture axes. the
training sample sews are decomposed o sone sub-
classes, Accordingly, the whole feanue space is deceormn-
posel ol ow Tew (say, ) hvperboxes or regions to
represent the subclasses by the generated regions, To
handle the vnecrtainty of the Input information and o
incorporale the portions (of the pattemn classes) possibly
uncevered by the imining samples. the hyvperboxes are
extended o some exlent using tiangular membership
fimetions, Thus the whole featmre space is divided into
some () everlapping hyperbozes.
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The patrermn classes contained by the hyperboxes are
then noted smd a fow [uzey if-them rules are Feneralel
We find it convenient to represent the generaved if+4hen
males in lgrms ol a relational matrix and nee then the
modified compositional rule of inference’ ™ for classify-
ing an unknown pattern.

Getore going [wrther, some basic concepts dre intro-
duced here which are usefol in developing (and also in
understanding) the proposed classification system. Lhese
include the definition of a pattern class (1.e. the collection
of subsers of KY under consideradon in the prescut
investgation), accuracy factor, coverage facrors, mnerm-
bership functions and relational manix.

Paitern class. In most of the real problems, pattem
claseos arc bounded, Thuos the pateern elasses considered
here are all boonded. A formal definition of putlem class
in BY is givin as follows:

Definition 1, A set of C B is said to be a pattern
class?® it

—

.o 1g path connedied and compact,

col{lar{ ) = o, |of mesns closure, far means
interior|

3, fer( ) 1s path conneoted ynd

4. AEsd) =0 where S = & Cellw™) und & s the
Tehospue mensure on B

Let A — {sf : of sadsfies Definition 1}, A is the

collection of all classes in IFY, Any o € 4 is referred
to as a pattern class in EY.

b2

Acewracy fector, An acouracy Tacior (6, 0= § < 1) s
considered in the proposed approach o manage the
uocertainty of the reining samples © some exient. T§
is well knowen that with the inctease of the siee of Trining
sarnple sel the descopiion of soloal classes by the
training set improves (i.e, the accuracy of the raining
seel tr represenl acldal classes mereases), Therelore, the
value of & may be decided baxed on the size (suy, £ of
craining set.

In the proposed procedure of decomposing a featre
space, each teamre is considered separately In this view,

the value of § sarisfies the following inequaliny-='

T

S NG (1
sothacas ¢ — oo, & — Dand it v oo, Kince the value of
f decreases with the increase of 1, the accwracy of the
proposed aleorichim also incrosses wich the increase of (.
The incquality (1) is duc to Grenander™™ who used it for
estimation of & sel or cluss,

The: mmeguality (1) provides a set (inlerval) of values for

. A smalier vadue o & Grals a (per partition of the faiare
spaca, Un the other band. as the parcitions are carried out
hased om the information provided by the sining sam-
ples. the walue ol & should not be too small. Taking hese
points into consideration, the value of & used in the
prosent work is

i e 2
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Cerverage foctors, We have assumed that every sample
PNl represenis a covered argy in the lealure spuce. Ti
delineate  the  coverage,  coverage  facors (5,
F— 1.2, .. N comesponding to cach fealure axis soc
found using the waining sumple informstion and the
accuracy [octor (&) Let moin; and max; be the Tower
most and the wpper mest valucs of the ith feature in
the training samples respectively, Then the value of = is
delined as

g o= (I — mingd % A,

The ='a are utilived in the proposed approach of
partilioning the leatmre space and also to exiegnd the
hyperboxes for incorporating portions  possibly  wp-
covered by the laining samples.

Membership functions. [n the proposed method, a fea-
ture space is decomposcd into g overlapping hyperboxes
&1, 52,0 0008k o0 . Bach of these hyperboxes consists
of feature rangos in individual framre sxes. Lo S
(h=1,2,...,q) can be represented as

5, = ¥, Support (s} )

where ¢ 15 8 fuzsy sel whose support is o subintersal of
the range of fealuwre axis 7 (= 1, 2,... &) For a given
pattern point on an individoal feaiune yxix, e possibiliy
of its being a member of & feature range is maximurm if i
lig= in the center of the [eature @nge. Ax the distance of
the point from the central point increases, the possthility
decreases and ultimalely 2o w werm, As all manyolar
Muneliens byve fhe provious property, sny trisngular
[unchon may be considersd as the membership functon
ol a [esivre mnge. We consider hers g symmoetnie piece-
wige hinear tmangolar funclion o serve the purpose.

The functiona] em ol the symrelinc pircewise incse
triapgular function, we uae, i

Ve d ol E
Tyl ty, -'3:- il =

L For o~ 4 — 24 < 7 = oy —
1—= for o, — 38 < & = e, + 5

:_|I:: = Tior rxL - ,'"Jfl o T r}i + 8 +",~;.:“
] olherwise,

The structure of such a syinmetric piecesdse Tingar
oriangular fonction is shown in Fig. 1, The fozzy subsct
7, i3 characterized by thiz function [equation (5)], whero
the central value is r.rjr ar_n:l me_ﬁuppnm 14 Lhe opom iniserval
b -H 8 Ll (in the presest waork,

(e — 5 — present %
o= £ Whoi) Here the portion [og 3 of + 5 s
assumed to be reflected by the training samples. and
(i — A — = ol — 3 and (e, + 3 ad + 30 | 4d) ane
the extended portions. The extended portions rellect the
mossible uneoveresd regions of the pattern classes by the
training samples and the overlypping between the pattern
classes.

Relaional marriy, The proposed decomposition proce-
dure penerates ¢ hiperhoses {o represent varions clisses,
Supposc Fy, = 1,2, . ,gamti = 1,2. ..., M denaies
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Fig. 1. Symmenric piccowise linear tiaseulor lunchivm.

the possibilicy value that 5, weprosents the class €. In
terms of tuzzy it—then mules, ry, can be expressed as

X — [rixn. . .x ) belongs o byperhox S,

then X belongs to class O with possibility value ry,
(=3

Fi SR I S T

then X < O with possibilivy ry;.

We find it convenient to represent such [ueey if-then
rules by o relational macix,Z denoled by #, as

o F2o Py Flas
LTI > R Fay
- N ; (G
i e e Ve o Ty
L B S T Fand

where each row () corresponds to a particnlar hyperbox
(%3 snd each column (f) corresponds to a particolar class
{7 The way of determining the clements of 3 is
expluined in the next seetion.

23 Block diagram

The block diagrm ol the proposed classification
svstem 15 shown in Fige 2, I consists of two pans,

LA NN
= _ — _
- Frature e
{ SS.T“.'I-'IH-I:.; j Spare Rule
Discarpeaes Genrrarar
I ]
i |® |
Loz | Clazs | bix) . Cwbpot ;':Jur:n::

i Dweedtler
caarer

i FUZZY PROCESSOR |

Fig. 2. Block diagram.
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namely, fuzry lecrming and furzy processer. Based on
only the training sammple informatior, the Jearning phase
generates represeniative hyperboxes and estimates the
relational matrix #. The feqrure space decosyposer Woek
decomposes a lealure space into some overlapping
hyperboxes. The (=ther rule generaror block finds the
furzy it—hen fules in lemms of a refational matrix that
represents the paltern classes by the hyperboxes,

The furzy processor basically finds the ontpos decision
regarding the class or classcs to which an unknown
pattern may helong, The olass possibility finder Wock
uses the relational malsiz m the modified compositional
rufe of inference™ w determine the possibility faimi-
laricyy values of wn unknown pattern to belong to various
pattern classes. These possibility values are analyred in
the wiepunt decider block to find the final class assignment.
of ah unknoan pattern, Note that the proposed sysicm
provides multiple ¢lsss choices (in order of preference) in
case the unknown patiern lies in an ambignos {over-
lapping) region, The system may be viewed as a geveryl-
ized classifier ax it can  handle both  precise
{deterministic) and imprecise nformation in the learning
as well as in the processing phascs.

Wi have intmduced the proposed classification system
in this secrion. The operations of varous blocks of Fig. 2
arc discussed in the lolleving seetions.

3 FDZZY LEARMING

The operations of this section are fully dependeant on
the training samples. This section s divided into two
blocks, namely, feattere space decompaser and - then
riele pencrator Represencative hyperboses in the featare
space are obtained by the feawrs space decomposer
block in order o handle the uncerxinly of 4n mput
pattern. The if-then mle generator block finds the fuzzy
if—then mles in tzrms of a relational malms.

3.4 Featuie space decemposer

In the pooposed method, the training sample scts are
initially sulslivided inlo 4 few subclasses depending on
the relative positions of the classes {irgining samples) in
the feature space. liinally bs represent the obtained sub-
classes {and thersfore the original putten classcs), the
whole feature space is decomposed inlo g hyperbones
51080, 0 58, wheee each 5 consists of N ueey
sefy [eguation (43]. All the hyperbozes are extended Tor
the sake of incorpomaling the porfions of the classes
possibly nnecoversd by the training samples. Therelore,
g overlapping hyperbozes are finally obtained here to
represent the paliern classes o g boefler extent.

The praposed method ol partitioning lealure space 1s
now illustrated considering a 3-class (denoled by A, B
an ) amd 2-foature (F) and £ ) problem (e A 3 amd
N = 1), This is shown in Fig. 3{x), where the classes A4, 8
and C have 33, 24 and 12 samples respectively {the
sumples atc shown by corresponding class characters).
Mote that there exisis » overlap between the classes A and
& The proposed procedore aleays e W elract the
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nnambizuous (non-overlapping) or least ambiguous me-
gions {in case there 1s no unambiguows region) from the
feawre space. This is done by comparing the possible
regivds ohtained by proceeding from the lower and opper
dirgctions of each axis separalely [as showe in Fig. 30h)].

Initally only one hyperbox is assumed which includes
all the pattern classes as shown in Fig. 3ic). 'The regions
which can be extracted proceeding from the lower and
upper sides of the features #4 and F; arc distinetly
murked in Fig. 3(d) and () espectively. Among these
reeioms, the two oblainod considering the Fy fostom

i
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[Fig. 3(d)] are seen to be unambigoous (e, contaimng
only onc class), And berween these two, the ropion
ohtained by proceeding from the lower direction of F)
1% seeh o cover more sanples and therefore, the sarmples
in this region are kepd in &) and the remaining samples are
put into a newly gencrated hyperbox 3:, Corrcspond-
ingly, the smmples of the pattern class A are decomposed
into two subclasses A; and A; soch that 5 inclodes only
the subclass A; snd 5; consists of the samples from the
{subjclasses Az, # and O as shown in Fig, 3. Note that
&1 is now vnambignons by representing only the subclass
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Fig. 3. {alid Dinswating the peoposed (eatlure spuce decompositon procedure.
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Fig. 3. {Continwad),

A;. To process further, 52 s decomposed into 52 Ckoeps
only the samples from class ©) and 35 (includes sariples
from the (subiclasses A- and #), This is shown in
Fig. 3z).

Proceeding similarly, the decomposition method ends
with [Ive ogions or hyporboxes &, 52, &2, & and 5
where the first four regions are unambiguous reproscnt
ing only one {subjclass, aml 5z is mwbiguous sinee it
contains samples from two {sulsdclasses 43 (e, A and B
a5 shown in Fig, 3(h), The generated regions are ex-
Lended using coverage factors - and £ comespoading to

features F. and Foorespectively to represent porlions of
the pullern classes posstbly mmcovered by the training
ramgles and also o handle rthe overlap betwean the
clasaes. The said extension makes the hyperboxes over-
lapping as shown in Fig. 3(i) where the feanwe ranges of
the hyperboses in individeal foatore axcs are distinctly
marked. Thus, the proposed decomposition melbod
finally finds tive (le. g — 3 overlapping hyperboxes
coresponding to the classitication problem in Fig. 3(a).

During the process of gencrating hyporboxes, we
inicially fimd candidaie regions considening only one
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Fig. 3. (Contimed),

leature ol  time and approaching from the lower and
upper sides ol each individoal feature axis. That is, for &
Features, 284 candidate regions arc obtained at any in-
stance. Among these 20 candidates, onc is scloeted
which is optimum in erms of capturing the minimum
number of classes (i.e., 15 least ambiguows) and &t the
same time incorporates maximum oumber of sample
points. ‘T find the candidate regions, we nube use the
coverage factors {z:8) to avoid the formation of very
small regions as such small regions we likely o neor-
porate negartive effects on the classification of the pro-
posed mechod.

The basic concepts of proposed fealure space decom-
position procedurc are summanived helow.

Basic coneeprs, Decomposition of feature space.

Siep 1. Initially consider only one hyperbox with all the
training samples and assume it as the cumrent hyperbox,
Step 2. From the training samples in the current hiyper-
box, find candidate regions considering each of the
features separately and also proceeding from both the
lower and the upper sides of the feature axes.

Step 3, Amonyg the candidaies, one s selectad which is

oplimum in lerms of containing e mEnimuom number of

classes and incorporating the maximum munber of sam-
ple peants, Accondingly some subclasges are decomposed
info two parts, The subclasses covered by the sclected
region are kel in the current hvperbo® and the remnaining
subclasses (it any) are assizned to a newly gencratod
hyporbox.

Step 4, Im case the cuwrent hyperbox is found o be
further decomposahle (o decrease the amBigoicy among

the subclasges in the cureent hyperbox}, oo back o step 2

e

{i.e.. repeat the same procedure with the current by per-
fosd Erherwise processing of the cwrent hyperbos is
cormplete and s representative membership finctions
(75 cowresponding to each axes are obtained.

Srep 3, Processing is slopped if either all the hyperboxes
4TT UnEmbLEIOuE OF 30y new unaimbizooms o less ambig-
uons hyperbox can not be extracted from the existing
b oo by perboxes.

Tharelore, the Feature space decomposer Mock finds g
overlapping hyperhoxes using the training samples of A4
pattern clagser. The detailed alporithm for decomposing
fouture space 18 [urmished in the appendis.

A2 If then rufe generaror

Conespending to cach hyperboi (genstaed in the
previons block) and cach pattemn class, ome [uzey i—hen
rube is generated whach denotes the possibility of repre-
senting the pattcim class by the hyperbox, As menliones]
in Scotion 2, a relational ooatmx 5 Tequaton (6] s
imeroduced to represent the furzy if—(hen rules, The order
of 9% iz g = M, and it denotes the compatibility of vadoos
pattern classes with the hyperboxes. Esch column of #
corresponds to a class and cach row of that column
denates the depree of veprosenting the cluss (bused on
the maining samples) by the comesponding hyperbozx.,

Prelermination of 3. The relational mawix 9 is esti-
mated based on the training samples of varions pattern
classes represented by different hyporboxes. Lot the
{f, jicth element of # {i.e. the element corresponding to
fith yperbox (8:) and jith class (C))) he denoted by Fy,
where

1 il &, represents only ©;
iﬂ.ﬁjm“.m“‘"“-} if 8, represents O, along

with some ocher classes;

g 1] if &, docs not represent
h=12,. ..
j=12.. .M,
D

Here nesy, 18 the number ol pallen classes represeniesd by
Szl is e number ol fraiming samples rom he class (8
r-::pres'n:nLed‘t:_-,' Sy, and airy is the total number of taining
samples in %, L.e., ;i — }_:::’i] mj-‘. If fecs, — 1 and &y,
represents £ then ry = 1 and sy =0 for all &+ 4.
Otherwise tie, #os, = 10, 5 containg samples from more
than one class. ‘The factor aity/(nesyni)'} s used as a
density factor for the class O in 5, (overlapping). The
nuraber (1.5 is msed in equation {77 for ambignows regions
@5 it represents the most ambiguous value in the fuzey
mernbership comecpt.

To illestrate the proposed way of determining the
relabonal mais S, §el us consider again the pallcmo
class problem in Fig. 3fa). Recall that in this problem we
obtained five bhyperboxcs &, 5.,...,% [Fiz. 3{h) and
(11], where 5 contains only class A, 52 contuins only closs
7, both 83 and 8. contain only the class B, and 5z s an
amhbipuons hyperbox repragenting two classes A and £. In
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&3, there are six samples from class A and five samples
from class & (i, the possibility of an anknown pattern to
belong to A is slightly higher than that to belong 1o B}
Using equadon {7), one can find the relation matrix 3# in
this casc as follows:

Lo . 1.0}

0.0 0.0 1.0

o= a.0 1.0 0.0
0.0 1.0 0.0}

GLB1502 078235 Q0

So the if—then rule generator block finds the relatiomal
mateix A which is wileed nothe peal seeion o decide
the ouiput of the proposed sysiem.

4. FUERY FROCESSOR

‘This section is divided into two parts, namely, closs
possibility finder and autput decider. The class possibi-
lity finder uses the refavional mateis & Lo delerine the
possibilicy values of an unkoown patiera 1o different
pateern ¢lasses. The final class assignment 1o ane or
maore classes is carried out in the oulput decider block,

4.1, Class possibifity finder

Here, we initially find the membership values of an
unknown pattermn X in each 5. Recall that the feamre

space  decomposer  block  finds g hyperboxes
818,00 85,008, where cach &, (h=1,2,....q)
is the Cartesian product of the supports of the fozzy sets
ShiEE. . Fy. .. &0 [equation (4)]. Hach of these fuzrzy

sets (55} is characterized by a symmetric piecewiss linear
triangular function ¥} (x; e, 3 ~0) [equation (3)].
Chevrateteriotte veefeor The membership salues ol an
unknown pattern X to belong o the hyperboxes {5}
are denowed by a yector WD, named the characterisiic
YeClor, as

VIX) = (o X0, vl X0 (X)X (8

where v (&) represents the membership value of Xin S,
h=1,2,.... ).

A typical pattern X consists of individual featore
values, ie X = (x1,%2,....3x), Where x; denotes the
value of ith featwre F; (= 1.2,....] N). lnitially each
individual feature Information is considered separately o
find the membership wvaloes to the fuzzy szets .s'j,
=12, . N =12, g0 Let s ix) denoee the
mernbership value of 5 do e Twray sel s, The value of
a,(x;) is obtained directly from the cormesponding e
borship function as

| Kot B SR
h=12,....4 (@

F Tl R N I S

Then the value of v, (X} is docided as the Geometric
Mean (GM) of m){xy ), mi (), .o () as
Vil X = (el (xs) sz w0 - ool ()

s xR =12, (1D
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Here instead of G operator, some other operators such
a5 he AM Y Arithooete Mean), s (Minimum} ctc, could
alsa be wsed.

Possibiling vector. The possibility {similarity) vaiues of

the pattern X to belong to various pattern classes ans
denoted by a veotor FUXD, named the possififily vecior, a

PX) = {piXhpa(X), X0 (XYL (1)

where p:(X] denotes the possibiliy that ¥ helongs to
class €5 (f — 1,2,... .M} The value of piX) is

Bl = max (41X} =120,

h=l.Z...

(12

where
uly = (v(X) )

Heie ry; is the (hyiih elemenl of the relationa] males #,
r:_:,{l']l in equation (12) may be interpreled as the mem-
hership of X in the class  with respect e §;.

The operation in eguation (12} is very similar to
Fadeh’™s max—min compositionad mle of inference.!'
The min cperaior of (he max—min opersion of Zudeh 13
replaced here by the geometric mean (G operaton. Tn
other words, in the pivposed syslem we have mooro-
rated Zadeh's compositional rule of inference in a
slightly modified way, Le. we have fnconprated m—
UM compositionsd Fule of inference. The min operator
finds the minimwm of any two elements, Le. it provides
the connective information. On the other hand, the GM
operator provides collective information and a slight
change in any of the elements is reflected by the GM
operator. Similar argoments hold for the arithinetic mean
(AM) operator as done in reference (21).

Neighboring effect. H":,fjr.1 X s wesilive For imone Chieh one
S Tor fxed J; the pattern X belongs w G through all hose
hyperbomes with varying possibilities. Tn such a case, all
therse hyperboxes are neighbors and coambinely represent
the class ;. In other words, the said sample helongs
the central portion of a region formed by combining all
those hyvperboxes. i.e. X belongs to more inside of the
clasgs C; than found through the hypethoxes. This in tore
increases the possibility of the pattern X to be in class
s vhignad by copeation (123 This is relfemsd o here g
the effect of neighboring regions which is incomporated as

BT = [, (%

where

o= max {1, (X0 F,

=12, g0 L E ey X)

Tir illusirale the concepl of neighboring effect, 1et us
consider again the classificalion problem of Fip. 3(a)
where five overlapping bhvperboxes 5, 8., ..., 8
[Fiz. 3(h) and (i3] were [ound. Here oluss A 1s reprosente]
by btk &) and Ss, and class B is epresented joiniy by Ss,
Sy and & . With the wse of the neighhoring effect, the
possibility value of a patrern X {or class A increases in the
region 5 A &y (A denokes intersection). and the possibi-
hiy value of X for the class B oineresses oothe megions
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e % . Possitility antues increased for cluases A ard B
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Fig. 1. Muostrating the concepi of oeighboring efecr,

Ba 8., 5anSs and 54 A% (whereas in the pewion
85 A 8 A 85, the possibility value of X increases for bath
A and B). The possibility value of X lor oll the classes is
unchanged with the neighboring effect in the rermaining
[ortion of the feature space. This is shownin Fig, 4. Mo
that operation in equation {137 is hewnstic W a great
extent.

4.2, Chuipur decider

The possibility vector P(X) is analyzed here to find the
Gmal elass assignment of the unknown patterm X, The
proposed classification system provides multiple class
choiees correaponding to input patterns belonging 1o the
ambiguous feature regions, and it provides single class
choices for inputs belonging to the warbiguous o gions,
Further, the system does not provide any class assign-
ment for those input pattems belonging to e reglons ool
represented by the hyperboxes (Lc. the similarities of
such samples with the considered pattern classes bused
on the training samiples ave assurmed to be insignificanl W
assipn them to any of the classes). So, the propesed
system decides as

Awedgn X o class € 0 gAX) = By X7,

for i =1.2,... i14)

~JH1..|;r ?‘tJ'-'

It X helongs to the nonoverlapping regions ol the Galure
space, only gne entry in P is positive and the corre-
sporcling cass Is taken as the eurput [equation (147], B
if X lies in an overlapping region, more than one class in
F(X woulid be pogitive and ihe class corcesponding o the
highest enwry s twken as the ouwtput. In such cases, in
addition to the cugput in equation (14} if the ether classes
for which the entrics in PX) are positive are indicated as
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the second and ether choices (n onder of preference}, the
ambiguity of the samples lying in the yrobiguns regions
miay be decreased. The output found by equation (14] is
relermed 1o as the fiest cheice to distingueish [rom the
secerd and piher cheices. Mote thar the second and orhar
chetces select only a few classes (in order of preference).
Auin, when X belongs oo the tfeature regions not covered
by the training sample sets (with extended portions),
there will be no positive entry in P [nosuch cuses, the
svstern does not assign the unknown pattorn X to any of
the classes, e aell choice 15 given

So the output decider block finds the final class
wssipmiment of an unoknewn pattom X in lerms ol
first, second, other and pull cheices. Tt is to be
need that the firsd ehodce may be considered as cquiva-
lend 1o the outpat of the convendonal existing classifiers,
Thus, to compare the perfonmance of the propossd
syslein with the existing classifiers, we consider only
the firs cheices.

3. HANDLING TMPRECISE DATA

In the previows sccbions, we bave described the pro-
posed meathodology considering only preeise (mumerical p
data, But the data is sometimes found to be imprecise
andfor incomplet: 10 many resl problems. Most sonven-
tional classifiers can only handle numerical daca and
palterns huving imprecise data are osmally ignered o
their learning and ¢lassification phases.

On the other hand, ihe proposed classifier can handle
various imprecisions in hoth leamning and classilication
phases. We have grouped the imprecisions inec four
categorics, namely, incomplete (parlial), mixed, inleryval
and linguistic, Dforent strategies are adopted to handle
the imprecisions in each of hese culegores. Our sirale-
mies are descrbed in this section.

5.1 Incomiplete data

Bv incomplete data, we mean samples for which some
of the feature values are not known, In many probiems,
the ability oo deal with missing andfor uncertain data is
crucial. A few amtempts have recently beoen made to
handle this problem. Ahmed and ‘Iresp'” discusscd
Bayesian techniques for extracting class probabilitics
from imprecise data with missing or noisy opots, Ishi-
bachi e ol ™™ transformed incomplete data with missing
feature walucs imto intocrval data (as the fokal (oaturc
range},

Crur approach bers 15t ignore anly the missing {sature
values of cach sample and wilize all the avalable leaiure
values in the lesrhing phase (.e. @0 decompose the feature
space in generating fazzy it then riles). 1o the process,
the subdivision of a (subj)lazs inko two sobolasses is
carmiedl ol based on a pariicolar selected feamre at a
time. It the valoe of the selected feature is missing for
gomy samples, the samples are putin both the subcluyues.
On the other hand, if the missing leaiure is different from
the comsidered Teatore, we carry oot the decomposition
process as usoal,
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Fig. 5. Illnatrating the proposcd wayy of himdling incomplete
data in da) learning phase and b} classificarion phase.

The proposcd approgch o hamille incomptele sumples
in the learning phase 15 illoscrated here with the classi
fication problem of Fig 3(ah We have incloded now
three incotplete samples A", A* and A® {from class 4)
wehere dhe Tirst dwan arc of e fomm (ry, 7 amd the thind one
is of the form (%, x2) ¢here 7" indicates that the
corresponding feature value s missing). For a betoer
rcalization of the simation, the featore diagram of
Fig. 3a) s reprodoced in Fig. S(a) where the thees
incomplets valaes are shown in the axes of the available

Lx B MANDAL

(ealures, Recall that to find the first hyperbox &,
[Tag. 101, the imiping samples of class 4 e decom-
posed g two subclasses A, snd A based on &) feature
values, In this staze, the incomplete tmining samples A'
angd A% would be wssigned to the subclasses A and As
respectively based on only their 7| wiloes (as Fs valocs
are rmizsing), Bul he sample A7 would be assizned o
huth A and Ap as dls Fpovalos s missing,

In the classiheanon  phuse,  we  uswipm some
Toviae (say, 0.2 membership value (o the individual Teature
ranges of a1l hyperboses comespomling 1 any missing
feature value of an aonpul pacern. T is done o decide
(he cnugn Tiwed an the available parlial (or incomplews)
data. The logic behind assigning  low  membership
walues for missing data is o bring down the conlidence
of the svsem’s oulpod amd subseguently o allos in
classiFying snch samples based on the available featore
values.

Tex ilinsirate the adopied approach oo clasgily incom-
plele sarnples, the Tealure diayrarm of Trge. 300 15 repro-
duced hers in Tig. S(hy by adding Ove missing inpul
samples X° X2 X% The samples X2, X and X7 have
anly the f) feature values (Fa values are missing) where
as the samples X and X7 have only the 72 feature values
(£ values are missing). Based on the available featere
values, one is likelv to classify these samples |consulting
the {eature disgran of Fig. Sth)] as shown on Table 1.
The proposed approach finds the same classitication as in
Table 1 for the missing samples X X%, ... X7 in the
classification problem of Fig, 5.

3.2, Mixed detn

Diata i ihis Torm 13 o mixiorne of Rogoisis: hu&]gusm"
gl numerical werms, e Tnguishic hedges applied
numerical ferms, The Bneuiste  bedges  considered
“approximalely™”
ele,, cach of whivh ruprisenls smoapprosimale [ealore
runge arcund the owmencal eem, Tn other words, Tin-
grnislie hecloes adil some impreciseness We e oumerical
e, Examples of this foom are “x 18 more or less 107,
iy about 107 e,

In the leaming phase (e o0 decorpose the leature
space), we ignore the linguistic hedpes and process it
wilh omly the nwmenical erm alone.

But in the classification phase. the membership valoes
of data in this form for different featwre ranges of the
hyperbaxes are decreased from that of the membership
values of the data with nvmerical value alonz, The

here are fmore oot less™, “shout™,

Tablz 1. Possible classification of Hve incomplete samples of

Fig. fiflk)

Missing Responding Pussible
samples hyperbaxes classcs

x 5 A
x? S 85, 50 55 A 8O
X &5 &
X 81 52 A,
X &, 5. Oa AR
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amount of decrease is determined svcording o the
Lingnistic hedges. As an example, for the sumple with
ith Tealure value as “ ;15 about &7, the membership value
COITCEpOmding Lo .17:1 s assigned as

SR s : i 3 a1z
m i about a) = {we Ly 08 Y (15)

where myl-)} Tepresenis the membership value corre-
sponding o L:\'

Simuilar o the missing data, e logic behind adopting
the previous moslifications [e.g. egoation {13)} of the
mermbership values s alwe 1o hring down the confidence
of the system’s outpul,

3.3, tnterval dara

Like the mixed form, the data in interval form is also
mixtre of linguistic hedees and nupoencs] terms, The
hasic differance lies with the type of linguistic hedge
used. Hedges considered for this form are “less than™,
“more than™, “betwern™ cte, which represent mierval
data =ets. Examples of this formn ame “r 15 Tess than 157,
*1; 15 between 10 and 15" oo,

Let us first consider here o sample with ith [eatore
value as “x; 15 losy thun @', Al the Gime of decom-
posing  the (sub)class into wo o subelasses (i the
lcaming phase), i the selecied Tewlure s 7 then we
put the sampls in two subclasses in case the threshold
value is loss than o In ease the Goeshold valpe s mone
than g, the sample is put in ons subclass which ineludes
the sample: with the fth feature valoes fess than the
threshold value,

Processing of other linguistc hedges like “more
than"™, “Belween™ ele. s sioonlarly camied ool ine the
lesarming phasie,

In the clussiBastion phase. either a o {fay, .2) or
pero membership value s assigned to an individual
lealure Tunge of the hyperboses {37 obtained in the
leamming phase) depending on whether the interval data
sed (of the sample} has any intersection with the said
infividual fealure range by such a sample or not. The
oiher opetytions reman the samea.

54 Linguistic dato

Data in this foon is completely lnguistic (e, with
only linguistic hedees snd linguistic yanables) such s
“xyp is small™ or “xy 1s mome or less high',

Tor baamelle: limguigiae saroples, the systerr: assurmes only
thrie primary variahles, namely, small, mediom and high,
and the corresponding membership functions considered
as | 8, = and & fonctions' 1138, respectively. Using the o
priort knowledge, the valoes of the parameters of the
membership functions s assigned,

As long ps the membership functions are chosen
properly. ane recovers'™ the entirery of the classical
logic for the designations of ouc and false, This implics
that the system fmds wnointervel ol the i values
corresponding 10 a linguistic data. Here the system
assumes that aue = [(.3,1], false = [0.3] and cxiended
this particular logic by adding

1581

very oue = (008, 1.0],

more bess bue — [(16,0.8),
netther true nor false = (4, (LA],
more or less false = 0.2, 0.4),

very false = (0.0, (L2). (16}

5o cormesponding to this wpe of interval bascd tmath
waluwes, |equation {16)], one can find an inerval of foalur:
values that can he considered an equivalent of amy
linguiatic data. That means, the system converts linguis-
lic date inko interval data and processes them as in the
interval [arm.

& EXPERIMENTAL RESULTS

The effectiveness of the proposed classification svstern
has been veritied with some synthetic data as well as with
Four real-world asks. We find it convenient to test the
proposed methodologies first on the synchotic dats scts in
two-dimensional feature space as the results can casily be
realized. Finally we have considered four real data scts to
showy the practical applicability of the proposed systerm.

&1 Smrhenc deea

To verily the efcetiveness of the proposed syslern,
different possible pattermn classes woere generuled anlifi-
cially and the proposed algorrthm was implemented on
them. Kesults wore found to be guite satisfuctory inowll
the cases. Resubts are demonsirated here with four such
typical pattem class problems in two-dimensions] [eature
cpace as shown in Fig, 60a)—(d). In Fig. 6{a), there are
five classes (denoted by, o, Oy, O v 5 whiene the
classcs arc clliptical in shape and are assumed o follow
tmuneated Gaussion distabulions with different oean
vectors and vansnee—covanunee matmices, Thers are
three elasaes (denoted by O, O ad O30 o Tag. 60F)
and two classes (denoed by O and ) in hoth Tig, 60c)
amd (d), The classes an Fig. &bl are assumed b
follow wnilomm distibubion vver the egions shown in
the fizurcs,

For implementing the proposed alzemthm, [ve diller-
et (raimng sample sets were mitally generaged for sach
ol e provious Tour padem class problems, The sises of
the sample soty are 250 (with 30 samples from sach
gelaasd, 200 Cpath L, 50 anad 20 samples fom he elasses
. o and Oy, respectively), 200 (with 100 samples from
each clascy und 150 (with [KY and 5600 surmples rom the
cluswes O wmd C2 tespectively)y corresponding o the
problems in Fig. t{a)—{d) respectively. All these samples
were genelated following the underlying distribotions of
the classes.

I'he tost data sots consist of 10,088 samples for cach of
the problems drawn randomly wsing their underlving
diatrilticns. The recognition soores Tor the considered
four cases are shown in Tables 2-5 as obtained by
averaging those conrespending o Ave different mining
seli. The recognition scores are prouped here inwe foor
categorics. namely, [frse corvect, second correct, other
correct and fully wrong cheices, The first corvect ofiolos
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Fiv. &, (a) () Fow synihele dara sets,

set includes those samples for which the system's firs
cheices comespond to their actual classes. Depending on
whether the second or other cheicey correapond Lo their
actual classes, the samples are put either in secand or
wlher correct chotce proup. Samples oot falling under the
aforesaid catogorics are termed sz mizclassification or
Julfv wrnng chodeex. Mote that the seeond correct choice
and other correct cholce categories are omitted from
Tables 2,34 and 5 a2 all the samoples were comectly
clugsifed by the firat choices.

In oder to observe the relative performance of the
proposed method with the existing classitiers, we have
tried to implement the Bayves claszifier™ on the syothetic
data scts [Fig. &(a)—{d)]. Notc thal lhe Buves classilier is

the most well known and established clussifer. O the
clazees are of regular shapes and i their distrbutions can
be oblained meety, the resulls of the proposed classitier
(with onlv first correct choices) are gquite comparable
with that of the Bayes classificn For cxample, Lhe olaskes
in Fig. tda) are of repular {elliptical) shapes and the
recopnition score of the Baves classifier (assuming
Gavagsian clasy density} was found w be 31.76% where
ud The recopgnilicn scowe of the proposed classitier with
Jirsi corvect cholces 1s 83.12%. Again analyzing the
results, it has been found that cur cutput decisions with
varioes output forms ure more matura] and justilied.
¥When the pavtern classes are not of regular shapes
[Fig. b)—id)], it is extremely difficult to find their
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Tuble 2, Recopnition score for the pattern classes as in Fig. 6la)

Warions growmp

e Recopition Scere

of Actua] classey Orwerall
chaices £ [ C;u Cy Cs RO
First Cogrect Chies K792 737 8601 5208 T adsl TR
Secomd Comract Choice 0,56 13.58 E.09 12,27 11.21 11.12
Oiber Correct Cliice 1,32 12.32 AR3 4.8l 412 548
Fully Wrong Choloc (LCHE LELES .27 014 {0a 0.23
Table 3. Recopnilican seoce for e pattaon classes as in Fig. G(h)
WETTHES Zroup % Recognition scare
of Actnal classes (heerall
choices - Cy ] [ EI e
First Carrect Choies JEHARA] 100.0 1000 1000
Fully Wrmg Choice 0.0 (LN} 0.0 (A}

Table 4. Becognition score for the pattern classes as in Fig, 6(e)

WaTlms Eroum

% Becoprnilion soore

of Actual clasaos Ciwverall
choices _C,__" - [ SCIE

Firsc Cormece Chodes 100y jLET) 10060
Fully Wrong Cheice X 043 0o

Table 5. Recognition score for the paclemn classes as in Fig. figd)

Varions graop % Rocognition score

of Aclual classes Creetall
chnices (g [ BOOFE

First Comect Chuice 100.0 100.0 100.0

Fully Wirong Choice (.41 .6 .1

distribution functions."™ However, in such cases the
densities can be esumated by some non-parametric
methods |e.g. Parzen”™ ™ and Caconllus™** window meth -
ods, b-nearest neighbor density estimation method™)
for the application of the Baves classificr, On the other
hand, the proposed system poovides good  oesults
[Tables 2,34 and 3] imespeciive of (be shapes and olass
densities of ihe dala sels,

TFor the paticm ¢lasses in Fg. 60b—(d), the 1-nearcsi
neighbor decizion rulets® mhly mve very salislaelory
results, However, the purpose of considenng ihe pattemn
clusses m TAg. Afa)—{d) 15 o show thal the proposed
system can be applicd satisfaciorily to different possible
structures ul the padern clasyes.

0.2, Real-world problens

T examine the praciical applicability of the proposed
syanemt, the alporithm has been implemented on fow real
data, namely, the Irs data sct, an appendiciris data set, a

speech data set and a hepatic disease data set. (ur resules
are found to be better than the existing results on all thess
dacs sets.

Fris date ™ Tn thix problem, three classes of s fowers
are 0 be discrrmnaizd wsimg four connuous vilued
features that represent physical characteristics of the
flowrers. The data set consisn of 1530 samples, 300 for
each class.

We have evalmated the pertormance of e proposed
algorithm on the Iris daia set oaing the Teaving-one-oul
method. In this method, ohe sarmple 1% considered ay the
et dats and the remaining 142 samples are used as the
training set. The method is repeated 1530 tmes by select-
ing each of the samples as the tesr data. The resulls are
shown in Table 6, where all the samples were classified
correctly B the firsd clidoes.

Appendicitix deater, 75 This data set s of the o
admicted o an emergendy room with & lenlalive disgnosis
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Table &, Recognition score for the Triz data set

Warians granp

% Racoanilion séon

wf Actual clusses Crverall
choices ' t‘L S s o L
Firsl Correct Choice 1404 100.0 1000 191000
Fully Wrong Choice 0.0 0.0 (ENE} 0.0
Tahle: 7. Recagnirion score for the appendicitia data set

Various gronp H Recngnirion score

of Actual clusses Crverull
choices 2y [ RO
First Cormest Choice 1ML 1000 10040
Fully Wrong Cholce 1.0 .0 0.1

of acute appendicitis, The problem here 18 to discriminate
lhe tmue sppendiciils padents (01 o the healths
persom (2, The samples comsisis of eight diagnostic
Iegln (e eighl leatures) amd 106 patients (RS and 21
sarmples mom classes ©) and Co respectively). Here some
samples are incomplete as those do not have one parti-
cular 1es1 (Feature) daca.

The performance of the proposed systern on this data
sel ix shown in Table 7 usiog leaving-one-cut method
whete the recognition is seen o he 1K,

=l
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b
u
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Ey in 22

Fip. 7. Yowel closses i the Fy o Fooplane.

Speech deta "™ This data set consists of Indian Telugn
vowal sounds o coensonant-vowel-consonant  conext
uttered by three speakers in the age group 30-33 vr
Fig. 7 shows the typical featore space of six vowcl
classes f67, faf. Jif, Fufl Jef and fof with 72, 89,
172, 151, 207 and 180 samples, espectively cormespond-
ing to the features #, and £, Here &) and &) denote the
first and second formant ffequencics  which  wern
obtained through spectm amalysis of the speech data,
Detaile of the feature cxtraction procedore can be found
in reference (16). The classes are seen fo be overlupping
and their boundaries are ill-defined (fuzzy,

The data sct includes the aforementivmed 871 prasise
samples and 102 imprecise (incomplete) samples, These
imprecise samples on Fyoand Foowere coded by the
traincd personnel, These imprecise sumples werne ignored
by wome of the curlier warks & il were incapalie of
handling them.

Tix fimed the performance of the proposed algorithm on
this duta sel, the welal available 993 samples (insluding
both precise amd imprecise data) is divided 10 digjoint
roaps where seven are ul stee 97 and fhiee are of size 95,
The ulgorithm was repeated 10 times considering 1t
dillerent traiming sels. [noeach deration, one group was
congidered as the training set and the remaining nine
groulr wens condldersd as to constitote the tost sct. Lhe
resulls obmined by averaging those corresponding to 14
dilTerent ferations are shown in ‘Table 8.

Hepatic disease data ™1 Thix dula set is concerned
with ihe medical diaghosis of hepatic diseases. It consists
of 308 patients {samples) and 20 laborarory tests {fea-
turcsd, and to be elusifed inwe Fve hepatic disease
classes.

The available 568 samples were divided in reference
(40,41} into two parts: the training sct with 468 sumples
and the test set with 100 samples (20 fom vach class).
We have also considersd the same raimng and test daa
st b implemnent the proposed system on this data set,
Ome ol the ianpontant characteristics of these data is that «



Partitioning of feamme space for paitern classificarion

Tuble 8. Recognition score for the vowel classes as in g, 7

1985

YVurivws proup

% Recognition sonte

Creralk

of Arcmal classey
chuices i ! ! ol fef Tl yooTe
First Comect Cheice G104 BT 94.24 9342 AE61 81.37 8500
Sevond Correct Choice 2247 1h.20 5.29 5.16 18.31 17,96 1299
Crbier Corcet Chaice L L.07 0E? 1.02 244 67 1.70
Fully Wrong Chodcs 173 000 .00 Lh.CHE .64 .00 0,31
Table 9. Becopniiion seore o the hepatic discase data sct
Warous graop % Recognition score
ot Actial clasees Crverall
cheices 5 Fl [ [ [ Scome
Farst Correcl Choice 100 0.0 H54l A0 E0L.0 T B0
Second Correct Chnica [HNH 10,60 50 15.0 150 9.0
Oither Correce Choice a0 a0 10,40 540 5.0 3.4
Fully Wrong Choice HEH 30 KL (.0 0. La
Table 10, MisclassiGeation rulss (ERRrw b of some existing fmzzy classificrs on 1ris and appendiciti: daty soe” ™™
TIATA Existing fuzzy classificrs
sels FERT QUAT FHS ML FuM HEeM HIER FkNN PIES
Iris 47 33 50 4] T 6.7 47 33 33
Appendicits 208 13.2 151 13.2 i 21.7 0% 132 -

gignificamt number of zamples docs not hove o0 the
values of laboratory tests (fhe only tests camied out
may be sufficicnt to declde the discase by o physician).
In a sense, these samples are aseful to venfy the syslem™s
capability of handling incomplete (missing) samples and
also of handling large number of [eateres, The recogm-
don system is lesmed by the ahove training sen and
obtained 104 fuzzy if—then rules. The results om (he fest
sct are furnished 0 Tuhle 9.

6.5 Compirison of rexuliy

Results of the proposed syatern on four real dala sets
has heen provided proviously, These resulés are now
comparcd with some well known ey and clasaical
clussificulion algorithims hased on their reported results
in the llerature.

Resulis of some existing classitication algoritdums
based on fuzzy set theory on both Lris and appendicitis
data sets were reponed in reference (19) in terms of the
carimatod misclassificatiom tules comsidenmg different
methods such as hold out {learning and test on the whole
data sct), leaving-onc-out aod 2-fold cross validytion
(divide at eandom the duta set into bwo parts, Twining
reapectively on sach part and fest on The whole) ele. The
leaying-ome—oul method (ERRpy) is considered as the
most representative to cstimate the performance of a
classification system. So we huve wsed hene the

ERR ) vulues ol various leeey classiiters lim relerence
(197 [or the proposed comparison on the Inis and appen-
chicilis lala.

In reference (19, the misclassification rates (ERRry b
were reporied for Tour methods based on fuzey pattern
matching ['rmcedures("z] (Twrwy integral wicth perceptron
(PERP}, quadeatic (QUIAL) criteria, fast heuristic search
(TFIR) with Sugeno integral amd fuery padern malching
with minimum operator (MIN) ), three methods based on
ey clesering plmeduresﬂj] (fuzzy c-means (Heohd),
fuzzy c-means with histogram (HFeh) and hisrarchical
Twery c-means (TTTHRY) aud the My d-neurest neigibor
algorithm (FANNL.Y Again, ERRyy of a recent fuzzy
approach based on parlitioning of fealure space (PEEITY
on Iris data set is also readily available for comparison
porpose. The best results of estimated error rates
(ERRy ) for these fuzzy approaches on both lris and
appendicits data sets are furnished in Table 10,

For classical metheds, we have uscd the results as
available 1o reference (44,45} comresponding fo the fol-
lorarings metheds: limear discrmimant (I3 and quadraie
diseriminant ( QD" nearest neighbor (NN Bayes
imdepemdeni (BT apd Bayer secend order (B2),7
neural networks with back propagation BPY™ and
ordinary dilTerential squation of BP {ODI,T™ devision
tree methods like optimal rule of length 2 (OR2),7%
clagsification and regression trees (CART) ™ predictve
value maxioieation ruls {P’VMR}.“'U’ The hessl values of
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Table 11, Miselassification cates {880 of some existing classical classificrs on Iris and appendicitis data setg™!11

DATA Fxisting ¢lassical classificys

seis LD Q0 MM BI B2 kP QObE IR CART  PVMR
Iriz 20 b XY 67 160 33 27 20 47 40
A ppendicitis 13.2 264 17.9 174 189 142 132 104 15.1 1.4

Table 12, Owerall recopmition seore (52) om Iris duly set with difforent seeorsey factors (90
WVarious group of choices Accuraey facroms (b}
0.01 002 0,03 004 (.05 .06 047 (k08

It Cammect Choice 1L} ILLARYS T TOHLIR HILE TEHRLD 11180 9933
Second Coirect Choice 0.4 0.0 .0 L0 0.0 {0 0. [h5F
Fulky Wromp (Chaice: 111 0.0 (Hy] (L1} 0.0 i 0.0 00

FRE v on both Iy sod sppendiciliz duly sely [or these
classical wethods (as reported in references (44,45 arc
reprekduced m Table 1L TLas (o e mentionsed here that as
one feature of the appendicits data was baving some
missing  wilues, the rosulls meperied inomelerenocs
(19,4:4,45) were based on only the other seven featurs
vilues,

For comparing the performance of our procedure with
the abeve two-siule methods, we considered only the firge
carfect chodees as the cormect decisions ynd ehe remaining
are: considercd as the nsclassafcation. So the values of
LRy for the proposed method are found o be noll (1.c.
0 on both Ty (Table &) and sppendicids duta ses
(Table Ty Cur neeogmion seores are ssen b be gher
than those of the cxisting methods as considered in
refcrenees {1944.450, We therefuore can conclnde (il
the proposed syswem is beler (performance wisep than
mosl of the extsing classical and Ty classitication
methods,

Ti is tn he obeerved (rom the vovel recognition pro-
blemn that the conlusion in recognizing a sample con-
sidering the firsr ohoices Ties, in genemal, only with the
ncighboring classes consiiluling @ viowel (nangle. The
similar finding were also obtained with the previows
investigatons’ ™ considering procise  inpuifuulpui.
The overall recogniton score of the proposed system
i alwny Foumdd G be Denter than the earlier resultst ™" on
the vowel data sei

The recognition score of our proposed algorithm on
hepatic disease data ser is far better than those of
reference (H121). In those approaches, the actual featore
wvalues wore coded there with 3—6 numbers (0 - 3) for
their implementation. Again, seven feamrves from the
availahle 20 features wore first of alb sclected there vking
rough sets.™™ The recognition scores in refercnces
{4041y were [ound to e 620 and 7405, reapeciively,
It contract 1o this, we did not find any ditficolty to utilize
all 20 feamres with their actoal (and mizsing) valics and
the recommition score (with emly firsr cfoices) was found
tr b B5.0% with omly 104 lwery if4then miles. For
comparing the performance of the proposed systom.
we have also implemented the system bases on the this
data sot with the same seven [egure values (ool codas) as

wsed] a0 relerences (0410 and found 93 fuzey if then
mleg while the rocognition seore with first cficices was
observed oz 81.0%:,

Effect af acvaracy focior (8). In each of oor experiments,
the value obtained by the equation (2) is considered as
the accuracy faceor (&), But the value of & can be any real
mamber satisfying che inaquality {1). Forexample. for the
Iriz data zet the vaiue of § was considered as 0.0441581
using the equation (2) whereas ic can be any veal number
Iying hetween (LOCHGEOGT and 00816482 [equation (1)].
T show the effect of & in the proposed method on the Lris
data set, we have considered different values of & and
correspondingly cstimated the perfonnance of ow alzo

rithm on the bis data ser using leaving -one-oat method as
shewn in Table 12,

The smaller values of & are scon to provide better
results than the higher values of & on the Iris data sct, But
the smaller values of & may Dnd some sumples o be
classificd as the null chodces in many other problems
(when the teaning sot 13 nor s Zood reprascnldlion of their
pattern clazses ), 50 we prefer to consider the value of & as
in couation (2,

T CONCLUSIONS AND DISCUSSION

The present article proposed an efficient fuzzy parti-
tion of a feature space 1o generate fozzy if-then mles for
pattern classification. The bagic idea of the method is o
decompose the whole feamre space into some overlap
ping hyperboxes depending on the reladve posibdons of
the patrern ¢lasses represented by theit inmnang samples.
Therefore, a teanire space is avtomarically divided here
imeo 4 few hyperbones of differenr sives using the fruining
samples, Ultimately s classificabiion svslem has been
[ommuiated which has the Nexibility ol acceing the
precize (numerical) as well as the imprecise {ambiguous}
patterns both in learning and classification phases, The
imprecise informition are gronped inio foor calepories,
namely, incomplets, mixed, interval and lingoistic in
form.

The effcetiveness of the system has heen demonstrated
om sornes Kynihelic dats sets, The practical applicability of
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I |

| CORRECT |

| Conventional two states

f————— CORRECT———— WRONG o

I T —— } .\{ Proposed four states
! First Corvect Choicss | Pully
:G{Jmct Wrong
| Chotees hririenss
CHher
Clorrect
Chotees

Fig. % Comventonal two state versus propossd four state outpat,

the system is verificd on foor real data sels such as the Iris
data sct, an appendicitis duly sel, a speech data secand a
hepatic disease daka set. The basic characteristics of such
datn zets arc that these comsisl of mumy lesloies and
moreover a good mumber of samples were seen o he
incomplers and iprecise. The perlfommamee of the pro-
posed system are found to be superior than the existing
classification spproaches on s daiy selx

The cutput decisions of the existing conventional
classifiers are usmally categorized into two hard stales
as correct and wiong. Each of these classifiers 15 de-
signed to apply to some particular sitwations. I they are
aprplied in the sitvations different from their aimed ones,
then satisfactory resolts, in peneral, are not obtajned.
Apain, there exist some fuzzy sot theoretic approaches in
the literature which penerates furzy if—then moles from
mzimerical (precize) data for pattemn classification pro-
blems. One of the serous shortcomings in these ap-
proaches is that those are oot applicabls to higher
dimensional feature spaces. Most of the approaches
are also incapable of handling imprecise data,

It is to be observed that the proposcd system docs not
assume any discribution of the pattermn classes. I the
Laining samples represent the pattern classcs to a reason-
alvle extent, the proposed system is found to give geod
results in all possible sitwations. Morcover, the imple-
mentation of the proposed svstem on & problem (with
many featurcs and classes) s quite simpls as con be
observed from the detailed algomthm furmished in the
appendix, The coneept of aecurey Duclor Nalso coverage
factors) is found o be very efective. In one side, 1
conirels o represent the possible uncoversd portions of
the pultern classes by the raining samples. On the other
hand, il manages 1o awed the formation of very small
hyperbexes which could produce nnexpected effects on
the proposcd classification methodd,

The recugmiiion score ol (he proposed classification
system i5 categorized into four scates, namely, firs
carrect, fecond correct, otfier corraet and Sufly wong
choices. In other wornds, the correct cheices of the con-
ventional systems are equivalent to the firsi correct
cheices of the proposcd system and the wrong cheices

have been decomposed here into secand correct, other
corvect and fully wrong chofces, This 15 cxplained in
Fig. & Note further that if the training samples represent
the classes tn a reasonable cxtont, the fidly wrong choices
set becomes nearly null as observed from the expen-
mental resalts In the previous scetion. Becnuse of the
Mexibility, the proposed system has a provision of
improving its efficlency significantly by incorporating
second and ofher cheices under the control of a super-
sy schernme.
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work, and D HL Ishibuchi for varicws discnssions with him
which belped me w [ormokie the present classification
scheme. T'he aothar also thanks I M. K. Pal lor his
constructive criticisms which greatly help to improve the
preseniaion ol the aricle.

APPEMNX A, FEATLRE SPACE DECOMPYISTT TN
FRINEDURE

The detailed alyorthm of the proposed [eaiore space
decnmpogition provedore s deseribed here. Tet § he the
nunber of fraining symples om elass ) und x; clengis
the ith fegture value of the kh sample from class &
(e 1200 N J— 130 M F— 1,20 ) As-
sume that §; and wy denote tespeciively the lower tost
ancd upper mosl sample waloe of Gealure T oin cluss O

Initially depending on the relative positions of the
classes (Rining samples) in the feaure space, te rain-
ing sample seis are sohdivided inue few sobclasses.
Assume that m represents the namber of such subclasses
and orgif) represents the parent (original} class of jh
subclass (f=1.2.... LHL

In rhe proposcd procedore, the whole feanmre space is
decomposed into g overlapping hyvperboxes, et moxy,
denate the munbet of subclasses represenced by the Ath
hvperbox & (h=1.2,....q), and 55{/1, &) denote the
yubalass comesponding e the &b merher represeniel by
Sy ik =12, .. nmossg).

Dnaring the process of gonerating hvperboxes, we find
candidale regions proceeding [rom the lower and upper
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sides of each individual feature axis. Assume that rpr,
repiesents the number of clasies comlaines] in the candi-
date  region  considering direction & (0 = lower;
T —uppert ol deatore &, G=1,2 ... N and
poed £k denotes the aubelass comesponding to the Eth
member in that candidate remon. Assume also that
density, represents the number of ssaonple peints captured
hiy the candidale rewion considening dircetion o along the
Tealure axis Fy

The basic conceptz of the proposed feature space
decomposition procedure have becn introdoced in Sec-
tion 2. Yo now describe its detailed algorithm.

Algurithm: Decompesition of feature space.
Stee 1o (Tailaluealion)

(a1 i — 1.
by j=1
= LT(E. {‘{f-'} AT L{P-Ei&. {”}

(dy <> Mibenf—=/ | | and poo 1{c) Otherwise

= [.L‘.}ﬁ,{ ug}— win {*‘u}J &

(ed I0F =2 & then muke =4+ | and go te 1ih),

(A m=M;qg=1;h=1;ncess =m; ss{h k) =k for
E— 1.3 .. mexs,. (Here & reproscnts the hyporbox
currently being processed.)

Sdrep 20 (Finding candidate regions)

[y = 1.
(b & = O (Lower dircction)
h— i il
i _-'—.-r.»[-'..ijn.lz-l—l.f:.. s { “II
.ﬂpr:" =1

.r:lpr:." — r.:pr!‘-" I 1 and pried i, nprj"] —h
i1y — 1B 2 where j = ss{fi X}
for &£ = 1,2, .. messp.

Iind

Ly = mil {J';,-} :

SR ) itk B it
Ly = min Ta
T Al )L i - i}

It (LA < L) and ({8 — €40 = &) then wh — Uy:
Otherwise if (&) = Us) and (U7 — £4) = =) then
ubd = U
Olherwise wbf = (T + 715372,

densiiv? = 0,

densiny’ = demsire? + 1,
if wy; — ub? < g; where f = ssift, k)

for k — 1,2, ... noess.

Again,

densin? = densing | |

iy — m’rf =
and il L'E:I = wb where j = ssih k)

for =12, .. ;cssy and &1 = 1,2, 1.

(cy o = 1 (Upper divection},

ub = s {uyh.
b ] =12 e,

rprd = 0,
npr? = aprd + | and prid.ionprd) — k

il sob w2y where § — ss(f k)

lork=1,2,... ,ncs8,.

[Firnd
L — max Tag}.
e el =] D s
Foiinzcs TN {fr;.}-
Ii—g.r:,,'_-'.l._l__':.—'_,'.',.....-ml.l',"' :

If ify = Lol and ({4y — La) = o) then @ = Ly

Otherwise iF (0 = b and (T2 — T = 5} fhen
1 = Iy,

Otherwise 7 — (£ +12)/2.

densin® =0,
densing = density] —

IRl =y where f — salh, &)

for bk =1.2,...,nc85,

Arain,
densiry’ — densiny 4+ 1

i Ty ey and iF e 0k where § sl k)
fork=1,2,... ., ncespand k1 =1,2,... 4.

() If 7 - & then make § =i+ 1 and go to 2(b).

[In Stop 2, wacious candidate wegions a foond pro-
ceciting trom fhe lower (Le, o = Qus o 2(h)) and upper
(e, d=1 asin ek mdes of each individoal feature
unin. Wole thal in this siage we mahe use of he
coverage factors (28] by which the formation of very
sanall regions are avoided. (herwise soch small
regions conld provide somme unexpected effect on
the classifcation methasd. ]

Step 3 (Sclection of optitoum hyvperbox from the can-
clithule Terdons)

. - a
mincd = TThITl L
ki1 "'.-'{‘l-q'J }

maxdens = max {densiny? }.
d=tili =12, W amors =mingt

Find the direction a]c:ung"ﬁfim the featire axia f tor
which

densilyy — mevdeny und aprf’ — pexel.
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Mow the subclasses Cs belonging to the set prifa I
and satisfying {ry — #bP) > & are decomposed into
twao subclasses. In such cases, the traiming samples for
which their fth featre value less thun or equal oo alf
are kept in the same subclass, Then a new subclass is
seperated as o= m 4 1 and org{m) = ore(f), and the
rernaining samples arc put in this new subclass. As
soon as we make 4 new subcluss, the number of
subclasses in the cumenl hyperbox  awomatically
increases to #ess, = nossy, — Loand ss(h, neswy ) = e
The values of §, ay, i, and sy, = L2 .. N ate
recalculated for fumre procossing.

IF miwsy, = mprt. @ new hvperbes s genersed (ie
g =g+ 1}, and in the new hyperbox, put those sub-
clawses wiich betong o the sct 55040 but oot beleng b
the set pr(D 1. Subsequently the remuining sub-
clawsew {1e helong to the set pr[ﬂ, 4 are only kepl
in the current hyperbox and make ncss, = rpre.

Step & (Detcrmination of represenlalive membership
function)

I 5 new hyperhos is generated in the previons step and
nessy = 1 then go to sep 2

Otherwise processing ol the corrent hyperbox is con-
sidered to be completel. So the parameters of its
mambership funclions Ti(edl. & +0) lequation (3)]
(f=1.2,....0) arc now deteominaed as Tollows:

hm

L= s
F=arh ) =0 2 e { o } ’
L - juitiky g :'E
Skl k), T
o = (D + /28 — (L L2
and
T =&
Step 5 (Stopping condittony

Make i —=h + 1.
Ik = g. then po to step 2.
(hherwise soop.

The aboee alporilhom yutomatically generaces g h}fper—

boxes based on the truining sumples of M classes.

1

o]
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