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Abstract

It iz shown that the joint distrtbution function of several order stansfics can be expressed in
terms of the distribution functions of the maximum {or the minimum) order statistics of suitable
subsaniples. The result is used to derive explicit capressions for the expectations of functions of
order statistics from certain families of distributions which include the expomential distribution
and the power Tunction distobution. The tesults generalize earlier work by the guihors {or @
single order statistic.
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1. Imtroduction

Lat X, X7, ..., X, be independent random variables with distribution functions £, 55,
... Fa tespectively and let Xy, < X2, = - = X, denote the comesponding order
statistics.

We set ¥ = {1,2.....n}. f §_N then § will denote the coroplement of § in &
and || will denote the cardinality of 5. The rth order statistic tor the set {X;ji € §} is
denated by X5, The distribution function of X, is denoted by £ g{x) When there is
no possibility of confusion we will write X instead of X;c and M,y instead of H,5.

The distribution of the rth order statistic X, can be expressed as a linear combination
of the distribution functions of the maximwm (or the minimum) order statistic for
varions subsets of {X7, 3%, . X, }. In the jargon of reliability thcory this simply means
that the reliability of an ‘r out-of &" sysiem can be expressed as a lincar combination
of the reliabilities of all possible series (or parallel) systems formed out of the »
compinens. We state the result next; for a proof see Balasubramamian ot al. (1991).



14 K Bofasubramanian et al (Jaurngd of Staristical Plamning and Inference 533 [19906) 13-2§

Theorem 1. For 1=r=n and nz2 :

() Henlt) = 205 T igpon A1 ('l';'] - f_) Hisis ()
@) Baln) = T Vs mpsian =1 ( 5i-1 ) His(x).

Theorem 1 alse follows from the well-known work of Feller (1268). One can abtain
the distribution function of X.., using (5.2) of Ch. 4 there to obtain (i) of Theorsm 1.
The motivation behind obtaining the result in Balasubramaman et al. (1991} was to
use it to get explicit expressions for the moments of functions of order statistics for
distnbutions such as the exponential, for which the minimum order statistic is again
exponential, or the power function distribution, for which the maxinoum order statistic
again has a power function distmbulion. The purpose of this paper i to obtain a
generalization of Theoremn 1 to the case of the joint distribution function of several
order statisiics. We will show that the joint distibution function of X, = X.. <

s Xy where ry =y = - = atx < xp < - = x can be expressed as a
lincar combynation of terms of the type

His s Y s, mx2) - - Hig s 050 {1
or of the type
Higix }H1-_5'1'[It—1 ¥ HL-.';_._[IH (2}

where 8,8, ..,5; are pairwise disjoint nonempty subsets of & We indicate how the
esull may be used to pet expliont expressions for the product moments of funetions
of order statistics from distributions such as the exponential or the power function
distribution.

2. The main result

Let 1=p < rp < o0 < penoand let B p (X, 22, ...x) denote the joint
distribution function of X, X, ... X,

Theorem 2. Fov 1=5r <= < - < nsEn k=i we love

Herred X1, X2, LX) = L(-, |]E {r—il&|} H (

Jorany x| < xp = - < xg; where the swmmation is over all collections 15,55, 5
of pairwise digicint nonempty subsets of N,

"JI
S - )Hlm:s.(xj}.
|'

Moie that in Theorem 2 as well as in the rest of the paper we take the binomial

coefficient ( ‘p) to be zero whenover ¢ = p or g <
g
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We can give g result similar to Theorem 2 using the minimum order statistics in
various subsets. We give the result next,

Theorem 3. For 1 <r <+ < < psm b=n we have

Hf1:?:.--4';:n|[x1,1'1,...,xk:]
4
3 [ Jh &=
= f ! Z_.—r['? nil Jl-'&.-l_:' —\.:l ”. - I_.'EIEL
z : H L -ﬂj_:ls.l'l = Tk —i 1281~

Far auy x) < 3z < - = Xel where the summation i5 over afl possible collections
[8),....85:] of pairwise disjoint nonempty subsets of N,
Affowing x| — oo,xz = oo, 1 — oo, Theorems 2 and 3 give

3 [y fr |5|}H( HI-S'II )—I

i=|

armel

ey
(e i1} "
S H (H_ ﬂ-1|3| m._.-) =1

respectively. These combinarorial idenrities may be of independent imterest.

The proof of Theorem 2 is deferred to Section 4. The proof of Theorem 3 is similar.

3. Expectation of functions of order stutistics

In this section we make use of the identities of Section 2 to obtain expressions for
cxpectation of functions of order statistics.

Suppose the random variable X has an arbitrary distribution function F{x). Define
the following two familics of distnibution functions with a positive parameter A

Family 1. FYx) = [F(x)}, 1= 0.

Family W Fax)— 1 —[1 = F(z)h
[n the survival analysis literature this family is known as the proportional hazard rate
maodel.

Let X" have distribution function F*(x). Let X7.Xz.....X, be independently dis-
tributed as X4 XUt ¥} regpectively. Then

Hygste) = [ [ #0x)
€8
=ItFeor
133
=[F(x)]"* = Fh(x),
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where
is=y A
ey
Similarly. let X7, have distribution fanction Fy(x). If X, 45,.... X, are independently
distributed as X, .X.,,. .., X, respectively, then

Histy=1 -0 ~ Fale)

1EX

=1- [0 - #ea)

i &
=1 =11 = F(x)* = Fy,(x),
where
=%
)

It follows from Theorems 2 and 3 that

f_'-'[ﬂ'(z]fn T Hrf‘i.?!]:r

b, ik Si -1
P E {—]}E.-.{r_- rI&.l]H(EIJ f;;’-_ _r_)g'{f-.'sl-.---u‘?-sﬂ (3)
il bt

L]

and

E{g(Xey s s X )}

- Z{_]}Ei_l{r: t+1-il%]] ﬁ |-S1r1| x| o3 P
i1 H_l::'=1|*1'-’:."| — P41 LA 54
(4]
where the summation is over pairwise disjoint subsets 5,5, ....5 of N,
(i) = E{@(X V) XX < xR oLl oyl
xpn[;{[i.} o Y . X.:J,,]]
and
goliiao o de) = E{@(Xinee o XMy < Xey < -+ < Xt
*Prikiny < Xy < 0 =< X
Here g and g, are assumed to exist and to be finite.

An example of Family I
1. Consider
i =
Foy=(5), 0<s<8 6>0,
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then
i x4
Fix) = (-é) , 0gx<d 01> 0,

which is a power function distnibution.
if

[
Q{-xh""xk} = H'I;I‘.! 'xl':"}"'}! i=1L2.... k:

then

s [ ] )6

R

ﬁ{ A }
o Z; oy

Hence from (3}, we get

E {ﬁ X:.':,,}

o ) frrsnn( Iﬁjisl )H{ st }

ZJ. ]{5\5_.. +!5]

where the summation 15 over pairwise disjoint subsets §.5;,...,5; of AL

An example of Family 11
1. Consider

Fizy=1—exp]{- x}, z=0,
then

Filxy—- 1 —exp{—dx}, x=0, 4 =0
which is ap exponential distnbution.

If

4
glep, ... 0 ) = exp {Ef-m} y
1=l

then

k I
pliad) = [ [ e {Z a:-x,-}ﬂuz- exp{—dox;} Hx;

e’
Dax) oo oy S

17

(5)
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Making the transformation & = w202 =) © i, X0 = Wy + Mg b | 1y, we bave

N STy
i L5 29
_k | ;
4 (EAE —gf) i+ -4 (g — fﬁ]”k}d“! duz - dug
B [T &

Zf ll[_';-f == ﬁ}l:f: 2[:';-.1' - 'rl'} B {';-J:' - Iﬁ.‘}-

Hence from (4) the joint moment penerating function of &, ......X. .. 15 given by

Wl:ﬁ._.,.,!'.;.}

—L{—I}L fm—rt1 i, }I[(n— i I.S -1 g J.)

PR
* HJ’:I /‘ﬁ.'
ol N k B ]
Yilhs — )25 a0y — 1) (A — &)
where the summation is over pairwise disjoint subsets 57, 8.....5 of &
Expression (6} is similar to the joint moment generating function of all order statistics

derived in Bapar and Beg (1989,
In particular faor k& = 2, (6) reduces to

(6)

it r2)

_Z{_]}Z [ —1—i] %]} H(H_ ;5!|;||_ )

. [1_ (’_'*_'..’E_ﬂ_l [| g __‘.«"]_',
R Ay, + Ag A%
It 15 easy to see that

"l'{lfhfﬂ

S b s T s — 1
Z{ 1} [[(ﬂ 'Ej:ilsl;l—rj__r_
J“' AL .'+t—5f.l"t.
Z;( )j'rlz;.; "'}E'?ir

.-"_‘j‘ -4-.-“;2 =0 =
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and hence
E{X7 X0}

2
- Crlei|e |S;| ]
= § (- 1y L=t} ,-_
> - =51 ne

%l tds, o= (o 4 1
o i (L—H)_ N
A Hds N w0 J ATy + Ay
For @ = = 1, the above reduces to

E{ X nXeat

= it R e L] = _ff.'l -1
mEos (- oin. )

Ag{ds, ~3is,)
As(ds, +Ag P’

where the summation is over pairwise disjoint subsets 47,5 of AL

4. Proof of the main resnlt
We will need the following result.

Lemma 1. Zet f{1) —ag+af+ - +ap and let b, =3 o v =0,1,....n. Then
the coefficient of ¢ i ef (07t -1, |t| = 1, is b,

Proof. It is easily verified that
Lf(F) = bg =t — 1 )bo + byt + - - + bat")
and therefore, when [¢] = 1,

IjEI}zbn bt - i-l'.'r.ql“"—z—tb—n

1 l
ERTTRRTVISS LRS!
and the result follows, O
We now introduce some notation,

Let Ay, § = 1,200,005 j = 1,2,....k be evemts such that 4;) T4y C - Ty for
every £ For O=o <= - Sap=n, let

Pla..m] = Priexactlys, Ays ocour, j=1,2,... k)
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Note that since 4, CA-, r=12,.. k-1, the condition 0o S € -+« oy s
necessary for M, 10 be positive,
Let
Pla..a — Priat least o; Al ocour, j=1,2, -k}
=3 3 Pusar (7}
1 FE Iy =0
Definc
Sty = Z Pf{r"j 1 Mg, Aizbs

where the summation is over I, 0, ...,
nalities ., fa,. ., [y respectively.
We wish to express P,
Consider

[71 e

frk_}=EIH'[er.-‘1n +12|:

—ZZ 2k

A I

Gl ...

whete xy 15 #n indicalor function. Changing # — -

g, Wwe get

G(1, ot} = HOb1, o)

33
SRS RT

where the last spmmation s over = <o = - --

1,
Fr::. ] = coellicient of uf' --- i..rf" in
Myt HE
iy, ...
wi— erfug =) o
MNovw
n
Gttt} =E [ [{01 —~ as + (2

=1
+t — Vg, + 1)

DD B ORI

Ji i

Iy, disjoint subsets of {1,2,...,

e e

Euf Wt

Ay —1)8

n}, with cardi-

2, W0 terms of Sy, a.

+ (s — N )+ 74t

PUumUz NI R R

SHE, 3ol Mg,. L h

it

)
ue Plan,m)

Zay. We bave by (7} and by Lemma

(8)

)

B+ (o1 — ) —

i1l
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=Y Y - 1 - 1P - 1Y

A Je

leil u':l;:l+'l.1 i u_;l-l'...+_.'i—|S.fhf_3r“_J~_ {9}
Since (7(f, .. .4 = H{u, ...,z ) we get from (7)), (&) and {9) that

) = cocflicient of w}' --- W in (9}

R W=t
= I o — 1 ®r — 1 — 1 wy —j1—j—1
WM ( jk el ) f_' ] }Z'*" o E':" TIS_-"l-_p‘z.-- i

FEFH = ]

*
|_1|.---|

(1)

Identity {10) is a generalization of Eq. (5.2} of Feller {1968, p. 109).
In order to obtain Theorem 2 from (10) we set Ay = {&; < x;}, where x| < x; <
- < x;. We make a rearrangement of the terms and write jy, 3, ..., 0 in ternis of
|31, 18, ... o |8z
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