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1. Introduction

In praceical sample surveys atl the possible samples arc nol generally preferred. The
sampling designs which climinate {or assign very small sclection-probabilities to) the
non-preferred samples are called controlled sampling designs and have been considered
by Chakraborty (1963), Avadbani and Sukhatme {1973), Foody and Hedayat (1977},
Srivastava and Saleh (19853}, and Kao and Nigam (1920}, among others. In this paper
we show some usefulness of {-designs to obtain controlled sampling designs.

2. Main resolis

Lot # be a finite population of units labeted 1,.. ¢ ..., Associated with ¢ are
two rcal numbers [y, x;), values of & main variable 'y and & closely related ausiliary
variable ‘¥ respectrvely, ;= /X, X = E:‘:l ¥ Let p be a fixed size (—#) sampling
design with p{s) as the probability of selecting a sample (set) 5, m, Fyp T ..., 88
the inclusion-probabilitics. Assume plr) = 095 € ¢ where the sample space p consists
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of My sample s, M; = ‘::f L i=11,2,... Assume that
plE)=a+ }_j Bixi, s £, {1}
[1=0)

where =, f;7s are suwitable constants.

Consider a controlled sampling design p: commesponding 1o p as Mllows. The de-
sign g1 is based on a RIB-design with parameters (v, & 5 2 where each variety i3
identified as 2 unit and each hlock as a sample. Thus # = % and & = . Lol 3y denote
the collection of all samples sa obtained (e the reduced sample space). Assign

misy = Mf pe) (0) if & € vy {otherwise) {23

Further, sssume that Lhe above BIB-design Is a ¢-design, Le. in this design every
m-tuple of vanctics occur logether in a constanl number Ay of blocks (mle) Tt is
known that for a r-desipn

t k
4 = b g
0)-0) @
Theorem 1. Consider a sampling design poas givert in (1) and its controffed version
;o 2V I a i-design is wsed te obtain p. then

LT N1 KR S T 4]
Proof.
Ty i (p)= 3 ol
-3 {a +37 B

— M, {ﬂ! + ﬂfl X+ — ﬁl'r—l X } {5}
+Mr Z ﬁk . A

LA )

where Z' denotes summation over all s(£ ) comtaining {iy,..., 4 1] Again,

i, L) '—% Z” [IZ ﬁ,!_r:-:|

feE

M, g
=] I_::l “la—l {'1 + ﬁnxh +---+ ﬂli.-—l i } + A Z ﬁi L
k

{7t )

wheu E” dennotes summation over all s(< p,) containing {i,.. ., 6 )
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By virtue of {3},

My . M
Tﬂft1—Mg Ly ?L'l

[Tence the theorem. L

iy =M,

Corollary 1. [, therefore, folfows from Mukhopadhyay (1972) that
nl'n-..!r{P} = ni1...1.t(P| }s k— ]-7 2,.. sogli—, 1.

Theorem 2.
Suppose

-
POET RIS B BT
=t igiEs
where 4, v v'F are suitable constants. Consider py ax given i1 (2). If a 3-design is
used to obtain pi. Py =wd p1 ), and i g d-design is used. m,(p) = mp{ g
Proof. Similar. T

Example 1. For Midzuno's sampling design, condition (17 1% satshed and the mtio
estimatior is unbiased for population total ¥. The contrilied design p preserves the
unbiasedness of the matin cstimator.

Kxample 2. For estmntmg the populatmn variance S5 — S (Y= RN — 1), the

ratio estimator .S’ kR — {3353 )8% (when ¥3, 5% are sample variances) is unbiased under

the design pls) = s Mg!:-r, & £ 7. The same estmalor remains unbiased ynder p..

Remarks. For estimating ¥, Srivastava (1985, 1988} and Shtivastava and Ouyang
(19923, b) suggested an elegant class of estimators

where
mlw) = 3 glw),  alw) = piwir(w),
T=T)

w i3 a sample (not necessarily of a fixed size), Hw) 15 2 suilable weight. Suppose we
restrict to fixed size sampling designs p. If

gls) = p(syr{s)=a+ > fix,

ize

for suitable constanis =, §'s, then the strategy (71, ¥ } 15 also unbiased for ¥,
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