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1. The problem of estimating the parameters of normal and binormal populations
from truncated samples has been considered by several authors including Fisher (1031),
Stevens (1937), Cochran (1946), Hald (1949), Cohen (1949, 1950) and Des Raj (1932, 1933).
The object of this paper is to obtain in a simple way tho largo samplo variances and
covariances of the maximum likelihood estimates (from truncated and censored samples)
of the parameters of a very gencral class of distributions, namely thoso admitting suffici-
ent statistics. The long and tedious calculations involved in obtaining tho expected
values of tho second order partial derivatives of the likelihood function have been by-
passed. For simplicity wo shall consider univariate distributions only, but the analysis
is the same for multivariate distributions linearly truncated in one variate.

2. It has been shown by Koopman (1036) that, under certain regularity conditions,
the necessary and sufficient condition that a distribution depending on p parametera should
admit a ect of p jointly sufficient statistics is that the probability density function of the dis-
tribution be of the form

Sz, 0) = exp{ ZuylG)vilz)+A(2)+ B0} w (1)

whero uy’s and B are functions of 8's only and vy'a and A are functions of z only and &; etands
for 8y, 0,....,0,. It may also bo noted, as shown by Tukey (1949), that if a family of distri-
butions admits a set of suflicient statistics, then tho family obtained by truncation to a fixed
set, or by fixed sclection also admits the samo set of suflicient statistics.  Wo shall consider
tho problen when the population (1) ia truncated at z,’ and 7,° = 2,'+ R and a random samplo
of size N gives n, mcasurcd obscrvations in tho range R, n; unmeasured obscrvations in tho
lower tail (—e0, 7,') and n, unmcasured obsorvations in the upper tail (zp°, «c).  We shall
consider the cascs when (i) #, and n, are known ecparately, (i) n,4ny = N—n, is known,
(iii) tho entire samplo ia taken from tho range R.
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3. Case (i) Tho likelihood lunction of the parnmoters is given by
L= Come.+n,|oga,(o,)+n,luga,w,)+g:.,(o,)z‘.-,(x.)+z,1(x,)+n,,li(o,) . ()

whero a0 =] /(, Oz, Cy0) = [/(z,a ). @

Let I,,. 9,....,9, be a solution of tho maximum likelihood equations

L
2, =0 {(r=12...p) e (3)
oL J an
whero 0 ="'au logG, + ".,7—— log0,+ E5* ¢ Tk gg e (8)
and Ty= };V;(I.'L o (6)
Now, if L = log ¢, we have
u.o_u)?u.
S [#Hanm - )
1Y

a3 dL

80 that E (‘_7_0 log¢) = E(.To) =0 e (8)

assuming that differentiation is possiblo within the operator Zf. In this caso E denotes
expoctation over two stages, first for fixed values of ng, n, and n, and then fur all possible
samples of sizo N,

Thus tho equations of expectation (8) and the maximum likelihood equations (4)
aro similar. If a solution of equations (8) bo

E(T}) = A0, E(ny)), v (9)
then a solution of the i likelihood equations would be
Ty = Aif), n). e (10
Thoreforo, E(%) = -
190,
L L\ =L -1 ;
This gives [E (00 )] = [(0-—0,00.)1--5(:-). '._'] e (12)

whero the matrices aro non-singular.

Thia shows that tho right-hand.sido of (12) simply gives the large sample variances and
covariances of the maximum likelihood estimates.
Also, it is casy to sco that

[{ (50'7’1' }' -;] = l(‘%—?;ol: n-s(n),.-;]' e (13)

80 that the *ostimatod information matrix’ ovaluated at tho maximum likelihood point is
simply given by tho right hand side of (13).
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4. Cuse (ii): Tho likelihood function of the paranicters in this caso is given by
L = Const. +(N—n,) log (7, +0,)+ Iog Jiz0p). we (14)
As Dbefore, tho cquations of maximum Jikelibood

oL

9, = 0 (r=1,2,..,p)

and tho equations of expectation
E(.w) =0 (r=1,2.,p)

arosimilar. In this case E denotos expectation over two stages, first for fixed values of
ny and then for all poasible ramples of size N.

Proceeding as Lefore, we establish that

e W (2 T )
({2 (200 bms ) = (Gotdnam 0 0mi) "

The right hand side of (15) givea tho large samplo variances and covariancesof the maximum
likelihood estimntes.

8. Case (iii): In this case a sample of size N is obtained from the truncated popula-

tion
J*x.0) dx, 7 <z T, o (17
R 3
where 1°20) =[ [ /(z,o,)d:] £.8). . (18)
20
Tho likelihood function is now given by
L= Euk(l)})T,+%A(n)+‘\'ﬂ(0,)—1\' log G(0)) w (19)
s
where Gy = ] f(x.8)dx. e (20)

We note that the maximum likelihood equationsand the equations of expectation are
similar. I[ a solution of tho cquations of expectation bo

E(Ty) = M0),
then a solution of the maximum likelihood equations would be
Ty = A0y
17
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oL 1L

Thorcfors 56795,)5 = = £ Jo793,) w (21

This leads to [e (‘;)%:]] [(aoi;g . ']' -2

whero tho matrices are non-singular.

This relation showa that the information matrix can bo simply calculated from
tho right hand side of (22).

Again, it is of interest to noto that

[(oag;al: il [ (,m‘m }‘ _‘]. - (23)

The relation {23) bas an interesting geometrical interpretation. If the surface generated by
the likclihood function be called the ‘likelihood surface’, then the so-called Gaussian or total
curvature K of the surface at the maximum likelihood point is given by

I 6‘L|
90,90, ___ e (24
" [ N
. oL
Sinco 0—0-‘);= 0,
y o | =L _ A or
wo have K IOW ;= | (00 | . e (25)
Tho information function {or tho intrinsic accuracy) therefc the G

curvature of the likclihood aurface at the point represented by the maximum likelihood
estimate. Following Huzurbazar(1949),it can be shown that the maximum likelihood estimato
actually maximisea the likelihood function and that a solution of the system of likelihood
cnquations is unique.

6. As an oxamplo, consider the normal population

K4+Z)}de
svme (i3]} o
with origin at tho lower truncation point z,.

Let tha sample of sizo N consiatof n, and n, unmeasured observationa in the lower and
upper tails respectively and n, moasured obsorvations in tho truncated rango. From the
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equations of maximum likolihood, wo have

Simlolon il v

iz":- “'[n (l+A)'—n,d'A -g n.h' ‘] Q(h 5),
1

whero L = VLﬁ]np(—h"{?), 1, = \/_I exp(—A"%2),

» -
1 3 1
a, = \-/E-r_l. oxp( ~— ¢ /2)d!, ag= 72=ﬂ!. exp (=13/2)d!

»ewr B,

" '
Then, L == Const. +n, log a,+n, log a,—n, log o — %q - 2%; w, 3)—; P¥, 5)..

Aa an il ion of tho calculation of tho el of the information mntrix,
woe take E (':73:1‘ .

9 —3L R 13 R LR » WP
Now, 7«7'—="';‘a:“+2"';' -k a‘"'_'__+ Q(h 3)+o,. P(h:v)

Therofore, £ (_

ML) _ (—m

Jo? )n-E(n). -

LAEGE) (al: =) = Fr i —a—ay w1y}

= otlo?

In this connection we noto that in the caleulation of tho clements of the information
matrix, as given by Colien {1950), E{n;) should bo substituted for 2, if tho sampling schemo
consists in drawing random samples of & fixed sizo N so that mg, n, and n, aro random
variables. Tho reason why Cohen has used tho oquations of maximum likelihood for the
calculation of cxpociations is the similarity in form of tho equations of cxpectation and
tho equations of maximum likelihood, a8 shown in this paper.
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