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1. IxTroDUCTION

It is wellknown that if A(ppxXp)=Xy{:pxn)Xj(in,xp) and
B(:pxp)=X,; (:pxn,) X (: nyX p) aro two p-variato sample dispersion matrices based
on n, and n, d.f. réspectively which are independently distributed in Wishart's form
with the same parameter matrix S and if tho roots of tho determinantal equation
|A—0{4 4 B)] =0 be arranged in order of magnitude such that 0<8,<0,<0,... <0, <1,
then tho joint distribution of the roots has been obtained by P. L. Hsu (1939) by
analytical methods and independently by S. N. Roy (1939) by the geometrical method.

The density function may be written os
LI A LY
F(k, vy, vy) = CRy vy, ). UL 037 (1-0))2 ‘H‘ 0:-9) e (L)
=1 >,

P(m;LH_l)

where C(k, vy, vg) = w12 l'.‘l - 1 - ,
mr(g)r(a =) n(=)

k = min (p, m,); v, =]n,—p| +1 and vy = ny—p+1(ny>p).

It is also observed by Hau (1939) that the same form gives the joint distribution
of Hotelling’s canonical correlations (1936) under tho hypothesis that tho two scts of
variates aro independent.

Let tho variates z;, 23, ...Zp Zpp1s «oos Tpog fOllow & (p+-g)-variate normal
distribution with the dispersion matrix

? g
Y4 ( Zn Ln)
g VT In
¢ Communicatod to tho 40th Soasion of tho Indian Scicnco Congress hold at Lucknow in
January, 1953,
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If now N stands for the enmplo sizo and the corresponding matrix of sum of
squarcs and products in tho samplo is cdenoted by

g
r (S" S )
g NS, Su

then under tho hypothesis 7f ( £,,=0), the joint density function of the canonical
correlations which are defined as tho square-roots of the roots of the determinantal
equation

18148207 81, —08,, 1= 0
will follow the snme distribution as (1.1) with
k= min(p,q) vy =Ip—gl+1and vy = N—p—q(¥> p+9q).

In the next section wo shall, first of all, discuss the effect of adding r extra
variates to tho g-set (where 42 p).

2, EFFECT OF ADDITION OF NEW VARIATES

If tho variates z;, 23, ..., %, Zpeys -oor Tpyq fOrm a (p+q)-variate normal popu-
lation with the dispersion matrix

2t
P ( “1 “ll)
LR Iy
then the eanonical correlations in the population as defined by Hotelling (1936) will

bo given by the square-roots of the p roots §, (0<0, <0, < ... €0, < 1) of the deter-
minantal equation

121420715y, =05, [ = 0
where it ie assumed that ¢ p.

Let now r oxtra variates bo added to the g-sot, so that now the variates
1 Taaeeni Tyl Tpaps Tpgaseeer Tpagh Tpaqess oons Typaqee form o (p+g+r)-variate normal
population with tho dispersion matrix

bid a 4
P sIn X Iy
gl ' IZn Iy

r NIy, Iy Iy,



OX SOME PROBLEMS IN CANONICAL CORRELATIONS

q r
T T 7 /% Iy
Jet Ay = p(Xy 1 Ey) and Ay, = e (21)
r\¥, X
n =/

Then the eanonieal corrclations in the secomd ease are given by the square-roots
of the roots $,(0 <, &3 <. &P, < 1) of the determinantal equation
[ApAy™ A= 05, =0
Wo now prove
Theorem 1:  The addition of r extra variales to the g-sel can never decrease the
aum of the squarcs of the canonical corrclations.

Proof : From tho property of the roots of a determinantal equation it
follows evidently that

IO = tr (35,715, 5,7),
(2.2)
o= tr (A A Sy )
Henco Lo —I0; = tr {Ayadpy A 8y = X Ty Y
= tr{(A)pAn A )= STy T )T ) e (23)

First of all, we should show that the matrix (A;2A2 '\ 3= 213551 ,) is

gsd4 B

non-negalive definite.  For this purpose, let Ayt = < )whcm Agis defined
r\B C

in (2.1).

Now following tho method of Hotelling (1043) for finding the inverso of &
matrix we have

7 r q r
g /2y Zyu A B g/s1 0
( ) =" ( ) e {24)
r\ Xy Z4 B ¢ r\o 1/.
Now on solring tho cquations for A, B, € in (2.4) , we have

A =Ty 4557 By Q11X I,

B e —X,715, 01,

and € = Ly 4 555718 015,07,
whero Q = (53— 'y i1 ) e (2.8)

(assuming, of courso, that @ should be non-singular).
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It may Lo noted that CQ = 7, so that C = Q-1

Henco Ay ANy =

A B S
=(:..::,,>(U c) (:)

= XN I BBy 1T QY T, Iy —
B 04 St SO SN DGR MM ¢« S DO ORI PP 3
Sy Sy 0 . (28)
Thus AppAy N — X518,
= DQ D’ —Z,,Q7 D'~ DQ 'L’ |y £(4 T4y 12y +
F I T 2@ Ty e (27)
where D = IY,0715,, and @ aa defined in (2.5).

But Zys T3 e+ T1sTay I T 00T 15 Q 1
= ZlZay 4 Ty T s T @y

= Z13857 Q4+ Z 0 T50)Q7 Sy = Qs o (2.8)
Substituting (2.8) in (2.7), we have at once

[T PP PR SPe Sl TN

= (23T = E) (T — T E) (S8 10— Tyy) s e (20)

But the matrix (Z33—I'3T4"Ey)~! must bo always non-negative definite,

Thus matrix (2.9) is non-negative definito and I,,~1 is non-negativo definito.
But sinco the traco of a non-negative definite matrix can never bo negative,
we must have from (2.3) E9,—X0,>0 or, o230,

lenco tho theorem is proved.

Further, sinco tho trace of a non-negative definito matrix is zero when and
only when the maltrix Is a null natrix, it follows :

Corollary 1: The ne y and  sufficient dition for ¢, = £0; is thal
Aph Wy = 52,712,
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Wo also prove

Theorem 2: The necessnry and sufficient condition for the sum of the aquares
of the canonical corrclations to remain the same in both situations {that is, before and after
the addition of r extra variales to the q-get) is that all the partial canonical correlations in
the population between .the p-sct and the r-set after eliminating the effect of the q-set,
should vanish.

Proof: The partial canonical corrclutions in the population hetween tho
p-set and tho r-set, after eliminating the effect of tho g-set aro given by the roots of
the determinantal equation

L T L A e D
—Y(En—IuZ, T =0 ... (210)

as defined by A. C. Das (1948).
Now, from (2.9), (2.10) reduces to tho form

HAL AL A = 1S T ) — P (S0 — 20T~ = 0. L (21])
Hence the necessary and suflicient condition for all 7’8 to vanish is that

Ay Ay = £,,.55708,

The theorem follows then, at once, from the corollary to Theorem 1.

Thus we reach the following interesting conclusion.

Testing the hypothesis as to whether the addition of r extra variates to the
g-set does not increaso the sum of the squares of tho canonical-correlations is equi-
valent to testing that all the population partial canonical corrclations between the
p-set and the r-set vanish for the fixed g-set.

The hypothesis Z/(S¢, = Z0,) ean be easily tested using the null distribution
of the partial canonical correlations as obtained by A. C. Das (1948). Now instead
of adding r extra variates to the g-sct (whero ¢ > p) if we add to the p-sct, the number
of canonical correlationa will not remain the samo. After the addition it will bo ¢
or p-+r according a8 ¢ p+r or ¢ > p+r respectively,

In the case where ¢ > p-+r the difference in the sums of the squares of tho
canonical corrclations is equal to

A (g A A — iy Zay 7 057 o (212)
P 4
Y > p>! » {4
whero Ay = ( " " ) and Ay = g(3,, 1 En).
r\Z, I,
65



Vou. 14]) SANKHYA : THE INDIAN JOURNAL OF STATISTICS {Parts 1 & 2
But in virtuo of the relations ir (4 B) = tr (BA) and tr{d 4 B) = trd 4 trB,

{2.12) reduces to tho form
trl(Agy Ay A — B2, 08 ) . {213)

Now proceeding exactly as in the previous method it can he proved casily that
Theorems 1 and 2 also hold for both the cases: (i) ¢ < p+7. (ii) 22 p+r.

Rerenrvces
Das, A. C. (1048) :  On tho canonical mulliplo snd partial correlations, Proc. fad. S¢. Cong., Patns.
Horxiuvo, H. {103¢) 1 Relations belween two ects of varintes. Biometrika, 28, 328-371.

(1943):  Bomwo new mictliods in natrix calculotion, Aan, Math, Stor., 14, 1-34.

Mavu, P. L, (1939): On tho distribution of tho roots of certain dvterminantal eyuations, Aun, Eugen.,
9, 230-259.

Rov, 8. N. (1039) 1 p-statistics or some gonoralisativns in tho analysis of varianco approprinte to multi-
variate problems, Santhyd, 4, 391-300,

Papar received: Oclober, 1952,

6



	001
	002
	003
	004
	005
	006

