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Abstract

We present in this paper a rather general method for the construction
of so-called conditionally exactly solvable potentials. This method is based
on algebraic tools known from supersymmetric quantum mechanics. Various
families of one-dimensional potentials are constructed whose corresponding
Schridinger eigenvalue problem can be solved exactly under certain conditions
of the potential parameters. Examples of quantum systems on the real line,
the half line as well as on some finite interval are studied in detail.

1 Introduction

Since the advent of quantum mechanics there has been interest in quantum models
whose corresponding Schridinger equation can be solved exactly. To be more precise,
by exactly solvable we mean that the spectral properties, that is, the eigenvalues
and eigenfunctions, of the Hamiltonian characterizing the quantum system under
consideration can be given in an explicit and closed form. The most important
examples are the harmonic oscillator and the hydrogen atom. An first attempt
in finding such systems has been initiated by Schridinger [1] himself and is now
know as the factorization method [Z]. This factorization method has been revived
during the last two decades in connection with supersymmetric quantum mechanics
[3. In particular, the factorization condition which is a condition on the quantum
mechanical potential for its exact solvability has been rediscovered and is now known
as the so-called shape-invariance condition [4]. In fact, there have been several



attempts in finding additional shape-invariant potentials besides those already given
by Infeld and Hull @

Other methods which are also closely related to supersymmetric (SUSY) quan-
tum mechanics are based on the idea of finding pairs of (essentially) isospectral
Hamiltonians [ B, [} B [. One of these methods, the Darboux method, is based
on the existence of an operator A and its adjoint A" which act as transformation
operators between a pair of self-adjoint Hamiltonians H 4 Eﬂ:

AH_ —H, A, HA —AtH, (1.1)

Obviously, H, and H_ are essentially isospectral, that is, there spectra coincide
except of a possible additional vanishing eigenvalue. Knowing, for example the
eigenfunctions of H, one can immediately obtain those of H_ with the help of the
transformation operator AT, This Darboux method, which has originally been ap-
plied with linear first-order differential operators A, has recently been extended to
higher-order differential operators where it is called N-extended Darboux transfor-
mation (with N standing for the highest order of the momentum operator appearing
in A) [ 3.

Another different method for constructing exactly solvable svstems has been
suggested by Abraham and Moses [§] and is based on the inverse method. As in the
Darboux method one starts with a given exactly solvable Hamiltonian and constructs
a new one whose spectral properties follow from those of the starting Hamiltonian.
Applying this approach to SUSY quantum systems it is equivalent to the Darboux
method [f].

In this paper we develop yet another method for constructing so-called condi-
tionally exactly solvable systems [[d]. This method, which is based on the SUSY
formulation of one-dimensional quantum systems has recently been suggested by us
in [15. It is the aim of this paper to present the detailed ideas of this approach
and to apply it to various physically relevant model systems on the real line, the
half line and those on a finite interval. In particular, we will show that many of the
newly found exactly solvable potentials contain as special cases also those found by
the other two methods mentioned above.

In the next section we will briefly review the basic algebraic tools of SUSY quan-
tum mechanics [, which will be used in the general construction method presented
in Section 3. The remaining three sections present a detailed discussion of examples
on the real line, the half line and finite intervals. To be more explicit, in Section 4
we construct the most general class (within our approach) of SUSY partner poten-
tials for the linear harmonic, the Morse and the symmetric Rosen-Morse oscillator.
Section 5 contains the corresponding results for the radial harmonic oscillator and
the radial Coulomb problem. In Section 6 we consider the symmetric Poschl-Teller
oscillator as an example on the finite interval [—x/2,7/2].
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2 Supersymmetric quantum mechanics

In this section we briefly review the basic concepts of Witten's model of super-
symmetric quantum mechanics [, @ This model consists of a pair of standard
Schradinger Hamiltonians

3

% + Vi(z) (2.1)
which act on the Hilbert space H of square integrable functions over a given con-
figuration space. In this paper we will consider systems on the real line B, on the
positive half line B*, and on the finite interval 2 € [—Z, Z|. In the latter two cases
we will impose Dirichlet boundary conditions, that is, the Hilbert spaces are given by
H=LR), H = {y € LAR")[|¢(0) = 0}, and H = {¢ € L*([-F, ]| (£3) =0},
respectively. The so-called SUSY partner potentials in (B.1)) are expressed in terms
of the real-valued SUSY potential W and its derivative W' = dW /du,

.!r'.ir:b=_

b | =

Vi(z) = %(l-t-f‘—‘{;;:} + l-t-”{:::}) . (2.2)

Introducing the supercharge operators

A= \% (% & I-t-'"{:::}) o \% (—% o 1-1-"{:;:}) (2.3)

the SUSY partner Hamiltonians factorize as follows
H =AA">0, H_=A'A>0 (2.4)

and obviously obey the relation (L1)). As a consequence H, and H_ are essentially
isospectral, that is, their strictly positive energy eigenvalues coincide. In addition
one of the two Hamiltonians may have a vanishing eigenvalue. In this case, SUSY is
said to be unbroken and by convention E] (via an appropriate choice of an overall
sign in W) this ground state then belongs to H_. This convention implies that
exp{[deW(x)} & H.

Let us be more explicit and denote the eigenfunctions and eigenvalues of Hy by
F and E*, respectively. That is,

aE Y = ST e
i A n e L 4 g 4 e R bl
Higs (o) = Exd=(x), n=0,12 (2.5)

For simplicity we consider only the discrete part of the spectrum here. However,
relations similar to those given below are also valid for the continuous part. In
the case of unbroken SUSY (within the aforementioned convention) the zero-energy
cigenstate of the SUSY system belongs to i _ and the corresponding ground state
has the properties

E: =0, t7(z)=Cexp { — / dr l-t-"{:::}} €H (2.6)
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with €' denoting the normalization constant. The remaining spectrum of H_ coin-
cides with the complete spectrum of H, and the corresponding eigenfunctions are
related by SUSY transformations which are generated by the supercharge operators

2.3:

2 - = oy —1/2 gt o et o TR NS g
Ela=Ef >0, gpa(z)=(ED)7PAYI(2) . yl(a) = (EL) "2 Ada (@) .
(2.7)
In the case of broken SUSY H, and H_ are strictly isospectral and the eigenfunctions
are also related by SUSY transformations:

E:=Er=0, o (z)=(EN2AWWHz), o (x)=(E]) YAy (x). (2.8)

With the help of the relations (R.6) and (£.7) or (E.§) it is obvious that knowing
the spectral properties of, say H . one immediately obtains the complete spectral
properties of the SUSY partner Hamiltonian /. These facts will be our basis for the
general construction method of conditionally exactly solvable potentials, by which
we mean that the eigenvalues and eigenfunctions of the corresponding Schrodinger
Hamiltonian can be given in an explicit closed form (under certain conditions obeyed
by the potential parameters).

3 The construction method

In this section we present a rather general method for the construction of condi-
tionally exactly solvable potentials using the SUSY transformations between the
eigenstates of the SUSY partner Hamiltonians H, . The basic idea is as follows. Let
us look for some SUSY potential W osuch that under certain conditions on its param-
eters the corresponding partner potential V. becomes an exactly solvable one. For
example, one of the shape-invariant potentials known form the factorization method
Q. E] As a consequence the spectral properties of the associated Hamiltonian H
are known exactly. From the given SUSY potential W also follows the corresponding
partner potential V_ and its associate Hamiltonian H_. As we will see below, this
potential is in general not shape-invariant but still exactly solvable via the SUSY

transformations (£.7) or 2.9).

In order to find an appropriate class of SUSY potentials we male the ansatz
W(z) = ®(x) + f(zx) (3.1)

where ¢ is chosen such that for f = 0 the corresponding partner potentials Vi belong
to the known class of shape-invariant exactly solvable ones. For a non-vanishing f
we have

Vi(z) = %['11"’{;::} +®(2) + f2(x) + 28() f(z) + ,f’{:::}] . (3.2)

If we now impose on f the condition that it obeys the following generalized Riccati
equation

[ x) +2®(x) f(x) + fllx) =b, (3.3)



where, for the moment, b is assumed to be an arbitrary real constant, then the two
partner potentials take the form

fig) = ['if" (x) + ¥'(x) + b] : (3.4)
Vo) = ['11"’ (z) — ®'(z) — 2f(z) + IrJ] . (3.5)

Obviously, V is, up to the additive constant b/2, a shape-invariant potential and
therefore exactly solvable. With the help of the SUSY transformation we can now
also solve the eigenvalue problem for H_ for the above given potential V. which,
due to the additional z-dependent term f° will in general be a new non-shape-
invariant potential. At this step we already realize that the free parameter b has
to be bounded below, as SUSY already requires a strictly positive Hamiltonian H .
and already justifies to call

] bt

Tl ] bt

This is a first condition on a parameter contained in V.
it a conditionally exactly solvable (CES) potential.

The crucial problem in finding new CES potentials is to find the most general
solution of the generalized Riceati equation (B.3). For this reason we linearize this
equation by making the ansatz

o u'(x
J(x) = — logu(z) = (z) 3 (3.6)
gy o w(x)

which brings it into the form of a homogeneous linear second-order differential equa-
tion

u"(x) +2®(x)u'(z) —bu(x) =0. (3.7)
The general solution of this equation is given by a linear combination of two linearly
independent fundamental solutions

w(x) = auy(x) + Fus(x) . (3.8)

Hence, besides the parameters contained in ® and the parameter b the new CES
potential V. will also depend on the real parameters o and 3. Note however, that
only the quotient «/F or 3/a will enter V_ as a relevant parameter. In other words,
depending on the actual situation one of these two parameters can be chosen (with-
out loss of generality) to unity. The remaining parameters, however, will in general
be not arbitrary real munbers and have to be chosen such that the corresponding
supercharges

(e t) . a-fy(enar L) e

are well-defined operators leaving the Hilbert space invariant, A : H — H. AT : H —
H. A sufficient condition for that is to allow only for nonvanishing solutions (B.8]).
Thus the parameters have to be chosen such that u is (without loss of generality) a
strictly positive function. Indeed, this condition also guarantees us that the potential

V. (z) = %-11‘-‘ (z) — %qf{:;:} + ’i{{:; (2 ®(z) + ’:{{:;) = g (3.10)

on



does not have singularities inside the configuration space. So H, and H_ have
indeed a common domain H. This condition is actually the most difficult part in
our approach.

For all shape-invariant SUSY potentials, which we have considered, eq.(B.7)) can
be reduced to a hypergeometric or confluent hypergeometric differential equation.
That is, the two fundamental solutions u; and u in (B.§) are expressed in terms
of hypergeometric or confluent hypergeometric functions. Finding the proper linear
combination leading to a strictly positive solution is very difficult and in general can
be obtained only by inspection (numerically and/or via the asvmptotic behaviour
at the boundaries of the configuration space).

Besides the above mentioned necessary conditions on the potential parameters
b, ev. 3 and possible additional ones contained in @, we will further restrict these
parameters in the following respect. Let us assume that the SUSY quantum system
(B.1) is unbroken (broken) for f = 0. Then we consider only those values of the
parameters for which the system with f # 0 remains to have unbroken (broken)
SUSY. Hence, due to our ground-state convention, we have the following additional
conditions:

exp { f d l"f"{:::}} = u(x)exp { f rr';::'ll{:::}} ¢ H for broken and unbroken SUSY |
exp { — f da W {J}} = [u(z)]~" exp { — f rr':::'i'—'{:::}} ¢ H for broken SUSY .

exp { — f de W {J}} = [u(x)]" exp { - / n':;:'ll{:::}} € H for unbroken SUSY .
(3.11)

In the following we will consider several examples on the real line, the positive
half line and a finite interval. Both, unbroken as well as broken SUSY svstems will
be discussed.

4 Quantum systems on the real line

In this section we will consider two examples on the real line in some detail. These
are the linear and the Morse oscillator, which both have a unbroken SUSY. Note
that there are no known shape-invariant potentials on B which allow for a broken
SUSY. Finally, we also briefly summarize some results for the symmetric Rosen-
Morse oscillator.

4.1 The linear harmonic oscillator

The first SUSY system we are considering is characterized by alinear SUSY potential
$(x) = x which gives rise to a unbroken SUSY with potential

Vi(z) =3 (2* +b+1) . (4.1)
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The energy eigenvalues and eigenfunctions of the corresponding Hamiltonian read

Ef=n+b/24+1, o1 (z)= [-,/'f_i'”ﬂ"]_ 2 H, (x) exp{—2?/2} , (4.2)

where H,, denotes the Hermite polynomial of order n € M. Clearly, positivity of
H, implies the condition b > —2.
The general solution of (7)) can be given in terms of confluent hypergeometric

functions []E]..
u(r) = F {— L: i —:::"‘] + Bz, Fy (gf-é.. -_:= —:::"’] g (4.3)

and has the following asymptotic behaviour for r — +oo

iy — (2 [ o L1L/2) [(3/2)
ul ) = |2 ( I{h+i}+ 31{, 1)

Here and in the following I' denotes Euler’s gamma function. From this asymptotic
behaviour the condition on the parameters o and 3 for a strictly non-vanishing
reads |3/a| < 20(2 4 1)/T(22). Note that the right-hand side of this inequality is
positive as b > —2 and that o must not vanish, that is, it can be chosen equal to
unity, o = 1.

The potential V_ can be obtained from (BI0) and explicitly reads

1 , b+1 w'(z)(, , wiz)
3 T — 9 -+ m |:2.L + m} (4.5)

where u is given in [{3). The eigenvalues and eigenfunction for the associated
partner Hamiltonian H_ are found via (B.6) and (E7) as SUSY remains unbroken:

) (1+0(z]™"). (4.4)

V_im] =

By=0, ()= oo (a2},
s exp{—x=/2
En=E;} Yon(x) = {=e/2} 1/2 (H )
[v72n+inl(n+b/2 + 1)]"
Figure 1 presents a graph of this family of potentials for b € [-2.5,3], « 1
and 3 = B(b) = 1.5 x (2 + 1)/I(®2). It clearly shows singularities for FJ < —2
as expected. In Figure 2 we keep b = —1.9 fixed and display the potential V_

for various values of the asymmetry parameter 5. Again singularities appear for
18] = 2I'(2 + 1)/T'(%2) ~ 0.08569. Let us note here that the potential (L) has
previously been considered by Hongler and Zheng [I§ in connection with an exactly
solvable Fokker-Planck problem. which is closely related to Witten's SUSY quantum
mechanics [

Special cases of V_ have also previously been found with the methods mentioned
in the introduction. For example, the special values b =0, o = v and 7 = 1 lead
to u(x) = v + (/7 /2)Erf(x) (Erf denotes the error function) which is the result of
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Mielnik [f. For b =4N. N € N, o = 1 and 3 = 0 the conditionally exactly solvable
potential reads

et I_‘J e Hapn_s(iz) e Hyp_qlix) : v l i
Vilg)= 5 +8N(2N —-1) —H-_;;.,r{i:::} 16N —Hx_;;._r{i:::} + 2N 5 (4.7)

which has previously been obtained by Bagrov and Samsonov @] via the N-order
Darboux method. See also where, in particular, the cases N = 1 and 2 have
been discussed.

4.2 The Morse oscillator

As a second example we consider the Morse oscillator which is characterized by the
SUSY potential

Oiz) =y—e™, =0, (4.8)

where the condition on the parameter v results from our ground-state convention
(see Section 2). Changing from parameter b to

p=v¥+b (4.9)

the corresponding potential ([3.4) reads
15 ;
Vilg) =5 > - (27 -1)e" +p%). (4.10)

The (discrete) spectral properties of the associated Hamiltonian H, are

E::_%{n;.-_n—l}'—’—k-‘j;,_ n=012...<v-1,
2y — 2n — 2)[(n +1)]"* . &
.qi.:{:;:} — { ] n } {Ti’ + } E’T—n—l (':XIJ{ —e—T :]‘:{":r' — g — 1}}LL_1—_n—‘_’}{2r:_:} 1

I'(2y—n—1)

(4.11)

with L¥ denoting the generalized Laguerre polynomial of order n [[7]. Obviously,
positivity of H, implies the condition

p>v—1. (4.12)

With the above SUSY potential the differential equation {E} can be reduced
to that of the confluent hypergeometric equation and in turn the general solution
reads

u(x) = ae™ 0 B (v + p, 1+ 2p, =2e77) + Be= =2 Fi (v — p,1 — 2p, —2e7%) ,
(4.13)
which has the following asymptotic behaviour for ¥ — —oo:

L1+ 2p) o r(1-2p)
2 T(1—y+p)  DPT(1=~ —p)

u(r) =o

+ O(e”) . (4.14)
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From the asyvmptotic hehaviour of u for & — 400, which can trivially be extracted
from ({1.13), and the form of the SUSY ground-state wavefunction

s (z) = Lo xp{—rr — e :
thy () u(z) exp{—yz — "} (4.15)

one finds that SUSY remains unbroken iff 3 # (. Hence. we can set it equal to
unity, 7 = 1. The positivity condition of © can, with the help of the relation (}.14]).
be translated into conditions on the remaining parameters. These are

'l —2p) it sl I'1—2p)I'(1 4+ g —=y)

M1-p-1) 1 D1+ 2p) 01— p—7)° (4.16)

pay=4,

which have to be obeved simultaneously.
In Figure 3 we have shown the family of potentials

]. F F . 'r £ 1 £

Valz) = 5 e — (":r‘ + %) eF 4y — % + ?:'{{:; (Ef:r' —2e7% 4+ %) (4.17)
for v =0, =1and p € [0,4]. Note that from { the allowed values of p for the
given o and 7 are p € U2k + 1, 2k + 2[. These admissible ranges of p are clearly
visible in Figure 3. Figure 4 shows the graph of V_ for the cases a % 0 and 4 = p = 3.
Note that the last condition in ([L18) now explicitly reads o > —4/45 = —0.08889.
The violation of this condition is also clearly visible in Figure 4 via the singularities
in V_.

To complete the discussion of this example we finally give the discrete spectral
properties of the corresponding partner Hamiltonian H_. As SUSY remains unbro-
ken the ground-state energy vanishes, £, =0, and the corresponding eigenfunction
is given in ([L.I5]). For the excited states the discrete spectrum is given by E, , = EF
and the associated wavefunctions explicitly read

b (2y —2n - 2)I'(n + 1)
V() Lpz —(v—=n—1)' 2y —n—1)

172
] 27" lexp{—e™ —x(y —n—1)}

 (n+ DL o)+ T L@z
u(x)
(1.18)

4.3 The symmetric Rosen-Morse oscillator

As a last example on the real line let us briefly discuss the symmetric Rosen-Morse
potential (sometimes also called modified Poschl-Teller potential) which is charac-
terized be the SUSY potential

$(x) =~ytanh(z), v>0. (4.19)
The corresponding potential V| reads
vy —1) ~*+b

Vilz)=— -
+Hz) 2 cosh® 2

(4.20)
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and for v € M is known to belong to the class of reflectionless potentials, which are,
for example, important for the construction of explicit solutions of the Korteweg-
deVries equation [19).

For the above SUSY potential (B.7]) can be reduced to Legendre’s differential
equation and the general solution is given by

u(z) = cosh™7(x) [frP,:[rf{'-h}m{Lemlj x) + :'EQETT;{'- h}'I'Q{tanhl :::}] (4.21)

where P* and Q% denote Legendre functions as defined in [I7]. We leave it to
the reader to investigate the proper admissible ranges for the potential parameters

b, v, 3 and ., and only remark that the family of partner potentials

cen . Y+l  ¥-b u(z) Lo () -
-Am)= Scosbis | 2 u(x) AR u(r) -22)

will contain new reflectionless potentials (via the choice v € M) and thus may, for

example, allow to find new explicit solutions for the Korteweg-deVries equation.

5 Quantum systems on the positive half line

As examples of new CES potentials on the positive half line we consider in this
section the radial harmonic oscillator, which allows for unbroken as well as broken
SUSY, and the radial hydrogen atom problem.

5.1 The radial harmonic oscillator with broken SUSY

The SUSY potential for the radial harmonic oscillator is given by
.
b{x)=x+ —. (5.1)
T

This SUSY potential leads to an unbroken SUSY system (f = 0) if the parameter
is negative. This case, which has already been discussed in some detail in ._ leads
to rather strict conditions on the potential parameter b and in turn gives rise to a
very limited class of new CES potentials. Therefore, we discuss here only the case
of broken SUSY, that is, v > (.
The potential for the partner Hamiltonian H . reads
For=1) ... 81

. & L
Vi(z) = 5t 5@ e 5 (5.2)

and gives rise to the following spectral properties

b 2n! ek 2 s
5 Dy W) = xte™™ E e ':_J P 9 s
‘E’n ...T.’-l-...,+1+2 3 il‘w{;} |:l‘{ﬂ.+":r'+ lllllrg}j| € Ln {J } {c] ‘1}

Positivity of H, leads us to the condition b > —4~ — 2.

10



The general solution of eq. {(.7) is expressed in terms of the confluent hyperge-
ometric function and reads
)= m-IFI{—E.,":r' + 3, —2%) + Bz~ 1Fi(3 - »IT: - 1,2 =, —a?) . (5.4)
For small 0 < @ < 1 this solution behaves like u(x) = (o + F2'=27)(1 + O(2?))
and as a consequence we have to set 3 = 0 for SUSY to remain broken. Note that
exp{— [ de W(x)} = exp{—2?/2} /27 u(z) and cf. eq. (BI0)). Therefore, without loss
of generality we set & = 1 and consider from now on only the solution

w@) = R4y + L —0) = iR+ By L2Y) (65)

leading to broken SUSY. This solution will have no zeros if b > —4+— 2, a condition
which we have found before from the positivity of H .
The partner potential reads
P
: ¢  y(y+1) b+1 u(x) Ty . am)
Voig)=— = e == | b — + : 5.6
(@) 2 2 2 u(x) r  ulx) :8)
and is shown in Figure 5 for v = 0.5 and various values of b, As expected there
are singularities in V_ for those values of b which violated the above condition. The

eigenvalues of the corresponding Hamiltonian H_ are identical to those of H, given
in (5.9) with eigenfunctions

1/2
21! 2 : u'(x) )
() = gitle=T/2 | Lo+ (p2) 4 7
¥ @) (n+y+i+30n+v+ 1;’2}] C ( ) 22 u(z)

(5.7)
which follow from the SUSY transformation (2.§).
Finally, we note that for unbroken SUSY (I = —v = 0) the special case b= 0 of

(%)

u(z) = a + 202* f dt et (5.8)

has, in essence, been discussed before in 0] B1].

5.2 The hydrogen atom

The SUSY potential for the radial hydrogen atom problem is given by

~

G(x) = ; — ,;_ , ay>0, (5.9)

and leads to the partner potential

n y(y+1) 1 i
Vi(x) = —3 + % Fe (b+a* /) . (5.10)

11



The spectral properties of the associated partner Hamiltonian H, are well known.
For simplicity we give here only the discrete eigenvalues

2
-
Ef =

1 242 =
& —m+§(fJ+{r. 1y ] , neNy. (5.11)

Then the positivity of H, leads to the condition

p=vb+a?/v>af(y+1). (5.12)

In the present case the general solution of (f7]) is again given in terms of confluent
hypergeometric functions

u(z) = e~l@/THel [m- 1=y —a/p, =274, 2px) + B(2px) T 1 Ey(v+ 1 —afp. 27 + 2, Ep:;:}]

(5.13)
and has the following asymptotic form for large x
. '(—2+) - T2y +2)
e pyY—alp lp—alvlz | o ! ; ! e |
w(z) = (2px) ¢ & ] f— + Byt T—alp) (1+O(x7")).
(5.14)

In order to find all conditions on the potential parameters we first note that

g (x) = T) xTe 07 (5.15)

and, therefore. the parameter o must not vanish in order for SUSY to remain unbro-
ken. Hence, without loss of generality we may put o« = 1. From the above asymptotic
form (f.I9) we can now also deduce further conditions on the parameters from the
positivity restriction on u. Summarizing all conditions we have

P(~2)

- I{-29) Ti{(v+1-—a/p)
7+1" Ty=o/d

"T(—y—a/p) T(2v+2)

1 O

P> (5.16)

In Figure 6 we give a graphical representation of the first and second condition. Here
the grey area shows the forbidden region due to the first condition and the black
area the forbidden region due to the second condition. In other words, the allowed
region of the two parameters v and p for a given coupling constant a, which is set
equal to unity in Figure 6, is the white area.

The CES potential for the hydrogen atom problem reads

.

Vo(@) ==+ - o L + LG + Lt (5.17)
xT

Dep ¥ 2 wz)\vy z  ulz)

Figure 7 shows this potential for a =1, = 0 and v = 2.8. According to the
allowed region for p with the others as fixed above is given by |, Z[U |2.5]. The
singularity appearing for p = 5 is clearly visible in Figure 7. The other singularities
are outside the plotted range of 0 < x < 2 and therefore not visible. In Figure 8
we keep v = 2.8, a = 1 and p = a/7 fixed and show the potential (5.17]) for various

12



values of 3. Note the singularity appearing for 3 < —4.39554 x 107" according to
the violation of the last condition in . Finally, let us also remark that for the
special case p =a/v (i.e. b =0) we have

2az

u(z) =a+ B2y +1) dttiie (5.18)
0

a result, which has previously been found in [T].

6 Quantum systems on a finite interval

As example for a quantum system defined on a finite interval we will consider here
the symmetric Poschl-Teller potential, whose SUSY potential is given by

®(z) =ytanz, >0, (6.1)
leading to a unbroken SUSY with

v+ 1 h— 2
(7 }+, ¥

Vi(z) =
+a) 2ros?x 2

(6.2)

This is the well-studied Poschl-Teller potential, which gives rise to the following
spectral properties of H . :

[

N 1 2 y
L: = E{n +14+n)"+ 5 — ., nelN,,

(6.3)

H1+n)D2y+2+n) 1 gy
(Y +1+n)2y+2+n) cost?x P72 (sin) .

oy —
JEI"'T.' {‘I"} iz I\{_” + 1} r+nt+l/2

Again, positivity leads to a condition on the parameter b, b > —2v — 1. However,
for later convenience we introduce another parameter p = 1/~ — b and in terms of
this, the above condition reads

0<p<y+1 or peilk . (6.4)

The general solution for the corresponding differential equation ([B.7) is given in
terms of hypergeometric functions

u(x) = as Fi(—42, 2 2 sin® ) + Fsinz o Fy (=32, =342, 2 sin®z) . (6.5)

Obviously, as a necessary condition o must not vanish in order to have no zeros in
this solution. Hence, we will set o equal to unity in the following discussion. From
the values of u at the boundaries of the configuration space,

LR0G +7)
NEETI )

D(=e)r(==e)
I(1+ Z2)r(a+%2) |’

u(+n/2) = ; (6.6)
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we also deduce a condition for the remaining parameter [3:

s TR - 228)
|.'I‘ | { i) l.._{]+:.r+-p}l.._{|+?_p}

(6.7)

Finally, let us note that SUSY remains unbroken and the ground-state wave

function for H_ is given by
cos™Y &

u(x)
Hence, (B.4)) and (B.7) constitutes the complete set of conditions on the three pa-
rameters 3,7 and p. The corresponding partner potential is given by

Vb = -1 ¥+ e + wha) (Eﬂ-'tan::: + M) 1 (6.9)

2eostr 2 ulx) u(x)

which is shown in Figures 9-11 for some special cases. In Figure 9 and 10 we have
set 3 = (), v = 2 and chosen real (0 < p < 3.25) and purely imaginary (0 < p/i < 4)
values for p, respectively. Figure 9 exhibits singularities for p = 3 as expected from
(B-A). whereas Figure 10 does not have singularities for the same reason. Finally,
Figure 11 shows the potential { for fixed v = 2, p = 1 and various values of the
asvimetry parameter 3. Here due to condition { we expect and actually see
singularities for 3| = 2.35619.

g (z) =C (6.8)

7 Concluding remarks

In this paper we have presented a method for constructing conditionally exactly
solvable potentials starting from the known SUSY potentials of shape-invariant (ex-
actly solvable) potentials. This method is more general then those given in the
literature before. In particular, most of the previously constructed CES potentials
correspond to the special case b= () of our method.

There are several ways to generalize the present approach. Obviously, one can
now choose the newly found SUSY potentials of this paper as input and try to
construct further CES potentials from these. In general we expect to find a hierarchy
of new families of CES potentials belonging to the initial shape-invariant one. In
the present paper we have restricted ourselves to those parameter values which
conserve the nature of SUSY, that is, SUSY remains unbroken or broken by adding
the f ='/u terin to the SUSY potential. This condition can certainly be relaxed.
Some of the conditions on the potential parameters have been extracted from the
asvmptotic behaviour of the solution u of @} Hence, these conditions are only
sufficient ones. In most cases we expect them to be also necessary, but there may
be exceptions. In any case, if one wants to construct some exactly solvable model
potential via the present method a detailed analysis of the allowed parameter values
is advisable.

We should also note that the present approach can be utilized to construct new
drift potentials for which the associated Fokker-Plandk equation allows for an explicit
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and exact solution. This would be similar to the discussion of the linear harmonic
oscillator by Hongler and Zheng [[§]. Let us also mention that one may choose
complex values for the parameters o and/or 3. This will lead to complex partner
potentials V_ whose associated non-hermitian Schridinger Hamiltonian will have a
real spectrum R3] 4. Finally. we note that all the known shape-invariant po-
tentials give rise to a dynamical group structure [25]. This group structure induces,
via the SUSY transformations (B.7)-(B:§). a related structure for the corresponding
CES Hamiltonian H_. For example. one can construct from the well-known ladder
operators of the linear and radial harmonic oscillator via the supercharges @ lad-
der operators for the corresponding partner Hamiltonian H_. It turns out that these
operators close a non-linear algebra [I5. A detailed discussion, in particular, of the
coherent states associated with these non-linear algebras will be given elsewhere [26].
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Figure Captions

The potential (LF) for fixed @ = 1, § = 1.5 x ['(2 + 1)/T(22) and vari-
ous ranges of the parameter b, Note that for b < —2 the potential exhibits
singularities due to the existence of zeros in u as given in ({.3).

: The potential ([LT]) for fixed o = 1, b = —1.9 and various values of the asym-

metry parameter 4. Here values of 3 with |3] = 0L.08569 violate the positivity
condition for u (see text) and thus lead to singularities in V_.

3. The CES potentials of the Morse oscillator. Here V_ is shown for o = (),

7= 1and p € [0,4]. The corresponding solution u is given in ([L1J). Note the
appearance of singularities in V_ due to the violation of the conditions given

in ([LIG).

: Same as Figure 4 but now for fixed v = p = 3 and various values of «. Again

singularities appear for o0 < —4/45 = —0.08889 due to the last condition in

finn:}

: The CES potential (5.6]) of the radial harmonic oscillator for v = 0.5 and

various values of b. Note that the allowed range for this parameter is given by
b> —dy—2=—4

Allowed ranges for the parameters v and p of the hydrogen atom problem
according to the first two conditions given in (p.16). For details see the text.

The CES potential of the hydrogen atom problem fora =1, 3 = 0,

~ = 2.8 and various values of p.

Same as Figure 7, but for fixed a = 1, 7 = 2.8, p = a/+ and various values of

3.

The CES potential (B.9) of the Péschl-Teller problem for 3 = (0, 4 = 2 and
0<p=<32.

Same as Figure 9 but for complex p, 0 < p/i < 4.

Same as Figure 9 with v = 2 and p = 1 and various values of 3.
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