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Instead of probing at the mputs and outputs of the first candidate,
we can peplace it with a circwit hoard that is known to be good. Then,
we apply the same test b0 the primary inputs and compare the autpt
vector atter the replacement with the old one, If the two vectors
arg ideptical, then the nriginal board was nnt Faulty and disgnoss
prowceeds with the remaining candidates, I they are differant and the
ngw one i3 comecet, then the origingl board was faulty and disgnosis
cun be terminated. Otherwise, the onginal board was Tuulty aod there
are stil]l unknown fanlts. The diagnosis otinucs on the remainimng
cundidates reordered according 10 the oew syiploc.

The rgsult of applying a different tost 10 the deviee can also be
usel by reorder candidites. For examnple, we cah move capdidates
CORNCCInG to corroborations wnder the now foat o the ond of the
candidae hst and move condidates connecting o vialations o the
front.

The ordered] camlidate st is sullicient for selecting (e best action
amiing the seme type but s nol sufficient for selecting aclions of
ditferent types. To sclect actions among differcnt types a thorough
anualysis o prohabilines snd sction costs 15 necessary [2. 4],
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Finding a Subsct of Representative Points in 2 Data Sel

D, Chawdhun, C. A, Mutthy, and B. B. Chaudhord

Abgracr—This vorrespondence deals with the problem of finding the
representative points from n dats sel C %% Two nigoritns are stated,
One of the alporithms o fod the (pogl best repriseniclive OF fecd
poiiits. The extension of these alporithies for thres or more dinensions
is also discossed. Experimental resulls an synihetic and real dfe data ave
provided which manifest the utility of these algocithms.

I INTRODUCTION

Consider a set of ohjects represcnied a5 8 poiof data in R
feature space. Given o data, e addeess the probtem of sclecting
a sl subsct of ng <2 » data thal foffelly epresents the spatial
e 2ation of the ariginal data, The solurion to this problem can find
applications in data compression, data clostedng [81, [14], patrern
classification, as well as stalistical parameter estimation [4%], [14]).
For example. in clustering, many algorithms start with w few seed
points, where each seed  point cepresents the corc of onc cluseer.
The minio distanee classifier or te R -nearest neighbar classifier
necds the seed puints as he best palletns lepresenting the classas.
Quile often, the tesr mpresentative poinr may e the sode of the
pattem set. Pengity wnd srode estimagion are twio classical problems
in statistics. Tn many situations, the pooblerm of fInding the hest
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Fig. 3. A wiangular distribution data of size 200L (a) Local besl meprassnta
live pennl, (b Clustes conter by applying C-means algodthm (€' = 10, &)
Almest 5% represantative polnes. (d) Almost 0% representuive poinlts

represenlalive points may be considercd as the gencralizatinn of mods
estunation and seed point defectinn problem.

Io his classical wotk |1], Parzen showed how W construct a family
of conxistent and ssymptotcally unbiosed estimates of probabilicy
density function and fs mode. The work was extended by Cwcoullos
[23, among athers [9]. In the ltemiure of clusier anolveis, there
exist several spproaches of seed point estimation [8], Macquoen [3]
chooses the first & data units in data set as the initial seed points.
Forgy [4] takes any desired partition of the dia units into & muiually
exclusive aroups and compuees the group contmoids a5 seed poinls,
Agtraban [3] computes the density for sach dat wnit as the oomber
of other data units within sorne specified dsaoce, ofders the data
units by density, umd chooses e one with the highest density as the
first seed poinl. The subsequent seed points arc chosen in order of
decreasing density, suhject to the syipulation that cach new seed poinl
i5 at least 2 minimum distunce awwey from ull other previouzly chosen
seed points. A sicnpler approach was sugeested by Ball and Hall [6).
Here, the overall mean vector of data sct is considered s the frsl
raed point. The subsequent seed points are selected by examining
the dats unils e therr iopul sequence and accepting amy data unit
which is at least some specified distance, say 4, from all previnesly
chosen seed points, The process is continued uncl & feed poinis ars
accumulated of the data set is cxhansted. Ling [11] suggests thal each
{#. ¥1-cluger has the property that ity elements are within a distancs
roaf al least & other elements of the s cluster, aed the ontire st
can be marked by a chain of links each of lengrh less tham or equal
o -, But there are no midelines shout £ and r.

Given n data, the problem is that of finding a swall subset of
na < dale that provides gpood representation of the original data.
Lel o representative point p reprosent ¢ data in s neighborhowd.
Tniwitively, p should be such that the sum of il distaoves [oom
these r dole 15 mitimum. Bul an exact algoedithin, which gives the
optimal represenfative point sor, is compotationally very sipsnsive.
See Section VI for details.
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Fig. 4 Svothctic data of two clusters of size 323, (a) Local best representative point. (b Cluster conter by applying C-means algocithm (£ = 2). (2

Almost 3% neprosentative poiots. 1d) Almost 105 ropresentative points.

Onr gpprogch for tinding the local best represeniarive points in
plane 15 dependeot upen the focal densities of the points. The desiry
of any point « iz assumed to be the nwnber of data points prescnt in
un apen dise of radiuy # around . Minimad spunning tree (MST) of
the data points 1% wied v decide the valee of & Toclidean interpomt
distunice 15 tuken as the edpe weight of the MST. The square root af
the avorage edgs weight o 13 raken 0o e equal to 4. A previpus work
by Blucthy [12] shows the imponance of . io the set sstmition
problem.

It may be noted that all the Aigh density points may not give good
Tepreseniative points hocanse many high density points may remeais
i oa small locality and e represettalives do nol cover tie entire
daka sat. Thus, the distance hetwecen any two gooed mpresenigiive
paingy chould be significant. The &, mentioned above has been used
tee fix the distance hetween any pair of represchtative pointz, Two

algorithms are prosented in this comespondence for finding the Incal
hest Tepresenifalive point gge The firt ulgorithm cun be used when
i 15 ixgd @ pricr, while the second algorithm can be wsedd when ns
is supplisd, The ufiticy of these wlporithms s successfully wested on
various artificial dita sets and 2150 oo a real life speech sound data s,

The ermanization of the comespondence i s follows, Section 1F
provides a few definitions ol represettaive poins. Section UL mves
{he description of two algorithms when the datw 1= [om #°, Section
¥ provides the resulis of the two glgorithms, Scction W deals with
the extgusion of these algorithms w higher dimensions and provides
the results of applyime theny on & speech recognition problem.

. A Frw DEFINTTIONS

This scetinn contzing @ few definilicns mebaed o locally hese
Tepresentative poinls and the basic scup under which e algucithos
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Fig. 5, C-shaped svothetic datn of siee 214, {3) Locnl best mpresentalive
oinis, {b) Cluster center by upplying C-meuns algorithm [ = 370 () Almost
50 represeniztive pointy, (d) Almost 1009 representative poinis,

in thes following sections have been stated. An example is given below
1 explain the definitions.

Exomple: & densily function f on a set [o, b] has been shuwn io
Fig. 1.

1} Mude that for every poinl o in A = [, &2.0z, 04}, then
exists an «r > 0 soch that

fix) = Fia0
I e

WY ELr — Fr, )

We denote cvery o £ A as foral st representarive point of .

2y Mo also than ficad > fiir) Wi £ (o, 0 and x £ wa. We
denote xy as the glamal besy representative point

3 Mot that f{x) = fig] Vo, ¥ € [zp.2e] = B und 30 = 0
such that fiz) = fy) whore ¢ € [#a. 0] and > £ (g — ¢, 20 £
Tn the procedures stated in dhe fallowing sections. we will be satisfied
il ume ur mure poinls belonging e Jzs, 6] may be lermed as Local
best Teprosentative point.

Note that he above example bos been stened Nor dengity Tunctions
in & The sated concepts are alse valid for #2, %2, ---.

Mo also that the basic idea behind local best representative puints
15 somewhat sinular 1o the notion of local seode, but ther: exists some
differeme. For umiformly distributed data, o mode does pob sxist but
w¢ Can choose a representative point [as i 2) of the above exanple].
These concepls are formully defined helow.

Drefindtion T (DL 1) For a see o with probability measure ., and
densily Tunction ., 2 point 2o £ o 5 said W be a Jocal represemntative
it if there exists an open set W containing .re such that f. () =
ot W £ V. The poinl ap is w local test representative point
if folza) is siricdy grester than f,{x) for al] o

BDefinition 2 (0.2); For @ set o with probability measure o), and
density fooo u point 20 € o 3 suid o be o global fest represensative
pointt of o if folwe) = falx) Yr e wand e 7 .

The definitiomy of giobal and local best representative point in the
finite number data points ave given below,
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Dfinition 3 (0.3 Let 5 = Jrq .m0 20 ) he Lhe pallern sel
of # points. A point oo s seid o be a plobal best representan e
poinr of 5 if

#FVo a8 > £V 0N 5
W E b Eay

where 1, ¢ i8 an open scb with center at @ and radios b, and ¥ denoles
the numher af points.

Moke that Definition 3 intisively reflocts the basic wdea of Defmi-
fion 2. Maore also that oo menlion has been made abour the value of
8. I may also be observed in the above definition that i may or
may not helong w5,

The dafinition of {ocel best repeesentative poing i the sample,
which i 0 be followed in (his comespondence, differs slightly from
the earlier definition.

Pafinition 4 {124): Let § = {a1,we, -0 @0 b he the sctoof »
randoim points, A pn ry da said o be o decol best represeianivd
peinr il

Ve s NS = #V 0 5]
Y, ko € S5 & pp.

We have afready noted that there is no guideline 2bout the value of
& The radins of the open dise, namely ¢, 15 an important impadiment
for detecling local best representative points. If the rmedios is very
large, then all the points in the data sl miay e within the disc and,
in this case, it may mot be possible to decide which one s the Jocul
hest representative point, I Lhe radivg is very small, then the open
dise may not contain encuab number of data points o be amenable
to make any degision (13]. In this connection, a mepsore of finding
the codins is explained below.

Ay a consequence of the above discossion, the radius & should
depend on the interpoint distances. We sssume that & 15 a function
of average of the syvars of the edge weights of M1 of the pattern
sel, namely 5, In ather words, # i5 8 funclinn of £, fn, where €, is
the sum of the cdpe weighils of MST of 5 (edge weight being the
Euclidean interpoint distance). In cur cxperiments, we tuke the ininal
valug of # 10 be equal to fi, = +/'F, /. It may be noted hore that
k.. has been shown to he nseful in sct estmation too [12]. We slale
helow a result invelving B, and ssl escimation,

Lel o © R be path compected, compaet sk with ol (Tet{al) = o
and pe(ée) = 0 where nt(A) represenls intcrior of 4. eff Al
represents clozure of 4, and 4.4 reprosents the boundary of A, 16,
fA = ol A)Meli A7), and g represents the Lebesgue measure in 7Y

Lat &y.79. -+, #n bo independent random vectors in R identi-
cally distrituted with probability measure &3, Lo, Ghaidl > 00 A
isopenand A Mo £0 Let b, = 1.,r"f.. S, where £, i8 the sum of
e weirhts of minimal spanning trag (MST 7] of @, 22,7 ¢
wheee the Fuclidean intcrpoint diatance i laken as the edge weaght,

Let cey, = Sy e s [Jr: — ]| £ 8o} Then o is a consistent
estimator of o, Tn other wordy, £, [wio), b)) — 0 a8 o — =y
where g is the Lebesgue measure mn Rk represenes cxpeclation,
and A represents the symmetric difference betwesn sets [L21

[II. PROPOSED ALLRITHMS

At first, we assume that ng is ool supplied. In such & siteation,
the alporithm for obtaining fecel best represemtrtive podmes [oom
5 = [zy.o0y 00,2} © R s described below.

Algorithm AL-1;

Step 1: Find the radins b as discussad before.

Step 2: Compute the density (the number of pones) for each
datum = w5 the number of cther data unite within an open dise of
eadius fi,, with 2 8% center. Let ms denote the density of the point
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(b}

()

Fig. 6. O-shaped synthetic data of size 412 (0} Local best coprosentative poinis. (B) Cluster centers by apglying Comcans plgorithm (O = 10} (0

Alrsese 55 represeniptive puints. (d) Almost 10% represenianve points.

xof = 1o In other words, Tec A, = {o @ |l — »ll & boov £
§hi=1.2 v n oand m, = g0 = 1,2, n [#4 means the
nomber of points of the set A},

Step 30 Rearmange o, ey, oo-, M, in ibcreasing oder. Let
the reamangemenl be wel,m3, - o Lel pp i = J.1t represent
the comresponding cumulative sums of mi, mz, -, w0 8. P =
L wmi.g =12,

Swep d: Compute M = [{w /10002 7). where [o] means integral
part of “a,” i.e., the largest integer < . Find the valoe of ¢ for which
it 15 nearese to M. Choose b = ) for thet i If

o= Mo pe

.and M —p, = pis1 — M, then choose & = my,, The value of

is puided by the possible wse af the representative puints, We have
uwscd themn us seed points for clustering and Tound thar = = 85 gives
consigtently gnod eesults,

Srep 5- Find the set 51 C 5 such that pvery paint in 5 has
density al least cqual o & je, Sy = {m i > ko £ S5

Step 6 Choose any point of 51 as the first feittal local best
representative poiat of 5. For convendence, we chouse that i of 5
whe sulfix is minimum as the first inital local bese representative
poinc.

Srep 7 Choose subsoquent initial Iocal best feprascnlalive
points from &, suhject o the stipulation that cach new Joszal
best pepresentutive point s at least af & distance 2k, from all
pther previously chosen inilial Jocal best mepresentative piaits,
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Fig. 7. Ruspini's dara of sime T4, jap 4 local besy epeesentanive poanrs. [
4 cluster cewters by applying O -nmans alporithen {07 = 1))

Continue choosing mdtial local best representative poinls woul all
remuining data umits of &, are exhsusted. Lot V0 obe the set of
imitial local hest eepresentative pointg of 5.0 Lel £ — ##1 Lal
Vo= fgeni = L2, 7

Step 8 Find the sets B. which are the collecuon of Lhose
points, from 5, whose distances from she ith initial local best
Teprescntative rint are lgss (than or equal te 20, for s — L 2,--- . (;
e Bi={sills— g | £ 2has € Si}i = 1204444,

Fug, B, Owerlapgong Gewssaan clustes dara of size M7 fa) 2 local bew
regresenlalive points (B 2 cluser conters by applving CO-menns alpocithm
[T = 5

Srep ¥ Find the deasity for cach duts unit of the seis B0 =
1,2,--- ¢ [ned the point +7 of B, for every £ = 1.2,- .. .1 whose
dewsirs is maximum in O,

Consider the subset

V= e, el F TS

F* is the autput of the algorithm represeniing the local best repre:
sentlalive poinls.
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Fig. 9. Vowel sound data sct (size of the character represent density aroomding o the legend). (o)

by applying C-means algerithm (& = 5).

3 Loenl best mopreseniative points. (h) 3 closter centers
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Fig. 9. (c) Almost 5% representative poinls

Step 12 Stop.,

In Step 4. M is used to discard the data of low density from our
eongideration. Nate that & and 5, are dependent on A, If M increases
{decreases), then the vulue of k& will also increase (decrease) wod the
oumber of points in &, will decrease (increase).

¥hen ng 18 supplied, Algonthm AL-2 may he used to fnd the
representative points,

Algorithm AL-2:

Seep 10 Find Ty and take 0t as radius 6,

Step 2: Compute the density (the number of puinls) For cach
data wnit as the minuber of other data units within open disc of radins
& Lel my,mz, it b the number of points comesponding o »
COMIErs Fy. Ty, o, wy. That @5, let 4, = {y |l — o] < 6.0 €
Sli=1.2 nund m: = #A;,i = L2, - m

Step 3: Apply Step 3 to Step 9 of AL-1L

Seeppd: IF ¢ < my, then oo 0 Step 5. IF ¢ = ny. 20 10 Slep 6
Else, #o o Step 7.

Seep 3¢ Decrease # ina predefined manner and go to Step 2.

Step 6 Inurease @ in a predefined manner and go to Step 2

Siep 7: Stop,

The Qowchart of the above alponthm is in Fig. 2.

The experimental results for rwo-dimensional data sets are de-
scribed in the text section,

IV, EXPERIMENMTAL RESULTS FOR 2-D o SysTHELC Dats

Faor cur convenicnee, the results of AL-D are called seed points,
The algarithms Al-1 aml AL-2 described in this correspondence have
been implemented on detw sets of different size and shape.

ic)

Fig. 3ta) shows a teianpular distribuiion data of size 200, Here
hy = DAGTE. By alporithm AL-1, only one sesd poiot has been feund
|marked by B in Fig. 3(a}]. After applving O -means [4] algorithm
{hete © = 1) we see thal the clusier center ih Figo 30b) is very
ncar t the intitial seed point, B we start with our initial seed print
detecied hy AL-1, the C-means alponthm converges after only one
iteration. Su, our algocithm ¢hooses a good seed poine,

Mexl, we consider the problem of choweiog mearly 5 aml 10%
representative poinls. AL-2 was vsed to detect these points. The
resulls shown in Figs. 3ic) and ), respectively. hove been chtained
when & i reduced from b by 10 and 20%., respectively.

‘Ihe mesults of the algorthm om nther duatn sels are also demon-
steated, Fig. 4in) shows 2 data of two clusters of size 322, Hero
e = (L3A31. As shown in Tip. 4ia), two represeolutive points ae
found by wsing AL-1. Again, noe the neamess of cluster conlers
abtained by C-meuns (O = 2] alporithm [Fig. 0] Almost 3% and
11 representative points sre shown in Fig. $ie) aml (d), respectively.

The algomithrns are tested on poins patterns of nonconvex shapes as
well. Fig. 5(a) shows C-shaped daga of size 214 with k. = .57T65.
Fig. fia) shows Qeshapesd data of size 412 with &y, = 0.6534, Nar
that the seed poinrs detected in hoth cases are visually acceprable. We
used a combimadion of dot patlerns 1 Figs, 4-6, and obtained good
clusterng by & method of multiple seed points. The results will be
reparted in a future correspondence.

[ Fia) shows Ruspini's date [15] of size 75 Fig. 80 shows
overlapping Gaussian clasters data of size 107, In the former casc,
[our seed points are automatically detscied by algonthm AL-1, and
in the latter case, two secd points. Moo that the number of prominent
clnsters in these (wo cases are fouwr and two, espectively,
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V. Exrenzsion FoR THser anp HIGHER DIMENSIONS

The eslensivns of o approach o three o higher dimensions is
rather straiphtforeard. In this cuse, the dats shoutd he exaomined in
a hypersphere of radivs . whers

FRRRLL
e (2)
”

where £, is the sum of edge welzhts of MST of {20 0 b C
#9(q o= 3], and the Enclidean interpoint distance is taken as the edge
weighl The rest of the algoritbuns stated in Secticn I can be vsed
for higher dimension. An gxample is stated below for o real fifs dota
set where ¢ = 3.

The data consist of a set of ¥71 diseretc, phonetically balanced
specch units in v vowel vosubulary utteced by three male speakers
aned IN-35 yeam, For vowel sounds of five clussies including shon
and long culepories [8oa,d, ¢ 0w, 5, =i, 0 amd o @) the first
theee formant frequencics at the steady state (M. Foand Fy) ae
abtwined through spectruin analyvsis. These data, when represented n
the three-dimensional coordinates (whers cach coordinate rcpn:.-ir.ﬂb;
4 forrnant freguencyt, are subpect lo epresentative point derection,
Fig. ‘Wa) shows the feature space of vowels corresponding o Fy and
F2 when longer and shomer catcgorics are treated separately. Here
R = 1327324, By applyimg the AL-I alparithm, five seed paoints
of this data sct arg found, Note that they comespond o Rve mujor
vowels when fong and shert vecsioms of 4 vowel belong to (he same
catepory. Using these seed points, the C-means (O = 5} algorithm
lerminates in three ierations. See also the 5% representative points
chtaincd nsing AL-2 FFig. 9l

V1. [Mscossiox

The prohlem of choosing & subsct of reprosentative data foom a
larger s2f is considered in thds comrespondence, However, there cxises
mt standsrd defnitine of the reprosentative poinl. As stuted hefore,
represcntative points could be defined 50 as (o minimize the moot
menn squure ector in e representation. I Sp denotes the subset of
repreRentative poings, then for esch p £ S, ot Top) © 5 denote the
subsel of nearest neighbors of p. The root mean syware scror may

be defined as
E=3% 3 dipgl

rESy pCT izl

where 4{p, g) ix e Cuclideun chistance of p from g, The best
representatives con be piven by the swbset Sy for which & is
NI,

Unfortunately, there exist s, possibilites of choosing So.
Thus, the alporithm hes an order of complexiy o™ which s
computationally impractical for any reasopable number of & and g,
Crur method, which is bassd on locel density estimate, is sssenlially an
(% algorithm, Here, the notion of good reprosentatives is identical
with the dara with hiph density. ’

The representative points found by owr algorithms can be used
in varaus spphcetions including clustering snd A -neurest neighbor
classifier, A mulriple seed point clustering algoritlun i3 being exam-
ined By ws. wod important resully will be communicated in a [uture
COrrCSROmeTee.

LEEE TRANGACTIONS (00 $YSTEMS, MAN, AND CYBERMETICS, VOI. 24, NOL 9, SEPTEMEER 1944

Crur approwch awd slparithin have been tested on synthetic as well
a5 beal life data, and che results appear Lo be sulisfoctoey, However,
it i5 interesting 10 find theoeetical properties of the appruach, The
ok 15 In progress, and the useful results wibl be repurted in & future
cmmespondence.

Cpe of the disadvantages of the algorithms lies in hearistic choice
of . Thas, if the number of represcnfative points g is Gxed o
prive, there is no gesmantee of obtuining exoctly eo points hy
these alporithms, e bas to vary w and see when the nmber of
resulting points 1§ neur wo. An allemative spprasch [17], [18] bas
been proposed by us (o find exaclly mo nepresentatives,
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