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ABSTRACT

Entrapy of order gy ({depending on the information
contalned dn 8 sequence of gray levels of length
q] and conditional entropy of an bmage are defiped,
Using these definitions, twn elgorithms alongwith
thelr  supertority for lmage thresholding  (ohjec-
background classification) are Formulated snd lmple-
mented with the help of its co-occurence matrlx.

INTRODUCTION

Shannon's definltlon of entropy E]:I has been used
by several awthors[2-3] ro Image processing problems.
Pun [ 2 Jused Shannon's concept to define the entropy
of an image assuming that an image Is entively
represented by dts  gray level hizstogram  only, He
uged thizs comcept 1o derive an  eapression for an
upper bound of the a-posteriori entropy and fimally
used It to sEpment an image into object and back-
ground. Kapur et al. [3 Jhave found some flaws
in Pun's derivation end also used a similar concept
to partition the Image into object and background,
They, instead of considering one probability distelbu-
tion for the entite histogram, used two separate
probability  distributions; one for the object and the
other for the background. The total entropy of the
image 1& then maxknised to arrive at the threshold
for segmentation.

It i to be mentioned hore that these entropy based
methods were developed  withour highllghting  the
adequatensss of the concept of Shannon's  entropy
in the cose of an lmage, For example, the depen-
dency of pixel Intensitles It an [mage and hence
its gpatial distribution are nof teken into  account
in definlng 1tz entropy. As a result different images
with identical histograms will slways result in the
samme  enttoplec value and same threshold, This s,
of course, not intutively ascceptable. Moreover, in
the algorithtm of Pun L2 the maximisation of an

upperbound of the a-posterlori entropy, to avoid
the trivial resulk  with the a-posteriorl entropy s
not justified.

The present work attempts to formulate rwo other

defipitions of entropy, namely entropy of order g,
g=1,%,,.., and the conditional entropy of an image.
These new concepts are then Introduced to develop
two  ablgorithimes for object backgrownd image classi-
flcation  {ssgmentation} problem, Effectlveness of
these algorithms i demonscrated for iwa  imoages
gnd their superlority in performance over those of
Pun [2 Jand Kapur et al, [37 15 alse cstablished.
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Global and Local Entropy

We know thet o an image pixe!l intenstties are
not independent of each other. This dependency
of pixel imensitles can be Incorporated hy consider-
lng sequences of pixels to estimete the entropy.
In order to arrlve ar the expression of emropy
of an image the following thearem duwe to Shennon
1] can be stated.

Theorem : Let p1siJ be the probabllity of a sequence

5 of graylevels of loangth q. Lot us define

thj = —Lll}:t_ pls;] logy pis) (n

where the summation is taken ower all gray level

sequences of length q. Then “[qj ls & monotonic
decreasing function of (g} and

Lim “[q] = M, the entropy of the image.

4— %
For different walues of g we get varlows orders
of entropy.
Case 1 + q = 1, e, seguence of length ope, I
q=1 we et
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Hil 12}
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where By probability of ooourrence of the gray level

FR VL the global entropy used by Fun [27] and
Kapur et al. [ 37

Caze 2 1 q = 2, Le., sequences of length two, Hence,

24 1
|[[ e = E‘Sj_pisi] log, phi]l

wheare % is a soquence of gray level of length two.
vl
= - EE! E}Dj]- logy Py [3)

whare pij is  the probabillty of co-occurrence of
{2]
H

the gray levels i and | Therefore, can be
obtained from t(he co-occurrence matrix.
Chwlousiy H[EII takes inte eccount che spetial distei-

hatlon of gray levels, [xpressions for higher order
cntropies (g > 2] can also be deduced in a similar

manner. Hm. i =2 may be called local enteopy’
of order i of an image.



Conditional Entropy

Suppose  the object X conslsts of the gray levels
Ij%&ﬂd the hackground Y contains the gray lievels

%Jrj'%.. The conditional eotropy of the object X given
d
the backgroood Y §we., the average amount of infor-

matlen that may be obtalped from X glven that
one has viewed the background ¥, can be deflned
a5
HIX/MY) = - 5 T pledy Nogplx /vy (4)
NE X sy T

Similarly, the condinloral enmteopy of the backpround
Y given the object X iz defined as

HIY/X) = - =2 =

piy,/x) log, plyfx) (5}
],rj&‘l‘ xj'Ex i 2 I

The plxel }']. Ih general, can be ar mnth order melgh-
bour of the pixal X

a probability ks wvery difficult, we Imposs another
constraint, while estimating them, that % end }r]

must be adjacent pixels.

Since the estimation of such

The conditional of  the iz themw

deflined as
b L

BOtropy image

[HIX/Y) + HY S {6}

APPLICATION TO MAGE SEGMENTATION

EBased on the new definitions of entropy of an image,
the following two algorithms for object background
classificatlon are proposed.

Alporithm - 1

Let t, be the (i,jlch entry  of the co-occurrence
matrix; Then the probebility of co-occurrence i
of gray levels | and | 13 1

E

obviously 0 £ Py = 1,

=t s

Py

If 5 0= 3 =1I-1, is a threshold, then s pariltions
the co-poccurrence matrix into four quadrants,namely
A, N, © and D T Fig.1].

Mormalising  the  probabilities  within  individual
quadrant, such that the sum of the probahilities
of each quadrant equals to one, we ger the follow-
ing cell pmbahl]iticr.

=

= u/'iﬂ = (8}

" 5 L-1
Pij = Gl = o (9)

5 68 0 1
PLi™ == J.:-:T;I 4j {10

L-1 5
and PTj = & l_;l E‘ 5 i11)

Mow the second order Jocal eatropy of the object
and of the background can be defined as

Jay

3 A .

Lﬂdl (s) = E} g plj log, P, {12}
L-1 L-1

g - -F = pc los, p?j e
i=n+l j=sz+l

The gray level correspondlng to the maximum of

12 e = il o 4 1l (g {14)
gives the threshold for object-background classifi-
cation,

Algorithm - 2

Suppose s is an assumed threshold, Them,
& L-1 B
HIXY = - % = p I::ug2 By t15)
i=0 j==m+l i
and
L-1 =1 o o
HIY/X) = = = = p” ]'|:rg.2 p” {I86)
i=g+] ja)
The condltlonal entropy of the image
W' = ) + sy (17)

i3 then maximlsed wlth respect w =

IMPLEMENTATION AND RESULTS

The segmentation {object-backeground classification)
algorithms describad earlier are implemented on
two images. The threshold levels produced by diff-
erent methods are presented in Table-L

Fig.2lal represents the
two dominant modes in

image of & biplane with
its gray level histogram.
The segmentcd  imeges praduced by different
methods are shown in Flgs.2(b}-2ie). From the
resules one can szee that except for the conditional
entrople  method {eqn.d7?), the propeller in front
of the biplane Is lost and some poction aof the
background pot mixed up with the object. Fig.3{a)
tepresents the input lmage of Abraham Lincoln
Its histogram has a number of deep vallevs. The
threshotds produced by differemt methods are shown
in Table-l and the corresponding segmented images
are shown in Figs. Mbl-3e), In this case too, all
the methods except the conditional entroplc method

[Algorithm-2}  have produced comparable  result.
The best result is prodeced by the Algorithm-2
which haz clearly separated the object from the

background, Al other methods falled co discrimi-
nate between the beard snd the background at
the Sowth-East corner of the image.
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