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environments, the DL, will perform hetter and will give a
lower value for the average asymptotic expecled Joss,

V1, CoNoLuson

[ s paper we have siaded and proved asymptotic results
concetning vanons variable structure stochastic aolomata. These
automnata however, unlike most antomata discuszsed in the litera
ture, change the action probabilities in discrete jumps. The au-
tomata are called linear because these jumps are all of egual
length, We have proved that the DT . scheme is crgodic and is
c-optimad in all covironments wherever the minimum penalty
probability i3 less than 0.5 By artificially making the end states
of the latler automaton absorhing, we have designed the ADL g,
automaton and proven its e-optimality. This is the voly koven
symitetric reward-penalty scheme that is linear and yet e-opti-
mal. We conjecture that there is none other. Also by stochasli-
cally filtering the inputs to the DLy, antomaton we have de-
sipned the modified DL, (MDL, ) scheme that is the only
known ergodic linear reward-penalty scheme c-optimal in all
ETIVINOTIMEnLs.

We arc currently imvestigating {and have some preliminary
results) on the wse of these automata w adaptively control a
robot nanipulator operating it a nodsy workspace, The problems
of studying nonlinear {14] and multiaction discretized reward-
penalty schemnes emuin open.
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A Mouodified Scheme for Segmenting the
Moisy Images

B. CHANDA, musBCE I5ve, B B CHAUDHURI,
AxD TE DUTTA MATUNMDILER

Abstroct —An  image segmentation scheme bused on pray  bevel
thresholding is presented, To redice grroes in misclassification, gray level
histograms are sharpened before throsholdiog wsing o pray el ramsior
mation function thel ale kads to an espression for computing the
expected (hreshald. Three new thresholding methods are proposed tha
reduce the noise. smmath repion bosndaries. wml preserve oomnectedness
umioni ifferent parts of ohjects, and are not expensive.
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1. INTRODUCTION

Vsmally image analysis requires images to be segmented inlo
diflerent compuct snd meaningful  regions. By the torm
“meaningful regions,” are meant regions having a shape thal
human observers can readily recognize as a particular object or a
pact of an objecl. Segmentation is basically o provess of pisel
clagsification that extracts the regions by assigning the individual
pixels to classes. Most of the image scgmentation wechniques arc
ad hoe in nature. There are no general algonthms that will work
for all images. The expermenter bas to choose or develop their
awn method depending on the problem in hand. Fu er af. [1]
have published a good survey on the topic. Lo the following
sections only the gray level thresholding thal i popular fur
extracting the cotire object will be considered. The pray level
thresholding, lechnigue segmenty an image into difforent regions
by classifyving pixels based on their gray levels andfor average
gray levels. The scheme deseribed here s based on the agsump-
tion thal the images have only twe sets of regions, namely objects
#nd background, Ler O, denote a rectangular set of pixels
fUf k) j=0E 2 M-Tand k=012, -, &-1)} of an image
g with g 7, k) representing the brightness value at the pixel
Ci k) Len ¥ be digjeint, nopempty. patl-connected subsel of O
ehiained by thresholding o 7, &3, at x,, such that

LIs =a,.

Then, either ‘

min{ g{ 7. k) [{j, k) €8} = .,
o

max { gl LAY (S k) ES ) = x.
Also, if & and &, are adjacent, then
min{ g{ j,k} (K} ES) = x =

> max { g(1,k) (1. 4) € 5} <,

and vice versa, The main problem with chis technigue is the
selectiom of the threshold x . Weszka [2] has surveved 2 namber
of threshold selection technigues.

Thresholds can be selected wsing the information contained by
the pray Tevel histograms [3]. Doyle [4] hus suggested the p-tile
method that chooses as a theeshold he geay level Lhal roost
closely commesponds to mapping (10H-p) pereent of total pixels
into the olject. This method s not applicable il the ohject i
unknown or vargs from pictire to picture, Prewitt er o [5]
sugpesled the mode method that selects the threshold at the
bottom of valley beiween the peaks (or modes). The antomalic
selection scheme involves smoathing the histogram, scarching for
modes, and placing the theeshold al the mimma belween them
[6]. The soncasity analvsis techmigue can also be applied to a
histoaram as an aid in threshold selection [7]. However in many
cases, evien when peaks in the histograms are deweted, it may be
difficult 1o locate accurately the valley bollom since Lhis may be
Mat and broad, To surmount this problem, obtaining the histo-
prams with deep valley are proposed [R], [9]. Such a histogram
can be obraioed by computing the pray levels of only those pixels
whose laplacian [8] ot gradienss [9] are in the p-tile range. which
apiin 6 o heurisic approach.

Fosenfeld er @f [10] and Pelep [11] propossd using ileralive
histogram modification to sharpen the peaks and, conseguently.
1 deepen the valleys, 50 the histogram sharpening techmique s
nsed 1o smeoth the image as well as W facil:late the choice of
threshold. Both of them wse only alobal information obtained
froom the histogram. As g resuly, sometjimes they create some
spikes representing unwanted repions. [n another interesting al-
gonthm [12], local infermation i wsed to sharpen the histogram.
However, it cannol smooth all possible noise and, even worse,
cnhances i in 50ME $a5C05.

After sharpening the histopram and selecting she threshold, the
image is [nally segmented by shreshobding the gray level. Hence,
al this stage the image segmendation can be described as a
thresholding operation that transforms the input image ondo
another image, iz,

T {87 0) ) — [ 240D}

So {7, k1)) is a_binary image where image subset § represents
the object and § the background. Here § denotes the input
image that mmay he either the obscrved image or the processed
image. The opcrator T2, satisfics the following two conditiens:

a) T is noet vertible sinee the same output is produced by
mars than one input;
hy T can use aomy value (4 &) as threshold from the

intersal [mlnl_;_“{g{‘.l, LTS ma.x”l”{gi R

Therefore, i,0 f. &) is the gray level threshold at the picel {7, &)
aned can be [ound oul wing the relation

(i kY=ol i k. 0,05, 0))

k) denotes the set of lncal properties of the pisel (f, k.
For each pixel (7, &) in the image, if §( 7L k)= i kb, then
{ f, &) is labcled as an ohject point. Ctherwise, {7, &) is labeled as
a background point. Depending on the varables negeired 1o
compute £ {7, &) the threshold will be called global, local, and
dynamic.

When (.4, k) depends on none of the variables and remains
constant throughout the image, then ¢ { f, &) s called plobal (or
constant) threshold

When ¢4 f, &) depends on @ {§, &) only, e, najure of the
Punction g, s same al every piael in 1he image. then r {F, k) is
called local or space-variant chreshold.

The varahle ¢ j, £ 15 called dynamic thresheld if il depends
um g, & oamd pr_,r', kY T may depend on g j. &} also.

IMe o presence of noise 10 the input image, regions ealracisd
through wray level thresholding rechmgue may have coarsc
boundaries and holes in them, 50 the outcome of the segmenita-
lion provess Thay requite postprocessing for better rccognition
zcore, shrinking and cxpansion {(sometimes also called contrac-
tinn and dilation) operahioms are popolarly used as the post-
processing techniques in such cases [13),

In Section II, a new measure for limodakity of a bistogram is
proposed. The determination of [hreshold is facilitated through
histoeram sharpeniog by nsing a gray level transformalion as
described in Section TIT, This transformation helps 0s to compute
rather tan Lo selact the expected throshold, Applicability of this
method depends on the detestion of peaks and valleys i the
histogram, so a new melthod of computing the histoprams with
deep valleys is also described berc. Fipally, o have smooth
honndarias, to avoid creation of hiles and to preserve connected-
ness gmong the weakly connected parts of the extracted obicots,
three moditied thresholding procedures are proposed in Seclion
IV, These procedurcs are nol expensive. Seclion ¥ describes the
experimental resulls. Concluding remarks arc eited in Section VI

II. MEessure OF BiIMODALITY OF & HISTOGRAM

In this scheme some modifications of mode method are sug-
pested Tor easy selection of thiesheld and for achieving betler
sepmentation of regions, Mode method selects, as the threshald,
the gray level corresponding to the bottom of valley between the
peaks of a histopram, so the applicability of mude method in
selecting the threshold depends on the bimodality of ostogram,

Locating peaks and valleys and determining bimoedality are
nontrvial tasks n themselves. Let x (i =1.2.3,---. L) arc possi-
ble gray levels in the image and lot A {x;) represents e b
height {or frequency) corpesponding @ the gray level x. Te
reduce the possibility of sclecting the improper loval mades or
bottam of valley duc to presence of noise and digitization crrors,



i

first the histogram heights are smoothed with a one dimensional
windew of length (g + 1) to obtain new wvalue of barheights
Roix), ie,

b

E hgl:xs—';'

I= y

.Frﬂ{.rl’ﬁ = 2;;"|-1_ {1}
[or all 4 except the end points. Now let k (x,1=0 for x; <L
and x, > GH. Then define
GIF— L
y= I e 1 {2)
where, K 5 a4 eonstang chosen g priowd and [ 8] is preatcse integer
nol exceeding #. Now select local maxima at
w(d=0L b k),
such that
EENEYRET.

and the botrom of valley is mimimum between two exireme
maodes, ie.,

for —s=ves

PRERETHESN for f=iel

Hence, two distinct modes x, and «x,, are found as

iz, Veh(x)  forfi=i<u

and
ERENET RES

such that [x, — x.. |atains maximum possible value.

The last condition aholishes the possibility of sclecting more
than one gray level as modes x, or x, w, due o equeality condi-
tion, Tt is cvident that the value ¢ the parameters g and K can
be selected from » wide mnge of values (cg, 9 =1,2.3.4)

Mow, the slope of ].1.1113': joining _the poins (x .k {x )b

form=ix!
]

(X, ,Jl (e, W oand {x b 0x b, (e e, 0 res.pectwesly are
2iven I.w
th I:'m 1—h ¢
8, = ?'L'—-"{I}! (3
X =X, i
and
S, = i D) (4)

X

Koy — K,

Based on the values of L, and S£, about the bhimodality of a
histogram is inferred in the following way.

Let 5 s a threshold chosen a prion. Mow if 8L, <2 % and
&L, = &, then the h.lsu:rg,m.m is considered to be nearly flag T
S = & and SL. = 5, or vice versa, then il is inferred that the
h.istc:rg_ra:n has a pcak and shoulder. Finally if L. 2% and
515 = %, then histogram 15 said o be strongly bimodal. In eor
experiment we have taken § = tan 30°. This measure of bimodal-
ity has a disadvantage im that it depends on the rale of sampling.
To avind this problem, we should normalize the histogram bar
heights or the walues of 54L&, and 5L, beforc drawing any
inference shout the bimodalipy.

1L, HESrookam SHARPENING

1t is evident that cven in the case of Eairly bimodal gray level
histogram, selection of threshold is still a perplexing Lask due o
overlapping of gray level disinbutions for different regions. So
we need some a‘ig-:rril]lms that will separate the gray lovel distn-
butivns for dilferend regions sufficiently, and increase the sicngib
of bhimodality. The algorithms should use both the global and
local informations so that noise i removed Lo some extent and s
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Fig 1 Greay Tevel histopsam of Jmaps showing differemt paramelers, Delled

lines vepresent individwal pray level distriburions cocresponding b each
chazs of repions,

that a deep valley hetween the peaks will emerge, thereby Facili-
tating the choice of threshold.

1. A Pivcewee Comtorgons Gralevel Transforsuition Fumction

Suppose an image § g) contains twe classes of distine reeions,
for which here are lwo significanl peaks at =, and x, in
histogram fr,. x,, is the grav level corresponding o the botwm
of valley between the peaks. For the iime being, let us consider
the gray level of an image as a conlinuous variable and that the
histogram is approximated by the probability density function
P ix)of gray lovel x in the image. Suppose P{x|Z )y and Pix|. )
vepresent gray level density function for class 1 [ie., objcet) and
class 2 {1:: hackgroundy regions, respectively and possess the
foliowing, properies:

(1) Pix|#) has only ome manitoa al v =x,
(2}  Pi{x|Z;) has only one maxima at x = x5
(3} Pix|#)=0dor x<x orx>a. ’
4y Plx|Z =0 Lor x <o of x> X;;

whete, o) may be greater than, cqual o or less than a,. For first
two siteations, the gray level threshold can be selected maost
easily and accuralely, But if o) s less than e, (Tig Ly as i,
common in practice, a problem due to the overlapping of gray
level distributions ocewrs. Fere, we have rricd 1o solve this
problem by applyiog a gray level fransformation function thal
maps the gray level x omio another pray level woso that the
threzhold can casily be sclected from g (), the probabality
density function [PIXF) of gray level in the teansformed image,

Now wing the previcos assumptions the PDIF for the entire
input mage is given by

PAx) = FAxIZ) 0 P xI7) (5)

where,  p(x Z3b = p(E0p(xtd ) and plx]d,) =
FUA e xR ) Since either the slope of the tangent to £ ix)
changes abeapily at &, and «.. as shown in Fig, 1. or g 0 x) may
ke nondifferentiable ab @, and a., the gray levels may be defined
wi g, and a, in lhe discrete domain such that

<x T,

Qi A fa) = u1lgax{d-.F1‘iTs~x(x_=}}

Tor x,,
1

amd

difl’ji:x{ a;] = mla_t{diffljrg{_x,]} forx, < x, = x, .
Hera, diff>h i x4 denctes the second difference of .Ea_,:{x_.,] in
diserete domain, 1.,

(6)

diff*R (%) =h (x, ) 2hdx)—hix )
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Then [@y, @-] 15 said to be wathin the tange of averlapping, which
means thal the pixels having gray Jevels within this inlecval may
belona e either of the classcs of regions. While sharpcning the
histogram, only the pixels having gray level x, [where, a. = x =
o | will be affected.

Tor sharpen the histegram, we modify the gray level of every
pinel { p &), 10 oy = gl f, hd = a,, i the Tollowing way. We define
a st O f, k) that containg the gray icvels of all the noighbors
(m,na) lying within a Fx 7 window cenlered ad [/, k). Then we
find a mew value J(j, k) as

FUik) =T la( k). Q01 k) {7

where T, 15 a smocthing (e, mean filering over &-nearcst
neighhors or median filtering) operator. v ois evident thal if a
pixel { 7 k] having gray level g &) (where, o, = w{f, k)= 04)
actwally belongs to Z;, then the probability that gim.n) is
greater than s, &) will be more than (1.3 As & result, 77 &)
will he greater than g{ f, &) S0 if f{ &) = g7 &) then il mey
be predicled that (&) belongs o Z;. Stilarly, if f{f &)=
gl 4. &) then it may be predicted that ¢, &) belongs to . Thix
leads us Lo comnpute the gray levels of the piaels of e image with
sharpened gray level histogram as follows

k)
) Ir'gu,&}- Ao - £ 6)]
L&l %) - e, s(08)]

A ) =g 7 k)
(k) =gl k)
{ #a)

There are some situations when f{ G, k)= g6 . &) Then i 4. k)
15 compuled as

JUA k)
_ .|r gl i K1+ r:lxm1 - g{j.k]ll
| gl i)+ x.,— 24 k)]

Equation (%) makes the overlapping repion of the pray lewel
histogram rarefied and produces deeper valleys. x, is the ex-
preled threshold where the bar height of the nsiogram will be
zero after the alporithm convarees. The parameter & controls the
rate of convergenee and for guick convergenee the value of & 15
computed in the following way.

If a pixel (. &7 actually belongs to &5 and if its gray level 15
a,, then after ome iteration its gray tevel shoold be modificd o at
least x, +1. On the olher hand, if the pixel { 7 &) having gray
level q. really belong e 7y, then i gray level should be
musdified uller one iteration W at most 5, — L This gives

if gl f k)= x,

: . {8k}
gl i k)= x

g—ey+2
. g — i) (9)

(%, x.ttla;—a)

and

(10}

=g —efx, —a]-1
ar

% o—ay lalx, o]+l

If we usc the value of o obtained from (%), theoretically, only
one iteration i sofficient o separale the gray level distibutions
for different classes of regions, However, for disereteness of dala
and also due to presence ol quanlzation noise, We ake a lower
valug for o and iteratz the aigorithm accordingly,

A, Shegee of the sharpened Ristogram

In this subsection, we examine the shape of the gray level
histogram &, {w, ) of the image [ f] resulted from [ g] throogh the
gray level transfommation lunclicn as described by {8), Firstly, we

find the range of gray level of pivels belonging 1o each of the
¢lasses of regions in the sharpened image. To find this range, let
us rewrile (8} in torms of x and o, ie,

u=T{x)=x+e|s, ] {11}
for
g sx=gljk)=za,snd{j k) EEZ.
atud
w=T(x)=x+alx, - x| (12)
for

s x—plj ky=a, and{j k) EZ;.

%o using (%), (11, and (12} we can caloolate the ranges of gray
level in 2, and Z, of [ f] as follows. From {117 we can say that i
x=ua, then w=a +afx, —e]=a; {say) >0, and il x =a;,
then u=a, +u[x, —a]=x 1

From {12) we can say thar if xe,, then e=a +afx,, 8] =
i 41, and il x=w,, then u—=a, bafx, —a.]=a, sy L—L
Sa, it is evident that the gray levels of the pixcls belenging e Z
will lic in the intecvad [0, x, — 1] and those of the pivels belonging,
to 7, will be in the interval [x, +1, L—1] The frequency of
pixels in [ ] having gray level x, will be zero, i,

i) =0 (13)
This imtplies that the pruy level distributions for £, and 7, are
separated at «, and the gray level X, |where, @ € x = a,] ale
mapped to cither {he mterval |&,,%, 1] or the inlerval [x, +1,
@, As a resuld, k(e ) satisfies the followdne conditions

holag) =h{a)  forace=e {14a}
-‘lj,-frx.j{hgl:a,] Fora, <o =x,—1 {14h)
Bolay=he) fors-lsa<a {14y
Rola)=h(a) fora.=<e <a, (14d}

where, &, is # dummy variabla. Conditions (13) and {16) reveal
that the histogram is sharpened. Tor mare sharpness (8) is to be
implemented iteratively.

O, Method to Cheain Improved Histogram

This histogram sharpening algorithm s applicable to those
cases where the gray bevel histograms arc fairly himodal, or where
at least two significant peaks and the botom of valley can be
detected. 1o many cases, i, do not lake the “bimodal shape,”
though there ecxist two distinet sets of regions in the wriginal
image. S e find out theze hidden peaks, the gray level histogram
can be computed in a differend fashion. Algorithm 1, here,
represents an improved method for computing histogram whete
peaks and bottom of valley can be deteeted more easily.

Algrrithm {
Step . Initialize &,ix) as
fofa)— Oforall x.

Ktep 2: 1F ¢ j, k)= x, thon cound the number of pixels havdng
aray bevel i x, in @47, k). Let the nomber be &
Seep 3: holx) = ki) AL

Hence, Algorithm 1 counts the frequencies of the gray levels of
pixcls Iving interior w the objects or to the backgreund heavily,
whereas the frequencies of the gray levels of pixcls lying in ke
vicinicw of border will he counied at a lower tate. This incrcases
the possthility of acquiring the bimodal shape by the gray level
histogram.,
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Finally, segmentation is achieved by transformng the processed
image { f{j, k)] on to a binary image {47, &)1 based on the
threshold x,. Now presence of sorme spunious noase in | F( 5, &)
may make [#{§ &1} busy. We can get rid of (his problem by
applving median [lenng to { £/, &)Y before thresholding, De-
termination of median over a 33 window by a straightforearnd
method reguires 9% 82 = 36 comparizon. Chandhuri [14] has
developed an efficient algorithm that requires, on an average,
only 1135 comparisong for the zame purpose. Cray leeel
thresholding requires one comparison Hence, approsimately
11.25+1=1225 comparisons per pixgl are required for desired
segmentation. We can do this work with less computations as
described in Method 1

Method 1

Fig. 2 shows 9 3 % 3 window around the candidate pixel [, k).
For brevity, let f{ 7, &) be wrilten as § and the gray lovels of its
neighboring pixels £ 7 -1, &), fl7/—L&—1% fLLE—-1hL fig+
La—=1), f(j+Lk), f(r+Lk+1), f(j k18 and f(; 1,k
— 1) be written as fi. 5, f.- - -, g, tespectively as shown in the
figure. Now we label the pixel { f, &) a5 an object point or as a
background point depending on £(f=0,1,2, -8 so that the
resulted hinary image be equivalent 1o thal ohlained through
miedian filterng Athresholding operations. The labeling procedure
is described it Alpori(hm 2.

Algorichm 7

Step 0 Consider a 323 window for a ¢, &) as shown in Fig, 2.
Step 1 F1+=0
Step 2: for i =0-8 do
Iif==x)thn Fl+ Fl -1
Step 3 if{F1> =35 then by k)1

elae B f k)= 10
Bepeat Step ) o Step 3 until all { f, £3's have been considerad.

The experimental results of applying the Method I show that
the binaty image may 5l have some defects. These defecty are

13 the horder of the segmented regions may be coarse cnough
and recopnition process should be preceded by smooting
the border for beteer regults, and

2y some weakly connected portions of the ohject may be torn
away and rhis will introduce a lot of difficultics in recogni-
tion of the objoet.

Iri Method I1, it 15 atiempted 1o sobe both of the aloresad
problems,

Moethod 11

The approwches we adopt are neighbors counting and  their
connecledness in terms of the threshold &, Consider azain Fig, 2.
If at least five neighboring pixels of {f, &) have gray level Jess
than or eyual to x,, then {;, k) will be assigned 10 object. This
operation eliminates sharp coneave s an the abject-houndary.

Il at most three neiphboring pixels of { ;, &) have pray level loss
than or coual to x,, then {6 &3 il be assigned to hackground.
This operation eliminates sharp convex turm on the object
boundary,

Mow if the mamber of neighboring pixels that have gray levels
lcss than or equal to x, (0r greater than x,) is four, then any of
the following thres different sitvations may ocour:

1y if f = x,, then (¢, &) wiil be assigned 1o the object:
5y il f = x,, then it evidently appears that § §, &) should be
assigtied to the backpround.

Horwewver, this assignment may disconnect the pair of neighbonng
pixcls that le in the same obpect. It s assemed, bere, that the
thickness of the background is zreater than ong, In particular,
consider the case where there are at Jewst two sels of neighboring
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connecting them.

pixels (having gray level < x,) sround {7, k). Pixels in cach sct
are connected e each other, but the sets are muiually discon-
nected {e.g. (£, f; and fy fy) and (fy and £, £, f,) as shown in
Tigs. 3a) and 3b), respectively). For prescrvation of conmecled-
ness in the object we must look for the steongest among all
possible paths (eg., for above two cases, the paths are (f) G G
and £, fyand (£, £ and £ £ f7) as shown by dotted lincs in
Figs. 3{a) and 3{b), respeclively) connecting those sets of pixels.
By Lhe term “stronpest path” we mean the path thal consists of
the darkest sct of pixels. T { f, k) repeesents the strongest path
fie, £ 5 f, lor all § {>x) lving on other paths), then { §, &)
will be assizned to the ohject, otherwise Lo the backpround,

If £, = %, and all the pixels having a gray level less than or
egual 1o x, are coanected, that means, the questions of preserva-
tion of connectedness does not anse, then il is evident that {7, &)
should be labeled as the background poinl. However, here, we
still assign {4, &) 1o the object or fo the hackground sccording ©
the condition that f, = f for all i soch that § > x, s tmc or
false, respectively. This is done to reduee computational eomplex-
ity without introducing much error.

These operalions are described in 4 more compact fotm o
Alperithim 3 as given in the following

Alzorithm 3
Step 0:  Consider a 33 window for & (7, &) as shown in Fig. 2,
Step L, e =0,
Step 2: Jor i=1 10 3 do
fif==xbthen F— Fl+1
else
hepin
le=T+]
¥ f
end,
i ¢ FT < 4) then b j, k)~
else if ( F7 — 4] then
hegin
Yl.‘.‘ill._ {}:'l"l-]ll?"#};
(F < =Y then bif k)4 1,
else B, E1 10,

Step 3:

cnd;
else B(j, kY <1,

Repeat Step 0 to Step 3 anal all [, &)'s have boen congidered.

This algorithm requires cight comparisons in Step 2 and at
most [ve comparisons o Step 3 Mow flag FI may tlake any
integer value from the interval [0,8]. I we assume that AT attains
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Result of ordinary threchalding at bottom of valley of gray level kistwograne () Ocginal image. {b) Ciray Level liasogram aof (2)

obtaned through ordinary mechnd. (e Gray level histegram of (o) obtdued theough medified method (Adgonthm 1) (d} Segmenled

imzge oblained by ordinary thresholding at

any value from the interval with equal probability, them Pr
(Fl=iy=1/% for (=042, R In practice, it is scon that
probability { F1=4=1,/9 S0 on an average, less than 9.5 com-
parsons are required to implemens Algorithm 3,

Both the Method I and the Method IT 1e, Algorithm 2 and
Algorithm 3, respectively have a common shortcoming The ob-
ject extracted by these methods is o away at the places where
they are of one pixel thick. Moreover, the lines and streaks will
also disappear. However, to solve this problem Methed TIT is
supgested, which emphasizes presendng the commectedness in the
object of any thickness, We assume here, again, the thickness of
hackground 15 greater than one,

Method (11

In this method, the neghboring piaels, as well as the motoally
disconnected sets of ncighboring pixels belonzing to the samc
ohject, are counted. Now iF the number of disconnected sels of
pixels be greater tham ome, the candidate pisel (f, &) will be
mapped to the object sinee it represents the comimon and the
shortest path connccting all possible mutnally disconnected sets.

I all the neighbonng pixels of ¢ §, &) belongiog 1w an object are
connected to each other, then ( j, k) will be mapped to an abject
or background according to the number of (#, n), the neighbor-
ing paxel of {7, k) (such that f(wr, ) £ x, ) be preaser than or less
than four, respectively. But if this number is equal to four, {7, £)
will be mapped sither to background or o chject according 1o
Fif kY is greater than x, or oot Algorithm 4 describes this
procedure in the following concise form.,

Algarithm 4
Step 0:  Consider a 3 3 window lor a (j, &) as shown in Fig. 2.

Step1: Fl 0, Fl;«0, <0, R+ Falsc
Step X' If{ [ < = x,) then
epin
Fl, < Fi +1
E o+~ True
end
Step 3 whilc i< 8 do
il (R} then
ifif., <= =x)then Ff, ~ Fi +1
elze
begin
Fi, = Fly =1
K — False
end
else
Eif, = =x)then
bepin
A~ FL+1
My Fiy +1
£ Troe
end
Step 4 (A, = =1) then
hegin

if (79, = 4) then &(j, &) =1
elsc if { FI, = 4) then
begin

i {f, = =x) then
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Bacsult of segmentation by progosed schesoe lor & = 05 (2) Processed iraege after |ilerarion (h Graw kel histegram of (ad

Segowoicd image ahtained by the foliowing usiug ©, s threstcdd. (o3 Ordinary chreshalding, £2) Applying Algorthee 2. {e) Applving

Algorithm 1. (T} Applying Adeesitun 4.

Bij k-1 y
elsc
B{jky<-D
end
else b j k1< O
end
elue B f, k)«

Repeat Step O Lo Step 4 until all {f, & 3" have been considerad.

S0 the Algerithm 4 requires one comparison in Step 2, seven
comparisons as & whole in Step 3, 1.5 comparizon on an average
int Step 4. Tenee, in aggrepals, ‘;'ﬁ compariscns are requited to
implement Algorithm 4 for every pixel in the imaze. However,
with this method a region mav grow up or e ared of objects
may merease by connecting the densely spread noisy pisels. This
is undesirabie.

Finally, it should be noted that the number of comprtations
required by Algorithm I, Algorithm 3, and Algorithm 4 can sill
be reduced by deleting redundant cempuiations common 1o
adjacent neighboring pixels as is disewssed in [14],

¥. EXPERIMENTAL RESULTS AxD DISCTISSTON

The algorithms discussed in ihe provious sections are imple-
mented ont a chromesome image. Fig. 4{a) shows the originad
inpul image to be sepmented. Figs, 4(b) and 4(c) exhibit its gray
level histogram' obtained by applying ordinary and modified
1A1gﬂnlh.m 1} methods, respoctively. 11 is revealed that the Al-
gorithm | produces a hislogram that iz more bimodal compared
Lo that shown in Fig. 4(bY. From Fig 4ic} modes and boltom of
valley x, can bu dewceted more casily. Fig. 4(d) gives the seg-

1 . ’ .

Ln plotting the groy bavel histograms, bece D gray svale s rewersed. that
rxzans. hagher values in gray soale represend lower infensitics and Jower Bray
lewizlx Tepresent higher inlemsities

mented image of Fig. 4(a) by ordinary thresholding ot X, For
case in discussien we have marked the chromosomes in Fig. 4{a)
with A, B, and €. T is seen that the arms of the extracied
chromosomes (as shown in the binary image Fig 4(dy} arc torm
ol at the centromercs, since the centromeres are less dark than
e arms of chromosomes i case of uniform staining. Morcover,
comparizon between Fig, 4a) and Fig, 4{d) reveals that g consid-
erable nember of object pixels are roapped e the background
due 1o improper choice of threshold. Az a result, there appear
some discontinuities in the arms and the thicknezs of the arms
brecomes less also,

This leads us to enhance Fig. 4(a) so thar itz gray lewvel
histogram becomes sharp and alse to compute the expected
threshold x, . This makes the gray level distnbutions for ohjects
and background are separated al x,. ie., A {x, 1~ 0. The value of
e and x, arc computed from (9) and (140, respectively, The value
of a, here, (5 0.3 and only ~leration is required by the algorithm
to he converged. Figs, 3(a) and 3(bY show the cohanced image
and ils gray-level histogram, tespectively. The sepmented images
are shown in Fips, $c)-5{) cbained by ordinary thresholding,
applving Algorithm 2, applying Algorithm 3, and applying Al-
parithm 4, respectively, with =, as threshold. In Figo Sic) the
boundaries of the objecls are coarse, Lhe arms are s1ill detached
at the centromere except chromosome A and denscly sproad
roisy pinels thal emerge oul al he lop-lefthand corner of the
figure. Algorithm 2 cleans owt the noiscs and makes the
boundaries of the objecl smooth as shown in Fig. 303 However,
arms of chromosomes B and O are still detached at their respee-
tive centrormere. Algomithm 3 comnects the arms of chrorosome B
at the centromere dug to its capability of connecting thick limhs
of an ohject separated by single pisel gap. But boundaries of the
objccts i Fig, 3(e) are coarse compared o those in Fig, 3d). Fig
{0y reveals that Algorthm 4 @5 best regarding the capability of
coutiecting different pares of the same object. In Fig, 3(f) arms of
all the chromosomes are connected, and consequently, moisy
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pivcls alse become connected to each other o grow lcgions
naving noticeable area rather than being removed.

Thiz happened due to the cverenhancemesnt of Fig 3a) beforg
applving the threshaldiog techmique. So we take the valoe of o
less than (0.3 for cxample, bere, we have lehen o=047 The
algorithm is converged after 3-iteration. Results are shown in Fig

Fig. 7. and Fig. 8 alfter 1- 2-, and 3-teralion, respectively.
Parts (a} and (b} in Figs. 6-8 show the enhunced images and its
gray level histogram. Sepmented bmages due to ordinay
throsholding, Algorithm 2, Algorithm 3, and Algonithm 4 are
prescnaed in parts (0), fd), {¢), and of} of Figs. 6-8, mspectively
using sume X, {4z 10 T"i\‘l_, 5y as the value of thresield. 1t is secn
that the results shn::-m:t in Fig. § wee better than those shown in
Fig. 5.

VI Concuugion

In this paper, & simple but effertive scheme for image segmen-
tation is described. This ik & modified form of mode method
However, herg, the value of the threshold i compoted, wolife the
conventional method where this valee is heuristically selected.
The gapression [ur computing this value iz derived from gray
level transformation [eeclion wsed [or hestogram sharpening,
This tramslormation, as & resull, reduces esrrar of misclassification
during threshobding. The impleneniation of this traesformatien
resquices the hestopram 1o be bunodal. A powerfil maasura for
himoedaliiy end a new Algoritbrn 1 for computing hiztoguasm-
embedding higher bimedality ave alse proposed. Finally, three
different thresbolding agorithis aré suggested. The First onc is

Cmost elHdent iy noise rerooving and the third one most offec-
vvely preserves the conneclodness hotwmeen weakly connscted
parls of the same objac!, The second aigorithm removes nodse
and smooths object hopndarigs hetter than the third alporichm,
and ilso preserves the connegtedness. The methods wre nod
expensive, cither, ) )

The schene iz developed for the clasy of inuyge that containe
emly vwo 1vpes of regions, However, it can be exlended 1o images

LEEL PEARSALTICHNS QR SYATTHE,

el ol segmentacion by pmpmsd..w!mrﬁu afier 3-ilgrution for o
Pig. {0y Finalty wpramed onage obeained by she foligsne gaog 1
Aleesithm 2 =} Applying Algorithm 3. 4} Applving Algnritam 4.
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where more lhen two ivpes of regioes are present. 1o other
wirds, the scheme cap be modified w0 make it applicable on
multimodal histeycem.
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