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ON UNBIASED VARIANCE-ESTIMATION
WITH VARIOUS MULTI-STAGE
SAMPLING STRATEGIES

By ARIJIT CHAUDHURI and RAGHUNATH ARNAB
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SUMMARY. Durbin's (1853, 1667) nnd Dea Raj's (18908) reeults are genoralized to show
that a genora) alasa of Linoar unbisaed for u Bnite lation total bassd
on arbitrary sampling schemos in multistages selooting tho first stage units (f.s.u) with replace.
ment admits an unbigsed eatimator for ite variance in torms of homogoeneous quadratic fanotions
of tho wati (based on ling in stages following the firat) of the fa.u totals. Jn case
whore the f.e.u's arc chosen without replacament or the estimators aro based on distinet fa.0's
alone solected with replacement it is also shown that such varianco-estimators are availablo only
if the variancos of the estimatam for the f.x.u totals based on sampling in aubsequent stages pos.
sesa unbiosed edtimators.

1. [NTROLUCTION

In multi-stage sampling it is well-known (Durbin 1953, 1967;
Dea Raj 1966; Cochran 1963; Stuart 1963) that some partioular linear un-
biased estimators for a finite population total admit unbiased variance-
estimators which do or do not involve unbiased estimators (based on sampling
at subsequent stages) of the variances of the estiwators of the f.s.u. totals
according as the f.8.u.’s are selected without or with replacement respectively,
provided the fs.u.’s are selected according to the method of sampling with
probability proportional to size (pps) in the latter case. In this paper we
axtend these results to accommodate more general situations where the
estimators belong to classes wider than those so far considered in the literature
and in oase of sampling with replacement the f.s.u.’s are selected not necessarily
following the pps method. In this tion one may note that the results
presented by Stuart (1963) are not striotly valid in the generality in which
they are apparently claimed because of some obvious algebraic mistakes
committed in the paper.

We believe this generalization has a theoretical ity in view of the
recent growth in the literature concerning general classes of estimators in
uni-stago sampling and we show that the earlier results in the srea are covered
a8 special cases.

with aod without replacement ; gonoral Lusar unbinsed estimators; variance-estimation.
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2. SAMPLING STRATEGIES
For a population of N first-stage units (f.s.u.) let us have a scheme of

sampling where on the r-th draw the i-th fe.u. is selected with a probability
pir), draws being made with replacement (r=1,2,...,2; i=1,.., N)

¥
such that £ pr) = 1 for every r and every first stage unit so selected is
=

sub-sampled, as it is drawn, in subsequent stages erploying arbitrary seleotion-
probabilities. Denoting by Yy, the i-th f.s.u. total, the customary problem

N
is to unbissedly estimate ¥ = I Y, the population total, on the bagis of
1

a sample so drawn. Here we propuse to employ a general linear eatimator
of the following form namely

N a
T=T@E) = T I byTr)
=] gl
where

byr = 0 if the r-th draw does not yield
the i-th f.s.u. of the sample s;

byr # 0 otherwise.

such that T'(r) is a statistic calculated on the basis of the sample values of
the variable y under study defined in respect of the sampling units of the
ultimate stage sub-sampled from the i-th f.8.u. when it is selected on the r-th
draw such that with respect to the sampling design adopted in subsequent
stages T (r) is an unbiased estimator for Y, for each r having a variance
VT(r)=02(r=1,..,2; i=1,.., N) (these expectations and variances
relate to the sampling designs adopted in sub-sampling the selected f.s.u.’s).

Alao byy,'s are independent of y-values and are so chosen that 7' is an
unbissed estimator for ¥. The strategy 8o described will be oalled the
strategy A. An alternative to be denoted as strategy B that we propuse
is one where a sample is chosen in the same manuer as above but the linear

biased estimator we ider is based only on the distinot f.s.n.’s inoluded
in the selected sample and is of the following form, namely,

Ty=Ty6) = Z oy T¢®
I

where 7'* is a function of the sample-values of y for the ultimate stage unita
sub-sampled from the 4-th f.s.u. whenever it is ohosen such that with respect
to the pling designs in subseq stages it is unbiased for ¥, for every

¢ and c,'s are o chosen that 7, ia unbinged for ¥, the symbel T denoting
e
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summation over the distinet f.8.u.’a only in the sample 5. Here it is snpposed
that from the consideration of sufficiency once the f.s.u.’s are selected with
replacement we retain the distinct f.6.u.’s alone and discard the information
about which draws produced which fa.u.'s and each selected f.s.u. is sub-
sampled just once in independent manners.

Denoting by (E,, E), (V,, V1) and (C,, C1) the operators for mathe-
matical expectations, variauces and covariances in lst and subsequent stages
of sampling respectively, and by E and V the corresponding operators for
the over-all sampling scheme we have

N =
EN=E[Z £ buEuri]

=g I3 bur¥i]

(=]l pul
® . )

= E’,[ ;‘ Y d,,], on writing d;, = Zlb,g,
= =]

N
= I ¥, Zdy, Pls),
(=1 3

P(s) denoting the probability of selecting e sample s (say) of fs.u's in

n draws as in strategy A. Obviously, b of the unhiaged diti
we require that the dyy, satisfy the condition
ZdyPs)=1%i=1, .. N . (21)
3

Assuming throughout that this is satisfied we have
N, n N
VT)=E| £ 2
=5[] 5 ( Euwot)]+7[ £ ria)

(remembering that T(r) and Tj(r') are uncorrelated whenever either #3
or r % ¢ or both)

N n N
=3 (% £ bf‘,a-f,)P(s)+2 rn
[ 1

f=1 r=)

NN
X(E d?.P(ﬂ)—l)+‘2¢f- (£ dy dysPls)—1)
s L]

)El i N o NN
=% Eetewsd man £5 v,
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on writing ay = %I b2, P(s)
pi =1 dj, P(s)—1, i=12.,N
[
vy =EduduP)—1, 4,j=1,.. ,N(#).
2

Our problem is to estimate V(T') unbiasedly from the sampled dats such
that the resulting estimator does not involve any unbiased estimator of o2 ’s,
but a fanction of T'(r)’s alone. At this stage let us note the special case for
which a simple well-known solution exists as described below. Suppose the
fs.0.’s are selected in n draws with replacement with suitable selection pro-
babilities and the seleoted f.s.m.'s are independently sub-sampled such that
for every r-th draw of an f.s.u., & is an unbiased estimator for ¥ for each
r such that {’s are independently distributed. Then T' becomes

1
T—Tl-%t,

and (2.2)

B =1 T B =¥

1

and it follows that =T L (4—T)* is an unbiased estimator for V(T)
— r

because

E ? =T = E Z[b—Y)—(T—Y)P
r
= B (b= Vj+nB(T— rp—2 g —yp
_ 1 2
= ‘*:"’f+; ? o= 2;- o%

[where 02 = B(ty— ¥)1]
r=ls ot
L
and

V()= BT-7p = E [—: T (L,—Y)]'

=

Zoy
z
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8o that

1
P l)z(z, = 5 o= VD).

However, we shall consider our linear unbiased estimator 7' go general
that by is subject to (2.1).

So, in getting an unbiased estimator for V(T) in terms of T(r)'s we ghall
seek one within the foll clags of homog quadratic functi of
Ty(r)s a8

L=3%C Tt T G T, . (23)
r=1 F=ET =)

where C; = gy if r-th draw produces the i-th fs.u. with probability py(r)
in which case 7', = T'(r), C,, = ¢; if r-th as well a8 7-th draws produce the
i-th fa.u., the probability of which is p,(r)p(r’) and C,, = fy if r-th draw
produces i-th fs.u. and »’-th draw produces jth f.s.u., the probability for
this being p((r) pr’).

Now

a N
Eh) = 2) ‘Zlyu( Yibad) ptr)
-t i-

+% 3 .E e Yipu(r) p ()

r=] r=i
g
n au N N
+3 2 I T fuYeYpnpn’)
rul rel jal fel
iy’ 5

= E‘. 3 ol qrp(r) -+ E e
1 r,=1 i=l
{ I geepi(r)-heg T Ptm'Pm‘)}
=1 rr=t

¥y N "
+ I I YiYify T 2 pnpslr').
=5 Raded
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Now, if we choose

@ bi— ﬂz Yy
gir = pa(‘r') Nirey = ﬁ
2L anpd)
and =i %)
I % py(r)pylr)
i -]

then ¢, becomes unbiased for V(T) and such ohoices are clearly possible. We
may cite 88 examples the following :

Ezample 1: Bandyopadhyay, Chottopadhysy and Kundu (1977)

. : _ & mpy) Yo
considered the estimator e = En ia) P}
sampling scheme to choose & sample s with & probability P(s) with or without
replacement such that

for Y in case of a uni-stage

z:%=lv;=x,...,zv . (24)
r]

where
n(8) = frequency of i-th f.2.u. in the rample s of f.8.u.’e.

In the multi-stage sampling an estimator of this general type should be chosen
as

T(r)
ay(8)P(s)

(where a4 (s) = 1 if i-th f.6.u. is included in s and zero otherwise),

N a
T(s)= Z I as)
iml p=i

80 that

) N & ays)
BT = B rnz _au(awm]

ms) 17
=n[Z iG] =

(provided 2.4 is assumed).

Here clearly, the condition for unbiasedness of 7'(s) is o condition of the
type (2.1) and not of the more restrictive type as (2.2). Here an unbiased
cstimator for V(T(s)) of the form (2.3) is clearly available as one may check
following the line discussed above.

B 1-18
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Ezample 2: Xf pyr) = pg for every r, then, !, will bo determined on

choosing
Ig(— I ay
= M M, e = r=t
Gir 2 ' an—1)py
and
= Y4 i%j=1.,N.
= ey ¥ #EI=1

If, in addition of, =0} ¥ r =1,..., » then

= B = P -4
fur = npt = n{n—1)p} end fy = a(n—1)pepy
where = b ayy.
=1

E le 3: The situation is well-known (Durbin 1953; Des Rsj

1068, where pi(r) = p¢ ¥ r, au(s) = ;(%') 1, Tyr)=7T¢ (say) for each
r=1,..,n;0} =0} ¥r)

Now, considering the strategy B we have
N
E(T)=E, L cyYy= X Yi I CyPls).
ier j=l L1}
8o, for the sake of unbiasedness of T, for Y the sufficiency condition is that
I CyPs)=11i.
313
Assuming this to be satisficd we have

N N
V(T = % of (T CLPs)+ I Y3 (Z CYP(s)—1)
=Y -1 93

NN
4+ T3 Y,Yg (£ CuCuyPls)—1).
irg=1 34,)

Now, if possible, lot un unbiased estimator for V(7T,) be uvailable ns a quadratic
function of 7s as

v= 3 B+ L T (28
i€r e
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Flv) = Z(Yi1-0d) (Zhn P(s))
+IZYiYy T hyyPs);
G 134y

and in order for it to be unbissed for V(7,) we must have

S huP(s) = T CH P(s) i
0 X3}

as well a8
2 hy P(s) = £ CYP(s)—1 ¥ i
0 94
simultaneously.

But this is absurd. So an unbiased estimator of P(T,) of the form (2.5)
does not exist. If, however, an unbiased estimator for o} is available as 83
on the basis of units sub-sampled from the i-th f.6.u: in later stages when it
is selected, the unbiased estimator for V(7)) is available as

o
w, = v1+"2'2 0 where m = '2;.‘ P(s)
provided m > 0 and we have

S hyPl)= I Cyple)—1%i
a3 X

and
I By Plo)= 3 CuCuyPl)=1%i %}
] ¢

1t readily follows that the result if applicable to the strM.egy B carries over
to situations when the f.a.u.'s are selected without rep t b in
these cases the general homog linear unbiased estimators for Y of the
form T, are numerous well-known estimators in the literature.

More generally, for any multistage sampling sch let

N
& = L by Ty, (with EL (7)) = ¥ ¥ 3,
1

VuUTw) = op, CulTai, Top) = outs
for a sample s of f.5.1.’s,

by =10 if i¢s Erlby) =181,

Vilber) = 8, Cy(bug, bag) = 4y)
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be an unbiased estimator for Y. Then

N N
V=ver(ey =2 Yidy+ 2 1y Yﬁ“
1 oY
+E [ thott I5 bubyow].
1 1 w-l (]

N N
v="2 Cnu T+ X CysTuTy
1 Rt=1

be an estimator for V (Cy, Cyg = 0 fori¢ s, i, ¢ 8 respectively). Necessary
conditions for its unbiasedness are

(1) E\(ZCuoi+ZE Cuony) = B[ o +ET bybuyoey]
and

(2) Vi(bas) = E\(Cu) ¥ i, by, Cus, Cay 8re independent of ¥y's.

In case 0¥ = 0% ¥ 89 i, i and ony=0%14,5 (i #35) and s, these two
conditions cannot hold together implying non-availability of an unbiased
estimator for ¥ as & homog quadratic function of 7,s.

Finally let us consider the strategy C where the f..u.’s are selected with
replacement as in strategies A and B but the homogeneous linear unbiased
estimator for ¥ is of the form

T+ =THs) = E'eu Tl

which is based on the distinot f.6.u.’s (selected with repl t) only in s but
here we retain the information about the particular draws ! (= 1, ..., Ay, say)
on which the t-th f.8.u. (i =1, 2, ..., N) occurs in the sample s of f.8.u.'s and
decide to sub-sample the i-th f.8.u. with & probability gy (where 0 < gp < 1

M

such zha'.lz gun=11%=1,..,N) where it is seleoted on the l-th draw in
-]

which case we estimate Y by T(l) on the basis of the sub-sample so drawn.

Denoting by E,, V, the expectations and varisnces with respect to the
probabilities gy's and by Ej, Vy the conditional expectations and variances
respectively with respect {o the subsampling designs given the estimators
) 0=1,2,..,A; s =1,2,..., N) actually chosen, we have

ByTy1)) = B, (B T(D) = Yy, ¢}

assuming  E; Tyl = Yy 41
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and
VT = By Vi T+ Vo(E(Tul))
y
= E,0' = I quo} for every 1=1,2, ..,
b=t i=1,2_..,N,
= Ey(say).
So
T = E, E B VT +V, E'b.(E,(T‘(I))
[
=E X b?'z‘-f-Vl T byYy
i€ fes
and in estimating V(7't) unbiasedly we ter tho circumst similar

to those obtaining in case of strategy B and as in case of sampling the f.a.u.’s
without replacement.
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