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ON FAMILIES OF DISTRIBUTIONS CLOSED 
UNDER EXTREMA 

By K. BALASUBRAMANIAN, M. I. BEG* and R. B. BAPAT 

Indian Statistical Institute 

SUMMARY. Order statistics from nonidentically but independently distributed random 

variables are not easy to deal with. But, when these belong to families of random variables 

closed under maximum or minimum elegant simplifications are possible. We consider such 

families and derive formulas for expectations of functions of single order statistics and deduce 

some recurrence relations. 

1. Introduction 

If A is a nxn matrix, then the permanent of A, denoted by per A, is 

defined as 

n 

per A = 2 II aia(i) 
<resn f=i 

where Sn is the set of permutations of 1, 2, ..., n. Thus the definition of the 

permanent is similar to that of the determinant except that all terms in the 

expansion get a positive sign. The book "Permanents" by Mine (1978) and 

the survey papers by Mine (1983, 1987) provide an excellent source of reference 

on permanents. 

If ax, a2, ... are column vectors, then 

[ax a2 ...] 

h H 

will denote the matrix obtained by taking ix copies of aXi i2 copies of a2 and 

so on. 

Let Xx, X2, ..., Xn be independent random variables with distribution 

functions FX,F2, ...,Fn and densities fx>f2, ...,/n respectively and let 

XX:n < X2:n < ...< Xn:n denote the corresponding order statistics. Vaughan 

and Venables (1972) have shown that the density of any order statistic or the 
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joint density of several order statistics is conveniently expressed in terms 

of a permanent. For example, the density of Xr.n (1 < r < n) is given by 

rFx(x) l-Fx(x) fx(x)n 

Kn (x) 
(r-l)l(n-r)l 

per 

Fn(x) 1-FJx) /?(*). 
r?l n?r 1 

, ?oo < x < oo 

Similarly the distribution function of Xr :M (1 < r < n) or that of a subset 

, Xn.n may be expressed in terms of permanents. For 

example, the distribution function of Xr:n (1 < r < n) is given by (Bapat and 

?f -^1:?> ̂2;n> 

Beg, 1989). 

r Fx(x) l-Fx(x) 

Hr.n{x) 
1 

i=r i ! (n?i) ! per -00 < X < 00 

L-Fn(x) l-ift(.)J 
i n?i 

The following notation will be used throughout this paper. If 8 C2N 
= 

{1, 2,..., n) then $' will denote the complement of 8 in N and \8\ will 

denote the cardinality of 8. Let Xr:S denote the r-th order statistic for 

{Xi | i e 8} and Hr:s (x)> the distribution of Xr.?. When there is no confusion 
we will replace 8 by its cardinality. For convenience, for fixed x, jP will 

denote the column vector (Fx(x), F2(x), ..., Fn(x))' and 1 the column vector of 

all ones. We will denote by A [S \. ) the matrix obtained from A by taking all 

the rows whose indices are in 8. 

Explicit expressions for moments of order statistics for a number of 

distributions, when all X^'s are independent and identically distributed (i.i.d), 
are available in the literature. A good number of these have been documented 

as exercises in David (1981). Balakrishnan et al. (1988) have reviewed several 

recurrence relations and identities available for the single and product moments 

of order statistics from some specific continuous distributions. All of these 

are for the case of i.i.d. random variables. 

If it is desired to incorporate one or more outliers in Xv X2,..., Xn then 

it naturally leads to the situation where XXi X2> ..., Xn are nonidentically 

distributed. It is a common practice to restrict the analysis to the case of 

one outlier since, for more outliers, the treatment becomes complicated. The 

permanent representation plays an important role in dealing with such 

situations. In some instances Fx, F2, ...,Fn may be believed to be of the same 

functional form but with different values of the parameters involved. 
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In this paper we consider the case where Fx, F2, ..., Fn are not necessarily 

identical. In Section 2, we express the distribution function of Xr.n (1 <r<ti) 

in terms of distribution functions of the minimum and maximum order statis 

tics of some subsets of {Xx, X2, ..., Xn} where X/s are arbitrary but indepen 
dent random vari?tes. In Section 3, we obtain exact and explicit expressions 

for expectation of functions of single order statistics, using the identities of 

Section 2, Finally, in Section 4 some applications to specific discrete and 

continuous distributions are given. Some known recurrence relations, when 

Xi& are i.i.d. are also deduced, 

2. Identitites 

In this section we prove the following identities. 

Theorem 2.1. For arbitrary distributions Fx,F2,...,Fn and n > 2, 

(a) Hr:n{x) = Y (-l)*-r-i (n~3~\) 
S Hm..s(x) 

i=o \n?r?j! is|=?-j 

(b) #r:?=rS (-VT*-X i"'3'1) 
S H1:s(x) 

Proof, (a) The distribution function of Xr.n (1 < r < n) is given by 

(Bapat and Beg, 1989). 

% n 

= S iTT^TTi 
S (-1)ft-'-/ Per [ F 1] 

??J ; 

= S 
^r^T, 

S(-l)*-M S i I per [J] [5|.) 

n 1 ?-* 
/fl,?i \ 

?=r *!m?ti! ?=o * ? Mari-a?i 

Since, 

= S S (-1)"-W / S ff,^*). 
;-o <=r * ? ' 1151 =n-j 

n-j /tt?i \ / w?j?1 \ 
S (-1)?-*- / - -i)?-/-* ( . , 
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we get 

Hr:n(x) ==WS (-l)n-i-r ( n~{-1 \ S H[Sl:S(x) 

and the proof is complete. 

It is easy to see that (b) follows from (a) by considering 
? 

Xx, 

?X2, ..., ?Xn instead of Xx, X2, ..., Xn. 

Corollary 2.1. Allowing x?>co, Theorem 2.1 gives 

rc-r / 
n?j?i 

v 
? n v 

?*=o * 
n?j?r I 

\j I 

and 

f-i / n?j?1 \ i n \ 
S (-l)r-?-i 

3 
( 

. = 1 
j=o \ n?r I \ j f 

Corollary 2.2. For the p-outlier model, that is, Fx 
= 

F2... 
= 

Fn_p 
= F 

and Fn_p+X 
= ... = 

Fn 
= O (outlier distribution), Theorem 2.1 yields 

fMs) = 
Sr(-l)"-r-*(n~<*~M S (*)( "7* )#?-*n-???(*) ?=o > n?r?j i m=o ^m / ^ 

n?j?m I 

and 

y=o v w?r / m=o xm i \ n?j?m f 

where Xr:n> a denotes the r-th order statistic from a sample of size n of which V 

are outliers. 

Corollary 2.3. For the case of a sample of n independent and identically 
distributed random variables XX,X2, ...,Xn having distribution function F(x), 
Theorem 2.1 simply reduces to 

Fr:n{x) = S (-1)^ ( 
* 3 . ) ( 

* 
) Fn^in^(x) 

?=o ^ n?r?j f \ j I ' 4 

and 

whare Fr.n(x) denotes distribution function of Xr.n(l < r < n). 
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3. Main results 

In this section we make use of the identities of Theorem 2.1 to obtain 

expressions for expectations of functions of order statistics. 

Suppose the random variable X has an arbitrary distribution function 

F(x). Define the following two families of distribution functions with a 

positive parameter ?. 

Family I. Fx(x) = [F(x)]\ A > 0 

and 

Family II. Fx(z) = l-[l-F(x)]\ A > 0. 

Let X(A) have distribution function Fx(x). Let Xx, X2, ..., Xn be indepen 

dently distributed as X x, X 2, ...,X 
n 

respectively. Then 

JW*) = n f\) 
= n [F(x)]H 

= 
[F[x)fs 

= 
FXs(x), \s = S Ac 

i*S 

and from (a) of Theorem 2.1, we have 

n~~f tn???1\ j? 

Hr:n(x)= S (-l)n-r-i (" 
' I S **(*). 

j=o ^n?r?y \s\~n-j 
(1) 

Let X(A) have distribution function -FA(#). If Xv X2, ..,,Xn are distri 

buted independently as 
X(X )9 X{A 

j , ..., 
X|(A )} then 

h1:S(x) 
= i- n [?-J-A-?*)] 

= i- n [i?**(*)]** 
its i'S 

= 
1-[1--F(*)]A' 

= ?W*), A5 = S A, * 
i'S 

and from (b) of Theorem 2.1, we have 

?-0 \ ???* / \S\-n-j s (2) 

Let </(.) be a Borel measurable function from 72 to fi. Assume that 

E{g(.)} exists. Then, from (1) and (2), we get 

Wr:?)}= sVl)?->w( 
"~J~1 

) 
S /(A.) ... (3) 

y-o \ n?r?j ! w-?-r 
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and 

E{g(Xr:n)}= s'Hiy-H/ n^~l\ S g?As) . (4) 
j=o \ n?r I i5i=n-i 

where 

g*(A) = E {g(X^)} 
and 

%W 
= 

E{g(Xw)}. 

From (3), for n ^ 1 and r = n, 

E{g(Xn:n)} 
= 

g*(AN),XN= SAS ... (5) 
ieN 

and for r eM = 
{1, 2, ...,n?1} 

%(Xr:n)}= 2 (-l)n-r-J ( J ... j 2 <7*(A,)+ 2 (7*(A5+An)\ 
? CM S CM 

w~r / n?j?1 \ = 2(-l)?-'~M . S </W 
y=i \ 

n?r?j I |5| =n-i 
? CM 

w-r , 
n?j?1 \ 

+ 2 (-l)n-r-J ( J . 2 fiT?As+Aj 
;=o \ 

n?r?3 I 151-M-i-i 
? CM 

= E{g(Xr:n_1)}+ S (-l)^-i ( J 
.) 2 g*(As+K) W 

8 CM 

From (4), for n > 1 and r =;.l, 

%W 
= 

i.W. A* = 2 A? ... (7) 

and for 2 < r < n, 

E{g(Xr:n)} - 2f(-ir^ ( 
n J l 

) S gt(As) *=i \ n?r / \s\=n-j 
SCM 

+ r2(-ir^ ( 
n~3~1 

) 
S g^+?J 

?=o \ n?r I i5i-n-i-i 

- ?{(Im:w)}+ sVl)^1! 
* -J * 

) S ^(AS+AJ. y=o \ n?r I i5i-n-i-i M 

-. (8) 
The relations (3), (4), (5), (6), (7) and (8) can bo used to get recurrence rela 
tions involving single order statistics. 
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4. Applications 

In this section we obtain exact and explicit expressions for expectations 
of functions of single order statistics for some specific distributions. Some 

known recurrence relations based on single order statistics, when all JSYs are 

i.i.d., are deduced. 
~ 

Examples for Family I. (i) Consider 

F(x) 
= 

q1-*, x = 0, 1 ; 0 < q < 1 

then Fx(x) 
= 

g*<i-*>, x = 0,1 ; 0 < q < 1, A > 0 

which is a Bernoulli distribution. 

Ifg(x) = etx, then 

3*(A)= S c^P(XA = ?c) 

= 
gA+e'(l-Y) 

Hence from (3), the mgf of Xr:n is given by 

f(t)="Z{-l)n-r-l 
I n~3~l V I'' 

jg^+(l-g?)'s ^LVi??... /=o \ ft?r?j /isi-n-jl t=o?!J 

... (9) 
From (9), for 1c = 1,2, ..., 

w-j-1 
w?f in?i ? 

It a? 

/=o \n?r?ji 
\si-n-j 

/w-j-l\ T is = 
i-?(-i)?-/rri.] 

s a ... do) 

using Corollary 2.1. 

Also, for n > 1 and r ? n, 

EXl.n 
= 

l-q*x,AN 
= i: "At 

? ... (11) 
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and for 1 < r < n?1, (6) gives 

#X*n - 
#X*n_x+ 2f(-l)n-f^(n""^1.) S (l-V*""?) 

?=o \n?r?jl i5|-?-i-i 

= 
Kf.._,+"f(-.).-f->-1.)(*,71) y=o \n?r?jl \ j I 

?=o \n?r?j/|5i=:n~i-i 

= EXhrin?x- 2f(-l)^r^ (^""M 2 qAs+A? . 
i=o \n?r?jt i5i-n-i-i 

(ii) Consider 

^(*) = 
|p 

0 < * < 0 ; 0 >0 

then 

F*(x)= 
(|-)\o<a<0;0,A>O 

which is a power function distribution. 

If g(x) 
? 

etx, then 

g* (A) = J e'*d( -| )* 
= A f d-HKxK-Hx 

o 
* 0 ' 0 

Putting y 
= - 

=-, we get 

l oo flktk 

g*(X) = A / Svyi-i dy = A 2 
r 

* * 
^(A+*)t! 

Hence from (3), the mgf of Xr.n is given by 

^)==Y(-i)?*r-*-\ )2^{ 2 *^U /=o \ n-r-j 
' *_o *I lisi-?-i(AjS+i')J 

From (13), for ? = 1,2,..., 

jfl.-Yi-irwC^-1.) s ̂  ??o 
v 

n?r?j f \s\^n-j\?s+tc) 
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Also, for n > 1 and r = n, 

EX*--? = 
(?Tky 

- (15) 

EXln = 
d(l-x?-k)EX?l\N=XAi 

... (16) 

and for 1 < r < w?1, (6) gives 

;=o 
* 

n?r?j 
I \s\ -jt-i-i 

(iii) Consider 
;=o ? 

h?i?j I \s\ - ?-j-i (As+Ajj+fc) S CM 

(17) 

-F(a) 
= 

exp{?e^x^)/e}, ?oo < a; < oo, ?oo < ? < oo, 0 > 0 
then 

jFA(a?) 
= 

exp{?A e-^*-?"}, ?oo < a; < oo, ?oo < $ < oo ; 0, A>0 

which is an extreme value Type I distribution (See Johnson and Kotz, 1970, 

p. 272). 

If g(x) 
= etx, then 

g* (A) = 
f e** ?[exp{-A e-i*- *}] ?oo 

= 
J e'*d[exp{-e-(*-?'>/e}]) 5' = 5+0 log A 

? CO 

= 
t*'*T(l-0t) 

= A?'e*r(l-?t), 0|f| < 1. 

Hence from (3), the mgf of Zr.n is given by 

n-r i fi?A?1 
, 

f{t)= 2 (-l)n-r-i ( 
J . ) S A'6e?r(l-0<),0m < 1 ... (18) 

?=o 
-\ 

n?r?j 'isi-n-i 

Examples for Family II. (i) Consider 

* (*) 
= 

l-i*+1, * = 0, 1, 2, ... ; 0 < q < 1, 
then 

Fx(x) 
= 

l-^(*+i); a; = 0, 1, 2, ... ; A > 0 

which is a geometric distribution. 

If g(x) = (1+0* 

!+**+(*) <*+( !)**+. 

1 +a?<??+?rW 2-f+a;<8> ^ 
+..., t e K 

a 3-17 
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then ? 

gr,(A) 
= 2 fl^1 (1?jf*) (1+*)* 

-l 

ryA V* 

Hence from (4), the factorial mgf of Xr.n is given by 

S (-l)r-;-i( 
J S Ji(-l?)fi ... (19) 

From (19), for k = 1, 2, ..., the factorial moment of Xr:n is given by 

J2?X<*> = 21 (- l)^-i ( 
n~3-~l 

) s 4 I (_?i_ )* ... (20) 
/=o \ n?r / 151-w-j xi 

? 
qAs 

J 

Also f or n > 1 and r = 1, 

EX& = 
k\(-i?) 

, ... (21) 

?X{*> = * 
(-^-) JB*fc?, A, 

= 2 A( ... (22) 

and for 2 ̂  r ̂  n, (8) gives 

EX% 
= EX?lv,n^+ 2 (-1)-^ (n 

3 2 * ! -*__ 
i=o 

x n?r I i5i-?-i-i M__/Asr+A?' 5CM x a 

... (23) 
(ii) Consider 

F(x) 
= 1?e~x, x > 0 

then 
.FA(#) 

= 
l-e-^, a; > 0, A > 0 

which is an exponential distribution. 

If g(x) 
= etx, then 

^(A) 
= J ?todil-er**) = A J <>-<*-'>* <fo 



Jc\ 

.?r 
- ?*" > 

dx 

(28) 
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Hence from (4), the mgf of Xr.n is given by 

f(t) ? 
Sl(-i)r-i-i( 

^~1 
) S 

(l~P' i'l<As,Y?Or ... (24) 

Bapat and Beg (1989) obtained (24) by different method. 

From (24), for k = 1,2,..., 

i?X*n = S1 (-l)r-*-* ( 
n~3~l 

) L 4r 
- (25> 

i=o \ ft?r I \s\-n-j A? 

Also, for % :> 1 and r = 1, 

^?n= ?, - (26) 

EX^^XeX^1, A,= S Ag ... (27) 
AN ieN 

and for 2 ̂  r < n, (8) gives 

EX*, = M*-liB_1+ S1 (-l)'"'-1 ( 
n~3~l 

) 
S 

?=o > n?r I isi-n-j-i 
SCM 

(iii) Consider 

* (*) = 1- lt\ x^ 0;0>O 

then /0\* 
Fx(z) 

= 
l-(~\ 

, *>0;0,A>O 

which is a Pareto distribution. 

If gr(a;) 
= ?*, fc = 1, 2, ..., then 

y.(A) = f 
aW[l-(|-)*].?A 

fa* 6X ar^1? 

= 
..^L 

f (A-fc) 0*"* ic-tA-*+i> d? 
(A?k) ? 

= 
7??tT? *<A. 
(A-fc) 

Hence from (4), we have 

BX?m-'Li-ir+*(*H~1) 
S ?^*<A, ...(29) 

?=0 \ ???" /|S|-n-i (AS??!) 
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For n > 1 and r = 1, 

EX*:n = 
f 

A" , A,, = 2 A<5 k < AN 
(An?IC) i N 

?? 
-?(?-Tcb)"* 

and for 2 < r < n, (8) gives 

i.n n 
^ ^ n_f ; |s| ^ (Aa+A.-*) 

then 

(iv) Consider 

F(x) 
= 

l-e-*2/2, x > 0 

Fx(x) 
= 

l-e"**2'2, a; > 0, A > 0 

which is a Rayleigh distribution. 

If g{x) 
= etx, then 

S'.(A) 
= J #?d[l-e-**'*] 0 

= A jV^ 2 *?? fe 
o *=o A; ! 

= 
A*L7i* fe-^xW dx 

jt=o A; ! o 

x2 
Putting y = 

y 
, we get 

A?=o A? ! o Vty 

-A 2 ?* fe-*v(2y)Mdy jt-o?! o 

? * r(l+1) 
*_o A ! A*/a 

Hence from (4), the mgf of XT : B is given by 

'-i. . . . , 
n?j 

^)= 2(-iri-w 
J 

/-o \. n?r 

1 \ 2 *! s -^?2 r(^+1) ! / |S|=n-i L?r-o kj ^A|/2 J 
' 
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From (33), for k = 1, 2, ... 

*-i j n?i ? 1 v 
*" x 9 ~i x 

y=o \ ft?r I \s\-n-j Ag' 
}fc/2 

AS 
(34) 

For ft > 1 and r ? 1, ; 

2*/?r/4+i) 
^ ^ 

-^- 
- (35) 

JV 

JS?Z?t2) = 
j*+?)^?:. ... (3G) 

An 
and for 2 ^ r .^ n, (8) gives 

/ft-i-1 v 2k?H 
T+1 .n = J?/Z?_1.n_1+ S (_l)r-i-i//? 

J M S _i2 / 

,^1 (A5+AJ* 
... (37) 

(v) Consider 

F(x) 
= \-ex ,x^ 0,1 >0 

then 

Fx(x) 
= 1-e ,?>0;?>0, A>0 

which is a Weibull distribution. In particular, with \ 
= 2, A = 

A/2 it reduces 

to the Rayleigh distribution and with \ 
? 1 the exponential distribution. 

If g(x) 
= #*, jfc = 1, 2, ..., then 

^(A) = 
f xH\\-e~^ ] = A ? f a;*^"1 e"*** ?a? 

o o 

Putting ?/ = 
x?, we get ? 

<7,(A) 
= 

(A) J ̂ e"AV^ 
-^j?;. 

Hence from (4), we have 

/ k 

re 
j-o \ ?-r /|?-?-i Af* 

(38) 

For n > 1 and r = 1 . i. 
r ffl ^? 

--w^ 
- (39) 

J5Z?7? = 
(-|) 

A* EX*:n, l = 1, 2, ... ... (40) 
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and for 2 ̂  r < n, (S) gives 

r-i . n ? i?i v *[ 7~+l 
, 

EX*rin = EXU:?-i+ S (-l)^-1 
J S 

-x? 
... (41) 

j=o \ 7i?r / \s\=n-j-i(An+Asr/,: 
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