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ABSTRACT

Awavelet feature based supervised scheme for fuzzy classification of land covers in multispectral remote
sensing images is proposed. The proposed scheme is developed in the framework of wavelet-fuzzy
hybridization, a soft computing approach, The wavelet features obtained from wavelet transform on
an image provides spatial and spectral characteristics (i.e., texture information) of pixels and hence can
be utilized effectively for improving accuracy in classification, instead of using eriginal spectral features.
Four different fuzey classifiers are considered for this purpose and evaluated using different wavelet
features, Wavelet feature based fuzzy classifiers produced consistently better results compared to orig-
inal spectral feature based methods on various images used in the present investigation. Further, the
performance of the Biorthogonal3.3 (Bior3.3) wavelet is observed to be superior to other wavelets. This
wavelet in combination with fuzzy product aggregation reasoning-rule outperformed all other meth-
ods, Potentiality of the proposed soft computing approach in isolating various land covers are evaluated
both visually and quantitatively using indexes like f# measure of homogeneity and Xie-Beni measure of

compactness and separability.

1. Introduction

Classification of different land cover regions of remote sensing
images is essential for efficient interpretation of them [1-3]. Nor-
mally, the images acquired from satellite mounted camera suffers
from lot of problems including low illumination quality and rapid
changes in environmental conditions. Also many times the spa-
tial resolution is not very high. This makes the analysis of remote
sensing images more complex and difficult. Basically the regions
like vegetation, soil, water bodies, concrete structure, etc, of a nat-
ural scene are often not well separated leading to overlapping
regions. Moreover, the gray value assigned to a pixel is an average
reflectance of different types of land cover classes present in the
corresponding pixel area. Therefore, a pixel may represent more
than one class with varying degree of belonging. Thus assigning
unique class label to a pixel with certainty is a difficult problem.
Conventional methods (particularly non-fuzzy methods) cannot
deal with the imprecise representation of geological information,
normally encountered in processing of remote sensing images. To
improve the representation, a graded belonging approach like fuzzy
sets, a soft computing, is used which provide an effective solution
to this problem |4,5].
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Fuzzy set theory provides some useful techniques in overcoming
the above shortcomings and allows a pixel to be a member of more
than one category or class with graded membership [6-8]. Thus the
fuzzy concept is a useful tool to deal with imprecise information and
to get a reasonable classification of the land covers in remote sens-
ing imagery. Many attempts have been made for remote sensing
image analysis and classification using fuzzy sets [2.7.9-11]. Fuzzy
classification of multispectral remotely sensed data was applied
to estimate sub-pixel components in [7,12]. The fuzzy supervised
method described by Melgani et al. [9] to classify land cover types
used the concept of fuzzification, MINIMUM (MIN) reasoning rule
(RR) and defuzzification on each pixel. Wang and Jamshidi [11] and
Shackelford and Davis [13] described a hierarchical fuzzy classifica-
tion method for high resolution multispectral data of an urban area.
Bardossy and Samaniego [10] described a fuzey rule based classi-
fication technigue. In some other approaches [5,14] aggregation
operators are used on the fuzzified value to get an aggregated deci-
sion on the available information. Combination of features/bands
for a multispectral pixel pattern is also important with respect to
different classes, particularly in the classification of ill-defined land
cover classes. Inthisregard Ghosh et al. [15] proposed a fuzzy aggre-
gation based classification approach for remotely sensed images,

Multispectral remotely sensed images comprise information
over a large range of variation on frequencies {information), and
these frequencies change over different regions {1.e., non-stationary
behavior of the signal) which needs to be estimated properly for
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improved classification. The multispectral remote sensing image
data have both spectral features with correlated bands and spa-
tial features correlated in the same band (also known as spatial
correlation). An efficient utilization of these spectral and spatial
[contextual) information can improve the classification perfor-
mance significantly compared to the conventional non-contextual
information based classification methods (k-nearest neighbors,
maximum likelihood, neural networks, etc.) [2,16). Such conven-
tional (non-contextual) approaches may be reasonable if spatial
resalution is high or when the spectral intensities are well sep-
arated for different classes, which is rarely found in any real life
data. For example, in the urban areas, the densities of the spectral
intensities are seldom well separated. Thus it is important to decide
whether the arrangements of spatial data or a transformation of
the pixels to a different space that uncorrelated the information to
separate the data into desired classes can be used as features,

Many efforts have been made to take the advantages of
neighboring pixel information in [2,17-19]. These include tex-
ture features extracted from angular second moments, contrast,
correlation, entropy. variance, etc,, computed from the gray level
co-occurrence matrices [17]. However, these methods are com-
putationally expensive due to the estimation of autocorrelation
parameters and transition probabilities. Also, the texture elements
are not easy to quantify and it deals with the spatial distribu-
tion of the gray levels over a small portion of an image. Later on
Gaussian Markov random fields (GMRF) [20] and Gibbs random
fields [21] were used to characterize textures. Further, local lin=
ear transformations are also used to compute textural features
[22]. These methods can model spatial interactions over relatively
small neighborhoods on a single scale. Again the multispectral
pixel information are usually insufficient to discriminate properly
the different land cover classes having ill-defined and overlapping
regions. Hence the use of both spectral and textural information in
classification problems is more appropriate,

An efficient way to deal with a problem where use of the spec-
tral and spatial (contextual) information is necessary Lo get proper
classification is to recognize the images by a number of subsam-
pled approximation in different resolution and desired scales. This
approach is conventionally known as multiresolution analysis [23).
This scheme analyzes the coarse image first and gradually increases
the resolution to analyze the finer details. To capture the local varia-
tions in the orientation and frequency of texture elements that lead
to the nonstationary behavior of remotely sensed image textures,
we need a joint spatial and frequency representation. Recently
wavelet transform (WT) has received much attention as a promis-
ing tool for texture analysis in both spatial and frequency domains
[23-27], as it has the ability to examine the signal at different
scales. This means that the WT represents the input information
in both spatial and frequency domains, Basically the WT coeffi-
cients represent the characteristics in frequency bands indicating
the characteristic of the original pixel like frequency, spatial loca-
tion and both; from where the WT coefficients originated. Thus the
WT coefficients gather information of neighboring pixels and these
are uncorrelated in spatial domain.

These characteristics of the WT motivated us to use it for extrac-
tion of non-stationary behavior of pixel information from remote
sensing images, Some research studies have been made o use
WT for classification of remote sensing images [24,28,29]. A com-
parative study of multiwavelet |30], wavelet, and shape features
[17]. for microcalcification classification in mammogram has been
described in [31], where it is experimentally shown that the results
of multiwavelet based approach were better compared to wavelet
and statistical based feature. However, the computational complex-
ities of multiwavelet based classification is much higher than the
wavelet based ones. Recently, Huang et al. [32] used multiscale
spectral and spatial information fusion using wavelet transform,

to classify very high resolution satellite imagery with the support
vector machine (5VWM) as a classifier. Some recent works include the
paper of Wong et al. [33] on the stitching defect detection, Zegarra
et al. [34] on finger-print image retrieval, and the MRl image classi-
fication using wavelet in a Hybrid framework by El-Dahshan et al.
[35].

Daugman pioneered the work in biometric identification by
developing the Gabor wavelet based iris recognition [36]. Even
today most of the research on iris recognition systems are cen-
tered around the wavelet feature based methods [37,38]. Apart
from these, WT have been used in other applications. Zegarra et al.
|39] describe a novel approach for personal identification based on
a wavelet-based fingerprint retrieval system, which encompasses
three tasks, namely, feature extraction, similarity measurement,
and feature indexing. Grzegorzek et al. [40] described a system
for texture-based probabilistic classification and localization of 3D
objects in 2D digital images using wavelet features. In another
study, a multiresolution analysis system for interpreting digital
mammogram is proposed and tested by Rashed et al. [41]. This
system is based on using fractional amount of the biggest wavelet
coefficients in multilevel decomposition. Murtagh and Starck [42]
described the method for extracting wavelet and curvelet fearures
for image classification, and applied to aggregate mixture grading.
In the field of remote sensing, WT has also acquired important
place [43]. Hsu et al. [44] described a method for feature extrac-
tion of hyperspectral images using WT. Zhang et al. [45] propose a
technique for fusion of multispectral and hyperspectral images to
enhance the spatial resolution of the latter. The technique works
in the wavelet domain and is based on a Bayesian estimation of
the hyperspectral image, assuming a joint normal model for the
images and an additive noise imaging model for the hyperspectral
image.

The aim of the present work is three fold. First, we exploit the
WT in extracting features (i.e., wavelet features) of the input pat-
terns/pixels. Second, we use the fuzzy classifiers for land cover
classification of remote sensing images, to deal with overlapping
class problem. Third, we developed a hybrid approach in the frame-
work of soft computing paradigm and utilize the advantages of
both WT and fuzzy classifiers. We use WT by incorporating it as a
preprocessor to extract both spatial and spectral information. The
wavelet transform is quite useful in extracting features of the input
patterns/pixels, which can be used in the next step of processing as
input features for classification. In this experiment we have consid-
ered four fuzzy classifiers; (1) fuzzy product aggregation reasoning
rule (FRARR), (2] fuzzy explicit (FE), (3} fuzzy maximum likelihood
(FML), and (4) fuzzy k-nearest neighbor (Fk-NN), because of their
ability to perform reasonably well in all conditions [7-9,15]. The
performance of these fuzzy classifiers are compared with different
wavelets, The proposed scheme has been tested on various mul-
tispectral remote sensing images. Since the results were similar
with respect to performance, we have reported the results of three
images as typical examples, two images from four-band Indian
Remote Sensing (IRS) satellite images [46] and one from three-band
SPOT image [1]. Comparison of results showed that among the used
wavelet features the performance of the Biorthogonal3.3 (Bior3.3)
wavelet is superior to other wavelets. In the proposed wavelet-
features based fuzzy classification scheme, the FPARR is vielding
superior results compared to others. As a result, the hybridization
of FFARR with Biorthogonal3.3 (Bior3.3) wavelet-features based
scheme, boosted the performance to maximum.

The rest of the paper is organized as follows, Wavelet trans-
form and extraction of wavelet features are described in Section 2.
Fuzzy classification and the considered fuzezy classifier are briefly
described in Section 3. A brief discussion on the performance mea-
surement indexes are given in Section 4. A detail discussion on
the results are presented in Section 5, The paper ends with a con-
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clusion on the findings in Section G, along with scope for future
work.

2. Wavelet transform based feature extraction

Many researchworks have been carried out to deal with the non-
stationary behavior of signals in an appropriate way. In this regard,
efforts are made to overcome the disadvantages of the Fourier
transform (FT), which assumes the signal to be stationary within its
total range of analysis. WT [ 23,47 | is an example of such a transform,
which does not lose the spatial localization of the signal frequen-
cies, The multiscale behavior of the WT analyzes or decomposes the
signal in multiple scales, where each scale represents a particular
coarseness of the analyzed signal. Thus the decomposition steps
divide the signal into a set of signals of varying coarseness ranging
from low frequency to high frequency components, Accordingly
the WT tries to identify both the scale and space information of the
events simultaneously. This makes the WT uselul for signal feature
analysis. This property is more useful for remote sensing data anal-
vsis, where any characteristic of the scene is first analyzed using
low resolution and then analyze an area of interest in detail using
an appropriate higher resolution level.

Since we are dealing with different textures of remotely sensed
images, the decomposition of the signal into different scales, which
can uncorrelate the data as much as possible without losing their
distinguishable characteristics, i1s particularly more useful when
the WT is done on an orthogonal basis [23]. The distinguishable
characteristics of the original information preserved in the WT
decompasition are spatio-geometrical information, energy at dif-
ferent scales, etc.; normally called the signature of the particular
land cover. WT is also suitable for operations like feature extraction
[48], parameter estimation [49] and reconstruction of the signal
series because of its invertible properties [23].

Thewavelets are the functions used in the transformation which
act as a basis for representing many functions of the same family.
A series of functions can be generated by translation and dilation
of these functions called mother wavelets (). The translation and
dilation of the mother wavelet can be given by

Ype(t) = Iy~ 2 (%) ¥ #0 and yeR, =R (1)

where t and y are the translation and dilation parameters.
The following multiresolution scheme, given by Mallat [23], is
used for implementation of wavelets.

2.1, Discrete WT and multiresolution analysis

2.1.1. 1-Dimensional

The discrete WT analyzes the signal at different frequency bands
with different resolutions by decomposing the signal into low
frequency {approximation) and high frequency (details) band infor-
mation. The decomposition of the signal into different frequency
bands is obtained by successive high-pass and low-pass filtering of
the signal.

In the reverse process of discrete WT, normally called inverse
WT, the reconstructed signal may not be exactly the same as orig-
inal one; however, it will be a good approximation. Due to these
properties, WT is widely used for signal and image compression
[50].

The decompaosition operation in the WT halves the spatial reso-
lution since only half of the number of samples now characterizes
the entire signal. However, this operation doubles the frequency
resolution, since the frequency band of the signal now spans only
half the previous frequency band, effectively reducing the uncer-
tainty in the frequency by half. The above procedure, which is also
known as the subband coding, can be repeated for further decom-

position. Atevery level, the filtering and downsampling will result in
half the number of samples (and hence half the spatial resolution)
and half the frequency band spanned [and hence double the fre-
quency resolution). This process of subband coding is also known
as multiresolution analysis [51].

2.1.2. 2-Dimensional

The two-dimensional (2-D) WT is performed by consecutively
applying 1-D WT on rows and columns of the 2-D data. A 2-D
WT, which is a separable filter bank in row and column direc-
tions, decomposes an image into four sub-images [23]. Fig. 1 shows
this dyadic decomposition of a 2-D image for a 2-level decompo-
sition. H and L in Fig. 1 denote a high-pass and low-pass filter,
respectively. |2 denotes the downsampling (decrease the sample
occurrence rate) by a factor of two. Thus in one level decomposi-
tion of the 2-D'WT, four sub-sampled versions of the original image
are obtained. Among them, one contains the WT coefficients in low
frequency range called the approximation part, i.e., LL (Fig. 1) and
three in high frequency range in three directions: vertical {LH), hor-
izontal (HL) and diagonal (HH) called the detail parts. The wavelet
coefficients in these subbands provide frequency information of
the original signal in four different frequency bands maintaining
their spatial position same as the original. In addition to this the
coefficient values also preserve the neighborhood information, The
decomposition of the wavelet coefficients can be extended to more
than one level. The next level of decomposition can be performed
an the approximation coefficient of the previous level. The other
detailed coefficients are assumed to be redundant as they contain
information in the high frequency bands and normally considerad
as noise. However, the next step of decomposition can be per-
formed on all the coefficients obtained from the previous level. This
decompaosition method is called wavelet packet [23].

At the higher level of decomposition detailed information can
be obtained. Thus the level of decomposition depends on the type
of requirement and it varies with the problem in hand. To have an
objective evaluation, we computed the average entropy |52 ], which
provides a measure of information, of the images for each level. We
found that the average entropy value is not changing much after a
certain level of decomposition; and we decided to decompose up to
that level. For the present experiments we stopped decomposition
after second level only, as the entropy measure was not changing
much after this.

From the WT coefficients the corresponding reconstructed
images are obtained using inverse WT, which will be used sub-
sequently as the extracted features of the original image for
classification purpose. Thus we will have many extracted features
from the input images and the number of images (features) will
depend on the level of decomposition. This procedure is extended
to reconstruct all the sub-images in different scales.

2.2, Feature extraction

As discussed above the decomposed WT coefficients at differ-
ent levels in different sub-images represent the information of the
original pixel values as well as the information of the neighboring
pixels, we have used these coefficients to construct features. In this
regard, different bands of images are decomposed into the desired
level using the 2-D WT, which provides four subband images from
each band. As a whole 16 subband images can be obtained from a
four-hand image (original input) after one level of decomposition. [t
becomes 28 band sub-images with two levels of decomposition and
so on. However, the pixels of the sub-images are reconstructed to
get the image information from the corresponding subband. In this
operation the representation of the original image for a particular
band is obtained through the reconstruction process. The sub-
images are then cascaded as shown in Fig. 2 so that the extracted
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Fig. 1. A schematic representation of two-level discrete wavelet transform.

feature vectors of the original multispectral image can be obtained
for the next step of classification. Cascading of different bands for
generation of feature vector with Q-level of decomposition can be
performed as
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where, IF, | denotes the sub-image at first level for first band with
B as the number of spectral bands of the original image. Hence the
feature vector of each pattern of the above decomposition will be of
length B(30Q+ 1). Thus, a two-band multispectral image with three-
levels of decomposition creates a feature vector of length 20. Fig, 2
shows the way of cascading sub-images of a single band image,
which can be extended to the desired level of decomposition.

3. Classification techniques

In this article since we are dealing with images, particularly
remote sensing images having overlapping classes, fuzzy classifi-
cation methods [4.6,53] are more useful as it allows imprecise class
definition and recognize patterns belonging to more than one class
[G.9]with varying degree of membership values, Thus the partitions
infuzzy classes are soft and gradual rather than hard and crisp. Pop-
ular fuzzy classifiers include fuzzy k-nearest neighbor algorithm
by Keller et al. [8], fuzzy rule based algorithms by Ishibuchi et al.
[54], Abe and Lan [55] and fuzzy ML classifier by Wang [7]. Fuzzy

and neural networks based techniques are applied successfully to
various areas including land cover classification of remote sensing
images [2,56,57]. A summary of different fuzzy classifiers and their
applications are described in [6,58].

The proposed wavelet-features (WF) based fuzzy classification
scheme has been implemented with four different fuzzy classifica-
tion methods. These are; fuzzy k-nearest neighbor (k-NN) [8], fuzzy
maximum likelihood (FML) [7], fuzzy product aggregation reason-
ing rule (FPARR] [15] and fuzzy explicit (FE) [9]. A briel description
of these classifiers are described below, The motivation behind the
selection of the classifiers for present study is as follows. The FML
is an extension of the maximum-likelihood (ML) classifier, it is
always an advantage to evaluate the performance with FML (fuzzy
equivalent of a standard ML), Similarly, it is also an advantage to
consider Fk-MNM (standard classifier in the fuzzy domain, equivalent
k-MN), Among the other fuzzy classifiers, we found that the FE per-
forms better. The classifier is simple and its modular architecture
involves a high flexibility for easily inserting new bands or remov-
ing bands without disturbing the remaining parts of the classifier.
The strength of the method is certainly its optimal extraction of the
data through the explicit fuzzification, exploited efficiently by the
MIMN fuzzy reasoning rule. The FPARR is recently proposed fuzzy
classifier and it has the ability to perform better than other three
classifiers. The FPARR explores three important aspects: these are
[i)extracting feature-wise information for different classes, (ii) gen-
eralization capability and (iii) combined contribution of individual
features to a particular class. Therefore, keeping in mind all these
advantages, we have selected the above mentioned four fuzzy clas-
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Fig. 2. Classification procedure.
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sifiers. However one can extend it to some other fuzzy classifiers
and may get even better results.

3.1, Fuzzy k-nearest neighbor (Fle-NN)

The k-NN classifier is a non-parametric method and based on
the determination of k number of nearest neighbors of a test pat-
tern and allocate the class map that has the majority of neighbors
belonging to a particular class. Keller et al. [8] incorporated the
concepts of fuzzy set theory into the k-MNM voting procedure and
proposed a fuzzy version of k-NN rule, The translation to fuzzy sets
requires two modifications: the introduction of distance from the
test partern to the centroid of classes of all neighbors to measure
the membership values, and the introduction of a membership vec-
tor for each pattern. The membership degree of a test pattern x to
class cis calculated by

k
Z”’:r‘ (1/1% = x;2/tmy—=13)
i=1

pelx) = — (2)

Z (Ullx— xj,|2f[m,r—1:}

j=1

wherec=1,2,....Candj=1,2,..., k with Cnumber of classes and
k number of nearest neighbors. pt; is the membership degree of
pattern x; to class ¢, among the k-nearest neighbors of x.

3.2, Fuzzy maximum likelihood (FML)

The FML [7] is a fuzzy evaluation of the conventional maximum
likelihood parameters. The mean-vector and covariance matrix
estimated using the fuzzy membership values for each pattern
are called fuzzy mean-vector and fuzzy covariance-matrix. The fuzzy
mean-vector (X: ] for the ¢ th class can be defined as

M
Zm{xﬂ'ﬂf
§. = =1

ST
D helx)
i=1

where M. 15 the total number of patterns in the c th class and pe (%)
is the membership value of i th pattern (x;) to the ¢ th class. The
fuzzy covariance-maltrix is defined as

(3)

M. )
B e — Kex; — Ke )
p ol , (4)

My
Z.uclixf}
i=1

The fuzzy mean-vector and fuzzy covariance-matrix can he
considered as extensions of the conventional mean-vector and
covariance-matrix with pi-(x;) = 1 for class ¢ to which the pattern
belongs, and 0 for other classes, Eqs. (3) and (4] then correspond
to the conventional mean-vector and covariance-matrix, The fuzzy
partition matrix is then evaluated using the fuzzy mean-vector and
fuzzy covariance-matrix. Thus the MF for a pattern x to class ¢ can
be expressed as

pelx)
——— (5]

ZPJ(KII
j=1

felX) =

where pi(x] is the probability density function. Assuming Gaussian
distribution it can be computed as

1 . o
pilx) exp |- i{Jr. = xjjf Er.' Wx— xj}] \ (6]

1
(27721 E;11/2
forj=1,2...., Cand | ] is the determinant of the covariance-matrix
L and [ is the dimension of the pattern.

For the estimation of the MF in FML, the parameters mean-
vector and covariance-matrix require the fuzzy representation of
the pattern to different classes. Chen [59] described a suitable
method, which estimates the fuzzy representation of the land
covers in an iterative manner and does not require the prior infor-
mation. We have implemented this method in the following way.
Initial representation for the land covers are made randomly, by
picking up values in [0, 1] representing its membership to a class.
Using this representation the fuzzy mean-vector and covariance-
matrices are estimated. These parameters then estimate the new
fuzzy matrix following Eq. (5). This process repeats until a stable
mean-vector or covariance-matrix are estimated. The stability con-
dition assumes that there is no significant variation in the present
and previous estimation of parameters in consecutive iterations, i.e.
mean square error is less than € [ =0), In the present experiment
we have used € = 0,001,

3.3, Fuzzy product ageregation reasoning rule [FFARR)

The FPARR classification method uses three steps [15). In the
first step, it takes the input feature vector and fuzzifies the feature
values, This step uses a 7-type membership function (MF) [4] to get
the degree of support of a pattern into different classes based on
different features. The membership value pog (x4 = mq{x4). thus
generated, expresses the degree of belonging of d th feature of a
pattern X (X=[%;, X2, ..., %4, ... xpl7) to c th class, with d=1,2, ...,
Dandc=1.2,..., C.The w-type MF is given by

mlara,rb) =0, x=a,
=2"m=-V1x% — m)/(r — a)]"™, a-=x=p,
=1=-2"1(r—x}fir—al]™, p=x=r, o
=1=2"x=r)j(b=", r<x=g,
=2m=1|(b - x)/{b— ", g=x=<h,
=0, X=b,

with m as the fuzzifier of the MF (shown in Fig. 3). In the present
study we have taken the value of m=2.0. The MF can be esti-
mated with center at r. We have considered mean as the center
(iLe., r=mean(y), where v is one of the features of the training data
and the two crossover points are p=mean(y) — [max(y) — min(v}]/2.

a P r 3 b
Feature Value

Fig. 3, m-type membership funcricn,
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and q=mean(y)+[max(y]—min(y)]/2). The membership value at
the crossover point is 0.5 and at the center r, its value is maximum
[ie., 1) Assignment of membership value is made in such a way that
all the patterns in the training data get a membership value closer
to 1 for the patterns that are nearer to the center of the MF, and
when they are away from the center they get a membership value
closer to 0.5, Thus for a multi-featured pattern x, the membership
matrix after the fuzzification process can be expressed as

il ) ey a(x) iy clx)
.F':K] s ..f-"!:?...l{x?.] .!'-'!:2..2{'?‘-2] ..U-'_z..c[xz} i [8]
ipalXp) pip2(xp) fp.clxp)

In the second step, the fuzzified feature values are aggregated
using PRODUCT reasoning rule (FARR). It is applied on the mem-
bership matrix to get the combined membership grade of features
of a pattern to various classes, After applving the PARR, we obtain
the output as a vector given by

F(x) = [Fy(x). Falx), ... . Fe(x)) (9)
and

(]
F.(x) = H“u_f[xa]. Ye=1,2.....C (10)

d=1

The vector Fx) represents the fuzzy classification expressing
the class belonging, from which a hard classification output can be
obtained by a defuzzification process.

The last step of the present classifier is a hard classification and
is performed through a MAXIMUM (MAX) operation to defuzzify
the output of the FPARR classification method. Here the pattern is
classified toclass cwith the highest class membership value defined

by

L

o120 and Js o Folx) = Fix). (11)

3.4, Fuzzy explicit (FE)

The FE classification method [9] 15 also processed through three
steps. In the first step, it finds the membership matrix for each of
the pixels/patterns with a Gaussian MF. The Gaussian MF is given
ds

.
(% = Ra ) ] (12)

f,cl%g) = exp [ 207

Hle
where X, . is the mean of class c with respect to feature d and a,,
is the standard deviation of class ¢ for feature d.

Using the above equations the fuzzy membership matrix can
be evaluated as shown in Eq. (8). The membership matrix is then
processed using a MIN KR in the second step, which selects the
minimum among all the feature-wise membership values. It is cal-
culated for all classes. A re-scaling operation 15 also performed for
the output of the membership values (after applyving RR) for all
classes in this step. Then the defuzzification step is performed on
the re-scaled value using the MAX operation. In this step a pixel is
assigned a class label for which the re-scaled membership value is
Maximun.

4. Performance measurement indexes

In this study we have used two performance indexes (o measure
the quality of the classified images. After training the classifiers
with the limited number available training samples, the unlabeled
data has been used for testing, Hence we may call this data sets as
partially labeled. Due to this limited information the performance
measures like the Kappa [60] are not suitable for evaluation of the

classification results, Thus two clustering indexes namely, & index
|61] hased on hard labels and Xie-Beni index |62 ] based on soft labels
are used as the quantitative index (QI). However, to strengthen our
claim for the superiority of the proposed method with the available
training samples, we calculate the classification accuracy with ten-
fold cross validation.

One can use other indexes like Partition Coefficient {PC), Parti-
tion Entropy (PE}, Fukunyam-5Sugeno (F5) index, and Fuzzy Hyper
Volume {(FHV) [63] for evaluation of the results depending on the
problem at hand. Wu and Yang [63] analyzed various fuzzy cluster
validity indexes which includes PC, PE, FS and FHV. It is understood
that PC, PE and FHV does not have any connection to the geomet-
rical structures of the data, it only measures the compactness of
the clusters. On the other hand, F5 measures the error within the
clusters and is not a good separation measure. Contrarily XB index
addresses both the objectives, i.e., within cluster compactness and
separation between the clusters. Due to this advantage and wide
usability we have chosen the XB index in the present study. On the
other hand the @ index 15 quite effective when number of classes
are fixed and labels are hard. Computationally it is very simple.
It has been used very successfully to evaluate the guality of the
segmentation/classification of images [15,56,57,61,64].

4.1, Bindex

£ is defined |61] as the ratio of the total variation and within-
classvariation (Eq. [ 13]). Since the numerator is constant for a given
image, # value is dependent only on the denominator. The denomi-
nator decreases with increase in homogeneity within the class for a
fixed number of classes (C). Thus for a given image and given num-
ber of classes, the higher the homogeneity within the classes, the
higher would be the & value. Mathematically A can be represented
d5,

¢

M
>3 oy -5

i=1 j=1

C M
SN - %)

f=1 f=1

p- (13)

where X is the mean (vector) grey value of the image pixels{pattern
vectar), M; is the number of pixels inthe ith (i=1,2, ..., C) class, x;;
is the grey value of the j th pixel (i=1,2, ..., M;)in class i, and X, is
the mean-vector of M; grey values of the i th class.

4.2 Xie-Beni index

This measure, popularly known as the Xie-Beni (XB) was first
proposed in [62]. The XB measure provides a validity criterion
based on a validity function that identifies overall compactness
and separation of fuzzy classification without any assumptions
to the number of substructures inherent in the data. The index
depends on the data set, geometric distance measure, distance
between centroid of class and pattern, and more importantly on the
fuzzy classification generated by an algorithm. It is mathematically
expressed, in Eq. (14), as the ratio of compactness and separation

oM
3O uEIvVe—xi?

1 =1 =1

XB = — 14
M min| V. — v e

Cowf
where V: and Vj, ¥c, j=1. ..., C. are the centroid of the c th and j

th class, respectively, and x; is the i th pattern in the data set. M
is the total number of data points in the data set and ji; is the
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Fig. 4. (a) and (h) are IRS (band-4} Calcutta and Bombay image, respectively, and {c) is SPOT (band-3) Calcutta image.

membership value of the i th pattern to ¢ th class. The smaller the
XB value, the better is the classification [62].

5. Results and discussion

Selection of the training samples for all classes are made accord-
ing to the ground truth available for land cover regions. These
training samples are used to estimate the parameters of the clas-
sifiers. After learning the classifier, it is used to classify the land
covers of the whole image.

5.1, Classification process

Four fuzzy classifiers are used in the present investigation to
classify the land covers of the remote sensing images and tested
using wavelets from different groups (i.e., Daubechies, Biorthog-
onal, Coiflets, Symlets) [47). However, results are given for four
wavelets as their performances are found (empirically] to be
comparatively better than others. These are Daubechies 3 (Db3),
Daubechies 6 (Db6), Biorthogonal 3.3 (Bior3.3) and Biorthogonal
3.5 (Bior3.5) wavelets [47]. In Daubechies wavelets, N (3 or 6] is
related to support width, filters length, regularity and number of
vanishing moments for the wavelets. For example, DbN is having
support width of 2N - 1, filter length (number of filter coefficients)
of 2N, regularity about 0.2N for large N and number of vanishing

moments M. Similarly, 3.3 and 3.5 of biorthogonal wavelets indi-
cate some specific properties like regularities, vanishing moments,
filter length, etc.

Classification accuracies of the WF based classifiers are provided
in tabular form whereas the classified images with Bior3.3 wavelet
and FPARR are shown in the figures also. In the present study we
have used a two-level decompaosition of the WT as the complex-
ity increases proportionally with the level of decomposition with
insignificant increase in the performance. The fuzey k- NN algo-
rithm was implemented with my=2 and k = 8 (selected on the basis
of performance).

5.2, Description of images

Three different remote sensing images (size 512 « 512 ) are used
for the simulation study of the proposed WF based classification
scheme. Among them two are from IRS and one from SPOT image.
Due to poor illumination, the actual classes present in the input
images are not visible clearly. So we have presented enhanced
images in Fig. 4, which highlight the different land cover regions
properly. However, the algorithm are implemented on actual (orig-
inal) images.

5.2.1. IRS images
The IRS images (shown in Fig. 4a and b) were obtained from
Indian Remote Sensing Satellite [46). We have used the images
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Fig. 5. Classified IRS Calcutta image by (a) FFARR with spectral features and (b) FPARR with Bior3.3 waveler.

taken from the Linear Imaging Self Scanner (LISS-U). LI55-11 has
a spatial resolution of 36.25m = 36.25m and works in the wave-
length range of 0.45-086pum. The whole spectrum range is
decomposed into four spectral bands namely, blue band {band-
1}, green band (band-2), red band [band-3) and near infrared
band [band-4) with wavelengths 0.45-0.52 um, 0.52-0.59 wm,
0.62-0.68 pm, and 0.77-0.86 pm, respectively. The image in Fig. 4a
covers an areéa around the city of Calcutta in the near infrared band
having six major land cover classes. These are pure water (PW),
turbid water (TW), concrete area (CA), habiration (HABE), vegetation
[VEG) and apen spaces {03). Fig. 4b shows a part of the Bombay city
in the near infrared band. The elongated city area is surrounded by
the Arabian 5ea. The total region of the Bombay image can be clas-
sified into five major classes namely, water (W), concrete area (CA),
habitation (HAB), vegetation (VEG) and open spaces [(05).

522, 5POT image

The S5POT image (enhanced) shown in Fig. d4c is obtained
from SPOT (Systeme Pour d'Observation de la Terre) satellite 1),
which carries an imaging device referred to as HEV {High Reso-
lution Visible). The Calcutta image used here has been acquired
from the HRV that uses the wavelength range 0.50-0.89 pum. The
whole spectrum range is decomposed into three spectral bands
namely, green band (band-1), red band (band-2) and near infrared
band [band-3) of wavelengths 0.50-0.59 um, 0.61-0,658 pm, and
0.79-0.89 pm, respectively. This image has a higher spatial resolu-
tion of 20 m = 20 m. We have considered the same six classes for the
land cover classification of the SPOT image as in case of IRS (Fig. 4a).

5.3, Classification of IRS Calcutta image

The three remote sensing images as shown in Fig. 4 are used
for performance assessment of the proposed WF based classifica-
tion scheme. These images are classified using fuzzy classifiers with
original and wavelet features. The classified (IRS Calcutta) images
with FPARR and WT based FPARR with Bior3.3 wavelet are shown in
Fig. 5a and b, respectively, as FFARR based method performed well
with original features and still better with Bior3.3 wavelet. From
the visualization point of view, it is clear from the figures that the
proposed WF based classifiers performed better in classifying the

land covers (i.e., segregating different land covers) compared to its
corresponding fuzzy version. Various objects in the IRS Calcutta
image are clearly identified in the classified image. For example, as
shown in Fig, 5b, we see that the Hoogle [ Ganges) river situated in
the middle of the image separating the image approximately into
two halves, belong to TW class. The pure or fishery water (PW class)
is easily identified in the classified image. The other classes like CA,
HABR, VEG and 05 are also clearly visible, Objects like Airport run-
ways, Saltlake Area, Saltloke Stadium, Vivekananda Bridge, Howrah
Bridge are also distinctly separable in the classified image using the
proposed WF based classification scheme.

The above mentioned objects are more or less visible in case
of the classified images obtained with FPARR as shown in Fig. 5a.
These differences can be seen more clearly if we examine them
closely. For this purpose a small portion of the lower right side of the
image (Fig, 5118 zoomed and presented in Fig. G. It is observed that
the regions like Saltlake stadium is more clear and well-shaped in
Fig. 6b compared to Fig. 6a. Similarly, water bodies came out as pure
class in Fig. 6h and the separating regions of the water bodies are
more distinct compared to the image in Fig. 6a. Further, a concrete
distinction between various classes obtained by different classifiers
are justified with the estimation of quantitative index rather than
only visualizing the regions.

Two guantitative indexes named as f and XB, as discussed in
Section 4, have been used to justify these findings. With £ index,
as discussed in the previous section, for a fixed number of classes,
maore the homogeneity within the class, more is the 8 value, Table 1
depicts the results of A, As expected, the @ value is the highest for
the training data, i.e,, 9.4212 for IRS Calcutta image, Its values are
81717, 71312, 7.0523 and 7.0121 for the four fuzzy classifiers, i.e.,
FPARR, FE, FML and Fk-NN, respectively. From these values it is
clear that the FPARR is vielding better classification results com-
pared to others. The £ value is increased from 81717 to 8.6348,
8.1913, 8.7413 and 8.2012 for the WF based FPARR classifier with
D3, Db, Bior3.3, and Bior3.5 wavelets, respectively. These incre-
ments are also there for other fuzzy classifiers with these wavelets.
From Table 1, it is clear that the FPARR classification with Bior3.3
wavelet is providing the highest @ value compared to others. The
improvement of the classification for other fuzzy classifiers with
WT as the preprocessor is also obvious from Table 1. For the rest
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Fig. 6. foomed version of a selected region of Fig. 5 which show the Saltlake stadium and Pure warter regions: {a) corresponds to Fig. 5a and (b} corresponds to Fig. Sb.

of the classifiers, the Bior3.3 wavelet provided better results than
Db3, Db6 and Bior3.5. As a whole we can establish the following
A relation in terms of the performance of the classifiers from the
classification of IR5-Calcutta image, i.e.,

Biswining = Peearr = Bre = Bovt = Pre_wi

From this relation we can get the performance quality of the
different classification methods, Another relation

Buiors.s = Pobs = Priors.s = Pove

i5 also evident from Table 1. From these relations it is observed that
the performance of the FPARR classifier is better than FE, FML and
Fk-MMN. There is a similarity in the performance between FML and
Fk-MN classifiers.

Similar to this # index, the XB index also supported the supe-
riority of the proposed WF based fuzzy classification scheme, The
experimental values for XB index obtained with the three remote
sensing images using all the classifiers are depicted in Table 2.1t is
seen that a better compaction and separation of different regions
of the images are obtained with the FPARR classification method
compared to FE, FML and Fk-NM. The XB value for FPARR for IRS
Calcutta image is 0.8310, and are 09012, 0.9201 and 0.9156 for
FE, FML, Fk-NN, respectively. Again, these values are still better for

Tahle 2
Comparison of XB value for different classification methods, Bold values indicate
that they are the best results,

Classification method IR5 Cal IRS Bom SPOT Cal
FPARR 0.8310 0.74935 21021
FE 0.9012 0.8832 2300
FML 0.9201 0.9011 23774
Fh-NN (k= 8] 0.9156 0.3973 23415
FPARR + Bior3.3 [wavelet) 0.7672 0.7366 1.8576
FE +Bior3d.3 (waveler) 0.8367 0.83300 2.1166
FMAL+ Bior3d.3 (waveler) 10,8489 08235 2.2210
Fi=MM (k=8]+ Bior3,.3 (wavelar) 085211 03289 22001

the Bior3.3 wavelet based features for all the classifiers. However,
FPARR with Bior3.3 wavelet based features is the best among all,
To have another comparison of methods, we performed ten-fold
cross validation for calculating the classification accuracies (with
available training data) and results are shown in Tahle 3. All the
methods are performing well with Bior3.3 wavelet, as observed
from Tahle 1, and hence we have provided the results with this
wavelet only. The results in Table 3 show the classification accu-
racies obtained from each fold of ten-fold cross validation, and the
average over them. It 15 observed from Table 3 that FPARK classifier
with Bior3.3 wavelet performs well compared to other classifiers.

Table 1

Comparison of £ value for different classification methods, Bold values indicate that they are the best results,
Classification methods Wavelets
Training patterns -
FPARR -
FE -
FnL -
Fl-MM (k=8 =
WF with FPARR Db3
WEF with FPARR Db
WF with FPARR Bior3.3
WF with FPARR Bior3d.5
W with FE D3
'WF with FE [k
WEF with FE Rior3.3
WEF with FE Bior3.5
W with FML Db3
WF with FML Dbé
WE with FML Bior3.3
W with FML Binr3.5
WE with Fk=MN (k=8 D%
WEF wiith Fk=MN (k=8) (K154
WEF with Fk=MN (k=8) Bior3.3
W with Fle-MMN (k=8 Bior3.5

IRS Cal IRS Bom SPOT Cal
94212 21.4783 03343
Ba1T17 19.4531 B.1078
7.1312 17.6283 7.0137
7.0523 17.0887 6.9896
7.0121 17.0013 6.9212
B.6348 20,0134 B.7315
81913 19.5012 E110
B.7413 20.1m7 57411
B2 18.5102 B1210
Jamy 183312 T6513
7.1934 17,713 T.1345
7.7918 18,4013 7.7022
7.1997 17.7343 7.2123
7.5786 17.7582 74123
7.1020 17.1634 T.OTES
7.6801 17.7893 74078
72212 17.1456 7.3001
75412 17.6070 74012
71673 172010 70027
7.6589 17.6431 7.4902
72113 17.1341 Ta011
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Fig. 7. Classified IRS Bombay image by (a) FRARR with spactral features and (h) FPARR wirh Bior3.3 waveler.

This reveals the statistical significance of the proposed classifica-
tion method (FPARR classifier with Bior3.3 wavelet). Considering all
cases we can infer that the combination of the FPARR and Bior3.3
wavelet is outperforming the others.

54, Classification af RS Bombay image

In case of IRS Bombay (Fiz. 7h) image also the FPARR based
wavelet-fuzzy method detected regions like Dockyard, Butcher
Island, Elephanta Cave and Island and Santa Cruz Airport in crisp
and homogeneous way compared to the FFARR method (original
spectral feature only) (Fig. 7a). The classified images obtained from
the FE, FML, Fk-NM (original spectral feature only) and their cor-
responding WF based classifiers are not shown in figures, as their
performances are not good compared to FPARR and its WF based
method. However, their quantitative indexes are shown in the
Tables 1 and 2. As mentioned, the two classified images in Fig. 7a
and b show some visual differences, A proper visualization can be
made with a zoomed version of some portion as shown in Fig. 8.
From this figure, it is seen that the Dockyard region is more clearly
and distinctly (well shaped) classified with the proposed scheme.
The sharp edges and regions are properly visible from Fig. 8b com-
pared to the region shown in Fig. 8a. Also just above the Dockyard

Table 3
Classification accuracy {with ten-fold cross validation) for different classification
methads for IRS-Calcutta image.

Classification method

FPARR + Bior3.3 wawvelet  FE+Biord.3 FRL+ Biord.3 Fl-MM + Bior3.3
wanvelet wawelet wavele

31.43 74.06 76.82 75.06

7737 73.03 59,37 66.15

79.62 3061 GB.39 T2.68

77.56 79.28 75.02 75,11

78.22 71372 74,18 75,14

51.23 7345 70,28 T3.23

a0.03 79,32 7304 &7.07

832.51 78.03 67.08 73.01

7684 75.24 74.62 G0.66

J6.78 a0.01 67.56 T0.51
Mean=79.15 Mean =77.07 Mean=71.76 Mean = 71.66

region a water body came out properly in Fig. 8b, which is not that
prominent in Fig. 8a. However, a better comparison can be made
from the quantirative indexes like # and XB. Table 1 depicts the 5
values, f for the Bombay image with training data 15 found to be
21.4783, which are 19,4531, 17.6283, 17.0887 and 17.0013 for the
FPARR, FE, FML and Flk-MM methods, respectively. As in the classi-
fication with FPARR, the WF based other fuzzy classifiers provided
better classification results compared to the original spectral fea-
ture based ones, and their improvement are still better with the
Bior3.3 wavelet. Table 1 justifies this arguments. This finding is true
for all other classifiers and for both the original and WF based meth-
ods. The same relations on 4 values are maintained for IRS Bombay
image as in the case of Calcutta image.

Similarly, the XB index shown in Table 2 also indicates the supe-
riority of the proposed scheme. The Bior3.3 wavelet based FPARR
provided promising classification results over others. The XB value
for this method is 0.7366, which is the lowest among all, and jus-
tifies the efficiency in classifying the land covers present in the IRS
Bombay image.

5.5, Classification of SPOT Calcutta image

For SPOT Calcutta image, the classified regions of the images
are shown in Fig. 9a for FPARR (original spectral feature only) and

Water body

b

Fig. 8. Zoomed version of a selected region of Fig. 7 which show the Dockyard and
Warter regions: (a) corresponds to Fig. 7a and {b) corresponds to Fig. 7h,
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Fig. 9. Classified SPOT Calcutta image by (a)} FPARE with spectral features and {b) FPARR with Bior3.3 wavelet,

Fig. 9b for the FPARR based wavelet classifiers with Bior3.3 wavelet
only as these were better compared to others. From the figures it
is observed that there is a clear separation of different classes and
some known regions like Race Course, Howrah Bridge (Setu), Talis
Nala{Canal), Beleghata Canal, Khiderpore Dock and Garden Reach Lake
b the proposed scheme, For a proper visualization a zoomed image
of some regions are shown in Fig. 10, It is seen that some of the
structures [particularly curvilinear) are more prominent in Fig, 100
compared to Fig. 10a. For example, in Fig. 10b, the road structures
[concrete area class) in the lower left-side of the image is prop-
erly connected whereas in Fig. 10a it is broken in few places. Water
body (as shown in Fig. 10b) came out as pure water class and the
boundary is also well connected. But in Fig. 10a the pure water
class is mixed up with other classes and the boundary is broken
in some places. From these comparisons it is evident that the WF
based classification method produced well structured and proper
shaped regions compared to original feature based method. How-
ever, a better performance comparison with the help of 8 value can

b Water body

Fig. 10. Zoomed version of a selected region of Fig. 9 [showing a water region
towrards the right side of the central position}): {a) corresponds to Fig. 9a and [b)
corresponds to Fig. 9b.

be seen from Table 1. The # value for the training data set is 9.3343,
Its values are 8,1078, 7.0137, 6.9896 and 6.9212 for the classified
images using the FPARE, FE, FML and Fk-NN classifiers, respectively.
In this case also the improved performance of the wavelet-fuzzy
classifiers over their fuzzy versions are observed and is still bet-
ter with FPARR based method. It is seen that & is the highest for
the FPARR based wavelet fuzzy classification method using Bior3.3
wavelet and revealing its supremacy. The f values are depicted for
all the classifiers in Table 1. The # relations, in the classification of
SPOT Calcutta image, are also observed to be similar to the case of
IRS Calcutta and IRS Bombay images. Like the J index, the XB values
also corroborate the earlier findings.

From the land cover classification of three remote sensing
images, we found that the proposed WF based fuzzy classification
methods are superior compared to their corresponding origi-
nal spectral feature based ones. Performance comparison among
four fuzzy classifiers with their WF versions have been made
using two quantitative indexes. The guantitative indexes sup-
ported the superiority of the proposed scheme. It is also seen
that the Bior3.3 wavelet is outperforming the other wavelets.
Visual inspections shows that the classified regions using the pro-
posed scheme (Figs, 5b, 7b and 9b) are more crisp, homogeneous
and compact compared to the corresponding original method
(Figs. 5a, 7a and 9a).

6. Conclusion

We have proposed a wavelet feature based fuzzy (a soft com-
puting approach) classification of multispectral remote sensing
images. The proposed scheme tries to explore the possible advan-
tages of using WT as a preprocessor for fuzzy classifiers in a hybrid
framework, The WT is used to extract features from the original pat-
terns. The extracted features acquire information of the pixel along
with its neighbors both in spatial and spectral domains because
of the inherent characteristic of the WT which makes the next
stage of classification more efficient compared to that without pre-
processing. We have used a two-level decomposition of WT, as
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complexity increases proportionally with the level of decomposi-
tion with insignificant increase in performance.

The improvement in performance of the proposed hybrid frame-
work (wavelet + fuzzy) is verified from the results obtained from
classification of three remote sensing images. The A values (shown
in Table 1) indicate the classification accuracy and support the
visual separation in the identification of various known objects. The
Xie-Beni(XB)index (Table 2} also supported the above findings. Fur-
ther, different wavelets are being used in the preprocessing stage
of the proposed scheme. Among all the methods, the FPARR clas-
sification method was seen to be superior compared to others and
biorthogonal3.3 (Bior3.3) outperformed all other wavelets. Also it
i5s observed that the different structures of the classified regions
obtained with the proposed scheme are more crisp and well shaped.

In future we plan to use the concept of wavelet based feature
extraction for non-fuzzy classifiers also, including support vector
machine. In a companion study we are comparing the performance
of wavelet based features with conventional statistical features.
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