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Abstract We propose an interactive content based image retrieval (CBIR)
system using M-band wavelet features with Earth Mover’s Distance (EMD).
A fuzzy relevance feedback (FRF) method is proposed to enhance the retrieval
in order to retrieve more images. So that retrieve images are semantically close
to the query. M x M sub-bands coefficient are used as primitive features, on
which, for each pixel, energies are computed over a neighborhood and are
taken as features for each pixel to characterize its color and texture proper-
ties. Based on the energy property, pixels are clustered using Fuzzy C-Means
(FCM) algorithm to obtain an image signature. The EMD is used as a dis-
tance measure between the signatures for different images of the database.
Combining information both from relevant and irrelevant images marked by
the user, fuzzy entropy based feature evaluation mechanism is used for auto-
matic computation of revised feature importance and similarity distance at the
end of each iteration. The proposed CBIR system performance using M-band
wavelets feature are compared to that of MPEG-7 visual features. As MPEG
features have almost become a standard benchmarks for both video and image
representation and comparison. The proposed FRF technique using EMD is
compared with different other similarity measures to test the effectiveness of
the proposed system on standard image database.
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1 Introduction

Automatic image retrieval is an important research problem considering its
usage and ever increasing volume of image data existed in different kinds
of databases both on the web as well as in the network computing system.
Image retrieval is normally being done using label attachment to each of the
image. This may be either a text document generated manually for annotation
or feature map extracted from the image automatically. Former methods of
manual labelling become irrelevant due to continuous increasing in size of
image databases. The image labelling based on feature extracted from inherent
image characteristic automatically is known as Content Based Image Retrieval
(CBIR)[16—20,34,35], and which is the current practice for image retrieval.

The basic feature of CBIR is used to return a group of images from a
very large image database based on the query image given to the system. The
accuracy of the system is largely depends upon the quality of visual features
used to represent an image information which can capture the overall visual
impression of it. To compare the similarity of the images from the database
with query image, a different kind of similarity measures may be used. Most
popular of them is Euclidean Distance (ED), which is simple and involves
low cost computation. It has been shown recently, of the different kinds of
distance measures [27] such as Minkowski-form Distance, Histogram Intersec-
tion, Kullback-leibler Divergence, Jeffrey Divergence or x? Statistics, recently
Earth Mover’s Distance (EMD) [22,23] is found to be more accurate in cap-
turing perceptual distance for visual recognition.

Generally, low level features such as color, texture, shape, corner etc., are
used to represent as approximate perceptual representation of an image, using
which similarity and dissimilarity of the images are computed. But it is found
that the perceptual representation of an image in terms of low level features
fails to capture entire semantic information of an image and it is often difficult
to model accurately. These results lower the accuracy of a CBIR system than
expected.

To overcome these difficulties, Relevance Feedback (RF) mechanism is used
to enhance the performance of a CBIR system. This idea emerges from the
fact that the human observer acquires knowledge about visual subjects, that
is gathered over the years, which one learns through different known guided
examples. Following the similar approach, a CBIR system may use RF [13-15]
to learn more about the similarity and dissimilarity of the images with the
query and the human observer as a guide.

There are mainly two types of RF approaches (a) the “weighing approach”
where higher weight is given to more distinguishing features in order to re-
flect the user feedback when calculating similarity and (b) the “probability
approach” where the information representing the query image is modified,
according to the feedback given by the user. Most existing work in content



Interactive Image Retrieval using M-band wavelet, EMD and Fuzzy RF 3

based image retrieval (CBIR) uses the weighted approach [31]. RF mostly uses
information of positive images only [26]. However, Zin et al. [3] have proposed
a feature re-weighting technique by using both the relevant and the irrelevant
information, to obtain more effective results. Marakakis et al. [29] uses Gaus-
sian mixture (GM) models for the image features and query information is
updated in a probabilistic manner. This update reflects the preference of the
user and is based on the models of both the positive and negative feedback.
RF has been considered as a learning and classification process, using classi-
fiers like Bayesian classifiers [4,28], neural network [5], etc. However, trained
classifiers become less effective when the training samples are insufficient in
number. To overcome such problems, active learning [2] methods are also used.

The computational cost and performance of a CBIR system with RF largely
depends on the total numbers of features extracted from different images. Dif-
ferent kinds of derived features are used besides normal features, obtained from
spatial data like color, texture, shape, corner etc. The literature on visual fea-
tures type and its extraction methods is quite rich. People uses frequency
domain features like FFT, DCT, Gabor, Wavelet etc., as a tool for features
extraction. Among many frequency domain features, wavelets are gaining sig-
nificant importance in the field of image retrieval [34,37].

MPEG-7 is an ISO/IEC standard developed by MPEG (Moving Picture
Expert Group) to facilitate effective uses of audio, visual ( color, texture,
shape etc.) and motion picture description to address multimedia retrieval.
It was formally named as Multimedia Content Description Interface. It is a
standard for the multimedia content data that supports interpretation of the
information, which can be passed onto, or accessed by a device or a computer
code. MPEG-7 is not targeted at any one application in particular; rather it
supports a range of applications as possible.

Manjunath et al. [10,11] extensively studied the use of MPEG-7 descrip-
tor features based retrieval [9]. MPEG-7 is very extensive and can capture
very closely low level visual description through number of descriptors. It in-
duces low level feature extraction algorithms using color, texture, motion, and
shape, facilitated for image and video retrieval and benchmarking of newly
proposed schemes. MPEG-T7 provides Scalable Color Descriptor(SCD), Color
Structure Descriptor(CSD), Dominant Color Descriptor (DCD) and Color
Layout Descriptor (CLD) for color based retrieval and Texture Browsing De-
scriptor(TBD), Homogeneous Texture Descriptor(HTD)and Edge Histogram
Descriptor(EHD) for texture based retrieval.

The CSD and EHD are generally used as color and texture descriptor to
take care of local and global information respectively. But the total numbers
of features involved to these descriptors are very large: CSD (256) and EHD
(80), which results in high computational cost. So to minimize the computa-
tional cost, which is proportional to total number of features used for color and
texture description. So, researchers have tried to use wavelet based multiscale
color-texture features as an alternative, to reduce the cost of computation with
an acceptable level of accuracy for retrieval. Wang et al. [8] have used a 2-step
algorithm using dyadic wavelet transform for developing a CBIR system for
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retrieval of color images. They transformed the image to a color space similar
to opponent color space prior to wavelet decomposition. At first, sub-band
variances are used as representative features for crude matching, the outputs
of which are used for a finer matching.

Popularly used dyadic wavelet transform is not very suitable for analysis
of high frequency signals with relatively narrow bandwidth. It decomposes the
signal channel into logarithmic tiling of time scale plane. Whereas, M-band
wavelet transform divides the signal into a mixture of linear and logarithmic
tiling of time scale plane. It gives richer parameter space having greater vari-
ety of compactly supported components. It has ability to achieve more rapidly
a given frequency resolution as a function of the decomposition scale which
results in better resolution at high frequencies and overcomes the drawbacks
of standard wavelets[7,21]. The M-band wavelet minimizes the computational
cost by reducing the number of features for retrieval as compared to popularly
used MPEG-7 visual features, like, CSD and EHD [10].

Traditionally, Euclidean Distance (ED) is used to measure the similarity
between the feature vector of the query image and the images in the database
[1]. However, the main problem using ED [27] is a scale problem because fea-
tures that have an inherently larger value, due to its scale value it tries to
dominate ignoring the small values features. In contrast, Earth Mover Dis-
tance (EMD) measure is a variable size descriptions of distributions [23], that
can able to overcome this problem. In EMD, ground distance is calculated
between the two signature of same features spaces.

In this paper, we present a noble CBIR method, where M-band wavelet
transform is used as a tool for feature extraction. The proposed method has
low computational complexity as compared to the MPEG-7 visual descrip-
tor having less number of features. We also propose an approach based on
fuzzy relevance feedback (FRF) using a weighted EMD distance as a similar-
ity measure. The weights are computed automatically based on a fuzzy fea-
ture evaluation mechanism which uses the information from both relevant and
irrelevant retrieved images [1]. The weights of the feature component are up-
dated followed by weighted EMD distance is recomputed for generating better
results. Using the same set of features with FRF, the performances of the pro-
posed scheme are also tested using other similarity measure namely Euclidean
Distance (ED), Manhattan Distance (MD) and Chessboard Distance (CBD).
Different retrieval results obtained are compared, where EMD is found to be
better than other similarity measures for almost all types of image example.
The system performance is also compared using MPEG-7 visual features [1].

The paper is organized as follows: Section 2 describes the detailed theory
used in the proposed work. The proposed CBIR system with block diagrams
is explained in Section 3. The proposed methodology with detailed description
is demonstrated in section 4. Section 5 describes the experimental system and
results. Finally, section 6 concludes the article.
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2 Theoretical Preliminaries used in the Proposed Work

In this section, we present a brief outline about M-band wavelet transform
which is used for image processing application [36-38] and the similarity EMD
distance measure used in the proposed CBIR method.

2.1 M-band Wavelet Transform

M-band wavelet are practically implementable and have their ability to achieve
more rapidly a given frequency resolution as a function of decomposition scale.
In this paper, we have used M-channel filters for decomposing the time-scale
space into MxM sub-bands.

An M-band wavelet system [21] forms a tight frame for functions f(x) €
L?(R). As compared to a dyadic representation where we have one wavelet
function, an M-band representation has (M-1) wavelets. Thus there are (M-1)
unitary wavelet filters. The M-band wavelet expansion [21] is given by

oo co M-—1

fla) =) cker@) + > > > M (kyp(Mz—k) (1)

k k=—00 j=0 i=1

where ¢y is the scaling function and v are the wavelet functions respec-
tively and are associated with the analyzing (or synthesizing) filters. The
wavelet coefficient is

o) = [ F@)ete ~ kdo )

And the expansion coefficient of coarser signal approximation of f(x) is
dis(k) = [ FOP(0 ~ Kyda 3)
Given the scaling and wavelet filters one constructs the scaling function

which is the solution to the following two scale difference equation that involves
only the scaling filter as shown as

N-1
p@) = 3 VMh(kK)p(Mz - k) (4)
k=0

This equation satisfies the recursive equation and is compactly supported
in [0, (N —1)/M — 1], where the sequence h(n) is the scaling vector of length
N = MG and is characterized by the constraints:

> h(n)=VM (5)
> " h(n+ Mm)h(n) = 6(m) (6)

n



6 Malay,Manish,Minakshi

The (M-1) wavelet function [21] can be defined as:
1/)1-(36):Z\/Mhi(n)go(Mx—n),for 1=1,2,..,. M —1 (7)

The scaling function and (M-1) wavelet function also define as Multiresolu-
tion Analysis (MRA) [21]. A MRA also satisfy the orthonormality condition,
and then the subspaces form an orthogonal decomposition of functional space.
A MRA is a sequence of approximation spaces for L2(R). If the space spanned
by the translate of ¥, (x) for fixed j and keZ is defined by W; ; = Span{t; ; r},
then it can be shown [7] as

M-1

Wo; = EP Wi (8)
i=0

lim W ; = L*(R) (9)

j—o0

Thus the Wy ; spaces form a multiresolution space for L?. An important aspect
of M-band wavelets is that a given scaling filter h specifies a unique scaling
function p(z) and consequently a unique MRA.

2.2 Earth Mover’s Distance(EMD)

In an efficient CBIR, the image representation in terms of features as well
as distance measure used for visually discriminating between different images,
should have characteristics close to human visual representation. Various simi-
larity measures like Minkowski Distance, Histogram Intersection, or x? Statis-
tics are used by the researchers in CBIR. It is observed that EMD follow more
closely, the human like visual discriminate capability as distance or similarity
measures [22,23].

The dissimilarity measures are either based on information theoretic as-
pects or statistics and thus are not able to handle perceptual similarity. A
signature defined as {cl; = (feature;, weight feqture;)} characterizes each im-
age independently and efficiently. A complex image will have a larger signature
while a simple image will have a small signature, by adapting the number of
clusters depending on the complexity of the image [23].

The computation of EMD is based on a solution to Monge-Kantorovitch
mass transfer problem. The problem can be represented in terms of flow of
goods between suppliers and consumers [22]. Assuming supply of goods from
several suppliers each having a capacity to supply to several consumers each
having a consumption capacity, the transportation problem is then to find
the least expensive flow of goods which satisfies the consumer’s demands.
Signature matching then becomes analogous to the transportation problem
by defining one signature as supplier and the other as the consumer, and the
ground distance between an element in the first signature to an element in the
second as the cost for a supplier-consumer pair. The EMD [22] thus measures
the minimum amount of work required to transform one signature into other.
It is formally defined as follows:
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Let P = {(p1,Wp,); -, (Dm,wp,, )} be the first signature with m clus-
ters where p; is a cluster representative and w,, is the weight of the clus-
ter Q = {(q1,wq,), -, (qn, Wy, )} is the second signature with n clusters. Let
D = [d;j] the ground distance matrix where d;; = d(p;,q;) is the ground
distance between clusters p; and g;, chosen according to the task at hand.

Computing EMD thus becomes finding a flow F = [f;;] with f;; the
flow between p; and ¢; which minimizes the overall cost. WORK(P, @, F) =
>oimy >oi—1 d(pi, qj) fij subject to the constraints:

fij>0,1<i<m,1<j<n (10)
n
> i Swp,1<i<m, (11)
j=1
m
D fij Swg1<j<m, (12)
=1

DY fy=min() wy, Y wg,) (13)
i=1 j=1 i=1 j=1

Constraint Eq.10 ensures movement of goods from suppliers to consumers
and not the other way. Constraint Eq.11 defines the upper bound on the
capacity of the suppliers while Eq.12 defines the upper bound on the capacity
of the consumers. Constraint Eq.13 ensures that maximum possible supplies to
be moved from suppliers (P) to consumers (Q), called the total flow. Once the
solution to optimal flow is obtained EMD is defined as the work normalized
by the total flow:

S a
1= Jj= ?

EMD by its definition extends to distance between sets or distributions
of elements, thereby facilitating partial matches. The cost of moving earth
from sand piles to holes, to fill them defines the nearness property properly as
compared to histogram, information theoretic or statistics based approach. It
can be shown that, EMD is a metric, if the ground distance is a metric and
the total weights of two signatures are equal [22].

3 The Proposed Technique

The proposed methodology may be described in terms of three basic functional
blocks as follows:
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M-band
Wavelet FCM
Image RGB to Feature Clustering Signamre m
YCbCr Extraction in Extraction
terms of
Energy

Fig. 1 Block Diagram of Signature Generation

3.1 Signature Generation
The steps of the Signature Generation part as shown in Fig.1 are as follows:

1.
2.

RGB color image is converted into YCbCr color plane.

YCbCr image is decomposed into M x M channels without downsampling
by using 1D, 16 tap 4 band orthogonal filters as a kernel for wavelet filter
and then energy feature at each pixel is computed.

FCM clustering algorithm is used in each pixel to obtain the signature of
the image.

3.2 Image Retrieval System

Query Image

‘ Signature Generation Block |_.‘ Signature of Query Image ‘

‘ Stored Signature of Image Database l—.‘ Signature Matching

Fuzzy Based Relevance
Feedback

User Interaction

Display Top 20 Ranked Images

Fig. 2 Block Diagram of Proposed Image Retrieval System

The salient steps of Fig.2 are discussed as follows:

The signature of the query image is matched against the stored signature
of the images in the database and displayed as the top ranked 20 images.
User marks the relevant images with respect to the query image.

FRF block uses the information, provided by the user to retrieve better
collection of top 20 images for the next iteration.

This retrieval process is terminated, when the user is satisfies with the
retrieval results.
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3.3 Fuzzy Based Relevance Feedback (FRF)

Here, in Fig.3, we list the main steps of the Fuzzy Based Relevance Feedback
mechanism.

Display User Interaction Fuzzy Feature Up&agg}l]igﬂ) Updated
Result Evaluation Index Distance Signatures

Fig. 3 Block Diagram of Fuzzy Based Relevance Feedback

1. With the user interaction in the display results, relevant and irrelevant
images are marked. Fuzzy feature evaluation index computes the relative
importance of features.

2. Ranked fuzzy feature is used to recompute the weighted EMD distance.

3. Signature of the images in the database are updated with the modified
EMD distance.

4 Implementation Details

The feature extraction process, theoretical details of our proposed FRF using
EMD and other similarity measures are discussed in this section.

4.1 M-band Wavelet based Color and Texture Feature Extraction

Human eye shows varying sensitivity response to different spatial frequencies.
A Human visual system divides an image into several bands, for complete
visualizing the complete image as a whole. This fact motivated us to use the
M-band filters which are essentially frequency and direction oriented band pass
filters. We use a 1-D, 16 tap 4 band orthogonal filters with linear phase and
perfect reconstruction for the multi-resolution analysis. The 1-D, M-band filter
transfer functions are denoted by H;, 1 < i < 4. The image, prior to M-band
wavelet decomposition, is transformed to Y-Cb-Cr color space. This ensures
that the textural characterization of the image is independent of the color char-
acterization. Wavelet decomposition over the intensity plane characterizes the
texture information, while the wavelet decomposition over chromaticity planes
characterizes color. Wavelet transform is applied to Y, Cb and Cr planes. An
over-complete decomposition resulting in the same size of the sub-bands as the
image is important. To obtain the features for each pixel of the image, which
are subsequently clustered. The 16 sub-bands coefficients obtained are used as
the primitive features.
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Natural images exhibit spatial variation of the texture. So, texture based
retrieval of images assume that textures region may not be homogeneous over
very large areas. A localized characterization of textures thus becomes nec-
essary. Hence, the local energy for each pixel in the 16 sub-band images are
computed. The Absolute Gaussian energy, for each pixel, is computed over a
neighborhood, the size of which is determined using a spectral flatness measure
(SFM).

N N
€Tl€Tgym1,m2 i ] ZZ |me1,m2 a b)| G(Z —a ] - b) (15)
a=1b=1

1<mi <M, 1<my<M

where N is the neighborhood size while W f,,, m, is the wavelet transform
coefficient obtained by row-wise convolution using the filter H,,, and column-
wise convolution with the filter H,,,. The nonlinear transform is succeeded by
a Gaussian low-pass (smoothing) filter of the form

__ 1 et
G(z,y) 21706 (16)
where o defines the spatial support of the averaging filter.

SFM gives a measure of the global frequency content of the image. It is
defined as the ratio of arithmetic mean and the geometric mean of the Fourier
coeflicients of the image. It has been reported in literature that the size of the
neighborhood for computation of localized energy range from 11x11 to 31x31,
while SFM varies from 1 to 0 [7]. We use a neighborhood size of 11x11 for
SFM between 1 and 0.65, 21 x21 for SFM between 0.65 and 0.35 while 31x31
for 0 to 0.35. Since images generally are formed by regions, as in from objects
and their surroundings, clustering or quantizing the wavelet energy reduces the
feature size retaining maximum information. Based on this basic assumption,
the energy values, for each sub-band and for each plane of the color image are
used as the feature for a pixel and clustered using Fuzzy C-means.

Earth Movers Distance is used as the metric for similarity matching. Earth
Movers distance uses a different type of signature over traditional histogram
based similarity matching. Rubner et al. [23] has successfully shown that the
EMD is an efficient metric for content based image retrieval with several ad-
vantages over other distance based similarity and dissimilarity measures. The
feature vector comprises of the cluster centers location of the energy measure-
ment based cluster over different sub-bands and the numbers of pixels in each
cluster form the image signature.

4.2 Proposed Feature Evaluation Mechanism
The information obtained from the set of relevant and irrelevant images as

marked by the users are used to automatically specify the weight of the com-
ponent features. Weight computed are based on a measure defined as Feature
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Evaluation Index (FEI). The FEI which automatically estimates the impor-
tance of an individual feature can be obtained by considering a pattern clas-
sification problem. Let C1,Cs, ...,C,, are m pattern classes in N dimensional
features space where class C; contains, n; number of samples.

Let the features values along the ¢** coordinate along classes C; are as-
signed a fuzzy membership function between 0 and 1, using a standard S-type
membership function [24]. Entropy(H) of C; which gives the measure of in-
traset ambiguity is given by

53 Sulucfiag))si = 1,2.0m, (a7)

H=(

nj

where Sy, (1( fiqs))=-1(fiqj)Ip(fiqs)-{1-1( fiqs) In{1-1(fig;)} is the Shannon’s
function. Entropy [24] is dependent on the absolute values of membership ().
Hin =0 for u=0 or 1, Hp,q: = 1 for u=0.5 .

If the pattern classes C'; with n; number of samples and C}, with ny number
of samples are combined together and the entropies are computed as follows :
H,; is the entropy of class C; along ¢'" dimension over n; number of sam-
ple and denotes intraset ambiguity. Hyy is the entropy of class Cj, along qth
dimension over nj, number of samples. Hg;, then denotes the interset ambi-
guity along ¢*" dimension between classes C; and Cj with (n; 4+ ny) number
of samples. The (FEI,) for the ¢'" component is defined as

H, i
FEI,) = —%% 18
( a) Hg; + Hyp, (18)

The criteria of a good feature is that (F'EI;) should be decreasing after
combining C; and C}; as the goodness of the ¢ features in discriminating pat-

tern classes C; and C); increases. The weight w, is a function of the evaluated
(FEI,) is

wg = Fy(FEI) (19)

Lower value of F'EI,, indicates better quality of importance of the gth
feature in recognizing and discriminating different classes. This approach is
used in estimating the importance of each feature component. In conventional
CBIR approaches an image I is usually represented by a set of features, F' =
{ fq}é\;l, where f, is the ¢'" features component in the N dimensional feature
space. Presently the number of classes are two of which one class constitute
the relevant images I. = {I1, L2, ..., I;;m} and irrelevant images I;,. = {I;1,
Iir2a () Izrm}

Hg; is computed from 9= {IT(;I), Ifg)7 Iﬁg),..wlﬁz)}. Similarly, Hgy, is com-
puted from the set of images where, Ii(f) :{Ii(ff, Ii(fz), I;f%,...,]ff,l}. Hgyj is
computed combining both the sets. Images are ranked according to similarity
measures. The user marks the relevant and irrelevant set from 20 returned
images, for automatic evaluation of FEI.
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4.3 Fuzzy Relevance feedback (FRF) using EMD

To compute EMD over M-band wavelet features, Fuzzy C-Means clustering
(FCM) is used to cluster the features and obtain the signature. The feature
vector comprising of the cluster centers of the energy measurement over sub-
bands, with the number of pixels of the image in each cluster comprises the
image signature. To keep the computations minimum, FCM was preferred
keeping the number of clusters generally < 5. In the present case, it is 3, as
it gives results upto the expectation at minimum cost of computation and
grossly partition each image of the database into three meaningful clusters.
Increasing the number of clusters may include finer details. As a result, the
the uncertainties of characterizing the perceptual content may increase.

The results retrieved from the 1%¢ iteration are obtained by measuring
EMD between the signature of the query image and the stored images in the
database. A better retrieval is then obtained by using a weighted distance from
user FRF at successive iterations. In this cases, weight of each component fea-
ture of different planes is determined from the feature evaluation mechanism.
Perceptual importance as used in the JPEG 2000 is Y : Cb : Cr =4 : 2 :
1. Here, the weights are chosen heuristically which is based on the conven-
tion “Human visual system is less sensitive to chrominance than luminance”.
However, an automatic scheme which chooses the weights depending on the
color-texture complexity of the image will certainly boost the performance of
the CBIR system.

In the experiment, an image I is represented in terms of a signature
P = {(p1,wp, ), (P2, Wpy ) -es (D W, )} = {(Pis wp, )}~ with m clusters. The
cluster centroid p; constitutes the wavelet features over 16 sub-bands of each Y,
Cb and Cr plane and obtained with p; = [piy, Dic, » Pic,.] Which may also rep-
resented as [f1y, ..., fay, f1Cb, - fncb, f1or, - fncs]. Here, piy, Dig, and pig.
are the local energy values computed overall sub-bands of each Y, Cb and Cr
planes respectively, for e.g pi, = [fiv, ..., fay] Where p;eRY and N = 3n is
the feature dimension. Here n = 16 and w; > 0, for each plane.

From the set of marked images (I, and I;.), the weight of the features
computed over each Y, Cb and Cr are estimated as follows: For each cluster
p; the wavelet based sub-band features of each of Y, Cb and Cr planes are
considered. The features considered to compute the feature evaluation index
along each component plane e.g. plane Y are Fy = {fi,..., fi,, }, where
1=1,2,...,m (m clusters) and ¢ = 1,2,...,n (n sub-band features). Similarly
features are considered for Cb and Cr plane. The (FEI),y for the component
feature q of Y plane are

Hqtotal

FEI =
( )qY HqRel + Hqurel

(20)

Hygel, Hyrrrer and Hyio1q1 are the entropies along the qth dimension of rele-

vant, irrelevant and total returned images respectively. And the (FEI),cp and
(FEI)4cr of other two planes are computed similarly.
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The overall weight factor for the Y plane is given by

Wy =SS (FED,y (21)

i=1 q=1

Similarly, the overall weight factor W, and W/, for Cb and Cr planes are
computed respectively.

A normalization process is used to ensure proper emphasize in each plane
even if their features values are of different dynamic ranges. The relative weight
factor for the Y plane is as

Wy

Wy =
VW Wy + W,

(22)

Using similar formula, Wy, and We,. are computed. The weights Wy, Wy,
and W, reflects user’s different importance on the representative feature map
for computing overall similarity between images. Multiplying with the weights,
actually modify the ground distance d(p;,q;) of equation 14, but keep the
distribution, i.e., the number of pixels in each cluster unchanged and the
total weight remains the same. So, the weighted EMD, i.e., EMD(P, @), and
ge(Wy , Wep, We,) is computed from the work flow:

m

WORK(F,P',Q)=>"" fi;dlg(p:).9(q;)) (23)

i=1

where, the centroids p; and g¢; are transformed to p} = [Wypiy, Wewpic,
Werpic,) and ¢ = Wy gy, Wengjc,» Worgje, ] respectively, with the weight
updation factor g. The EMD is computed upto k*" iteration till it converges,
i.e., W(FWE+D, P;((KH), Q/I((KH)) < W(FE), P;((K), /I((K)). As it is assumed
that similar images will have nearly same signature. After multiplying with
weights it generate a sequence of work flows W (F*, P,;(k), Q;f)7 which is
expected to vary in a similar fashion for similar images. As a result, the ranks
of the relevant images are not affected much.

In case of irrelevant images, although the signature map may be different,
the EMD distance as obtained from the work flows is nearly equal. After
FRF, the ground distance (d;;) is modified by the weighting factor W where
WeWy, Wep, Wer]. The search space that varies over each plane becomes
elliptic for unequal weights. As a result, irrelevant images are discarded to a
large extent and more relevant images are included due to FRF mechanism
because the ground distance varies in accordance to the importance of the
component planes.

4.4 Fuzzy Relevance feedback (FRF) using different similarity measures

For relative comparison of performance with different distance measure, results
are also provided here using similarity measures namely Euclidean Distance
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(ED), Manhattan Distance (MD) and Chessboard Distance (CBD) [39]. To
compute these distances using the same set of M-band wavelet features, FCM is
used to cluster the features. Thus, M-band wavelet features vector comprising
centroids of the query signature (Y.~ p;) and the stored images (Z;nzl ;)
are considered.

(a)Euclidean Distance.

N
dgp = Z I ()= (@) |, (24)
=1

(b)Manhattan Distance.

N

dyvp = Z ()t — (@il (25)

=1

(¢)Chessboard Distance.

depp = max {|(p) — (2]} (26)
where, N is the total number of features by considering energy measurement
over sub-band of each component plane as explained in section.4.3.

The results generated from the 1°¢ iteration are obtained by measuring
above discussed similarity measures ( ED, MD and CBD ) between the M-band
wavelet features of the query image and the stored images in the database. Top
20 ranked images are displayed. From the returned images of each iteration,
the weight specifying the user’s importance is computed in a similar fashion
as explained in section.4.3. And the weighted similarity measures is
(a)Euclidean Distance.

N
dwep = Z I '9(p)e — g(@) I, (27)
=1

(b)Manhattan Distance.

N
dwmp = Z lg(p)r — g(a)il, (28)
=1
(¢)Chessboard Distance.
dwesp = 12325\,{\9(]9)1 —g(ahl} (29)

where, g is ge(Wy, Wep, Wer) is used to updated the corresponding features
of each components plane.

With each iteration the weight is modified by using the FEI with user feed-
back and similarity measures (ED, MD, CBD) is calculated on this modified
feature vector upto k" iteration till it converges.
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5 Experimental Results

To demonstrate the effectiveness of the proposed CBIR system, two standard
image databases were used in the experiments. The first database (SIMPLIcity
database (SimDB)) consists of 1000 images of 10 different categories of images,
and the second database (Corel database (CorelDB)) consists of 10000 images
of 100 different categories image’s. All the experiment were done on a Dell
machine ( DELL PRECISION T7400, 4GB RAM) and programs were written
in MATLAB. In all given figures of the experimental results the top left corner
images are the query images used in the experiment. The quantitative measures
used in the experiments were average precision(%) and average recall(%), and
are as follows:

Precision(%) = (%) * 100 (30)
Recall(%) = (g) % 100 (31)

where A = Number of relevant images retrieved, B = Total Number of images
retrieved and C = Total Number of relevant images in the database.

EEw|

EET

(d)

Fig. 4 Retrieval results on SimDB using (Top left side image as the query image)(a) M-
band wavelet features with EMD (19/20)(b) M-band wavelet features with ED (9/20) (c)
M-band wavelet features with MD (12/20)(d) M-band wavelet features with CBD (8/20).
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Fig.4(a) shows the effectiveness of the proposed scheme using M-band
wavelet feature set and EMD. The performance of the proposed M-band
wavelet based CBIR system using other distances (ED, MD and CBD)is shown
in Fig.4(b)-(d). The values (e.g.(19/20),(9/20) etc.) given in the caption of the
figures indicate the number of correctly retrieved images out of 20 images per
frame. The graph of the Fig.5 shows the performance comparison of EMD
against other similarity measures (ED, MD, CBD) using M-band wavelet as
the features in all the cases. It is clear from the graph of the Fig.5, as well as
from the given instances of the retrieval results of Fig.4(a) - (d), that M-band
wavelet features with EMD performs better than M-band wavelet features with
other distances, even though the CBIR using EMD method is computationally
more complex than the CBIR based on other similarity measures and M-band
wavelet features.

50

80
.

z 70

i:'so LN

2

E js &\‘.\.'\‘\\‘% —4—EMD

g \'”“‘x —&—ED

£ 30 .

2 2

—=—CBD
10

Average Recall(3)

Fig. 5 Performance comparison graph of M-band wavelet features with EMD Versus ED,
MD, CBD.

We have compared the performance effectiveness of M-band wavelet feature
set with two widely used ISO MPEG-7 visual features, CSD and EHD. CSD
represents an image by considering both color distribution (color histogram)
and the local spatial structure of the color. An 8 x 8 structuring block is
used for color structure information of the descriptor. EHD captures global
spatial distribution of the edges, by dividing the image into 16 sub-images,
with fixed number of blocks. Edge information is then calculated for each
block in five edge categories: Vertical, Horizontal, 45° diagonal, 135° diagonal
and non directional edge. It is expressed as a 5 bin histogram for each image
block. CSD and EHD consist of 256 and 80 features respectively. As CSD
consists of 256 number of features, which is much larger than M-band(144)
and EHD(80), it is expected that CSD should normally performs better than
M-band and EHD.

The results of the performance comparisons are shown in Fig.6 and Fig.7,
respectively. ED is used as the similarity measure in the comparisons, as it is
the most widely used similarity measure by most of the existing CBIR system
based on CSD and /or EHD. The results of the Fig.6 describe the performance
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Fig. 6 Retrieval results using ED on SimDB in average cases using (Top left side image
as the query image)(a) CSD features (10/20) (b) M-band wavelet features (7/20) (c) EHD
features (1/20).
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Fig. 7 Retrieval results using ED on SimDB in case of edge prominent query image using
(Top left side image as the query image) (a) EHD features (8/20) (b) M-band wavelet
features (5/20) (c) CSD features (2/20).

comparisons in average cases, where CSD performs better than M-band and
EHD. Similarly, the results of the performance comparisons in case of edge
prominency is shown in Fig.7. It is clear from the Fig.6 that, in average case,
the M-band wavelet feature set performs better than EHD but poorer than
CSD, incase of color prominency. The reverse is true for EHD, where M-band
wavelet feature set performs better than CSD but poorer than EHD, incase of
edge prominency. M-band wavelet feature set consists of 144 features, which is
less than CSD (256) but larger than EHD (80). From the discussion above, it is
obvious that even though M-band wavelet feature set is more computationally
complex than EHD but less computationally complex than CSD, it has given
comparable performances in both the cases.

To improve the performance of the proposed CBIR system, we have used
FRF mechanism. Fig.8 shows the improvement in the retrieval result after 1%
and 2"¢ iteration using weighted EMD as the similarity measure on SimDB.
It is clear from the Fig.8 that the performance of the proposed CBIR system
has improved with every iterations of FRF mechanism, not only in the total
number of correctly retrieved images, but also in image ranking. The ranking
of the images have improved with every iterations of FRF mechanism as can
be seen from Fig.8. It has been observed that normally after 2 to 3 iterations
of the FRF mechanism, the retrieval results converge.
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Fig. 8 Results on SimDB using FRF mechanism (Top left side image as the query image)
(a) First pass of the retrieval set Using M-band wavelet features and EMD (19/20) (b) First
Tteration with weighted EMD (20/20, improved ranking)(c) Second Iteration with weighted
EMD (20/20, improved ranking).
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Fig. 9 Results on CorelDB using FRF mechanism (Top left side image as the query image)
(a) First pass of the retrieval set Using M-band wavelet features and EMD (6/20)(b) First
Tteration with weighted EMD (9/20, improved ranking)(c) Second Iteration with weighted
EMD (10/20, ranking of the relevant images as compared to the query image is improved).
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The scalability performance effectiveness of the proposed CBIR system
based on M-band wavelet feature set using weighted EMD as the similarity
measure and with FRF mechanism, is also evaluated using a bigger sized image
database, i.e., CorelDB. The results are shown in Fig.9. It is obvious from the
results given in Fig.9 that the proposed CBIR system works well on databases
containing huge number of images. The CPU-time taken for each iteration is
approximately 50 ms for SimDB and 3 sec for CorelDB.

The graph of the Fig.10, shows the effectiveness of the proposed FRF using
M-band wavelet feature set with EMD against other similarity measures. It is
obvious from the graph that the proposed CBIR system using M-band wavelet
feature set with FRF and EMD performs better than the CBIR system using
M-band wavelet with FRF and other distances such as ED, MD and CBD.

6 Conclusion

In this paper we have proposed a novel CBIR system based on M-band wavelet
feature set using weighted EMD as the similarity measure. To improve the re-
trieval result we have used an interactive relevance feedback mechanism based
on fuzzy feature evaluation procedure. The performance of the proposed CBIR
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Fig. 10 Performance comparisons on SimDB of FRF mechanisms with M-band wavelet
features with EMD similarity measures Versus ED, MD and CBD.

system shows that, due to its simple structure and low computational time re-
quirement it is well suited for real life application paradigm like the internet.
In future, we intend to incorporate partial query in our proposed CBIR system
and make comparatives studies against MPEG-7 standards. The effectiveness
of the proposed feedback mechanism could be tested for retrieval of videos in
conjunction with motion information as future scope of research.
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