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ARBSTRACT
Presenting a general procedure of eliciting a randomized response (RR)
from selected persons in order to estimate the total of a sensitive variable related
o a finite survey population, we consider two estimators along with variance
estimators treating the case of sampling with probabilities proportional to

(kﬂOWn) size measures (PPS) with replacement (WR), drawing analogies with

multi-stage sampling and note their relative efficacies.

1. INTRODUCTION

Let the values Y, of a sensitive variable v, defined on a finite survey
population [ = (I. ..., i, ... N) of N identifiable and labelled persons be
Supposedly unavailable through a direct response {DR) survey when one intends
to estimate Y = © Y, on choosing a sample s from 1 with a probability p(s)
according to a des;g—n p- Instead, let a randomized response (RR) R; be available
in independent manners from the respective persons i, on request if sampled, in

suich a way that their expectations, variances, covariances (Eg, Vg, Cg)

tespectively satisfy Eq(R;) = Y, , Vg(R;) = aiY? + 8Y, + 8, = \12 (say).
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CR(R‘er) = 0, for i # j such that o {>0). 4. 0, are known for every i = L.\
for example, a sampled person labelled i may be requested to chouse
independently at random two tickets numbered a (>0) and b, out of two boxes.
presented by the investigator. respectively containing the tickets numbered (1)
Ay, ...y, Am with mean A and variance ai and (2) By, ... By with mean B and
variance aé and report RR as Z, = aY; + b, leading to Er(Z) = AY, + B
giving R; = (Z; - B)/X with Eq(R;) = Y,, VR(R)) = (¢2Y? + ¢3)/(X)? for cach

i. In the general case it follows that we have ER(E?) = V? where
E? = (o; R? + B, R; + 6,)/(1 + a,)

which is thus an unbiased estimator for V? . Supposc that normed size-measures
p(0 < p <1, % p; = 1) are available for the individuals i = 1, ... N and 2
PPSWR sample s is taken in n draws. Two estimators for Y based on R = (R,
s s Rj eees Ryy) from such a sample are considered in the next section along with

their unbiased variance estimators followed by a discussion of their uses in
section 3.

2. ESTIMATORS FOR TOTAL AND VARIANCE ESTIMATORS

Method I. Each time a person is selected in the n draws an independent

R, is obtained and the estimator for Y is taken as
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writing y,(ry, py) as the value of y(RR, normed size-measure) for the person
selected on the kth draw, E(E,) as over-all (design) expectation so that e i

unbiased (randomization and design-based) for Y.

Writing V(Vp) as the over-all (design) variance operator and di for

Vr(R;) if kth draw yields i, the variance of €; may be taken as

V(e;) = EpEgr(e; - Y)? = EyEgf(e, - t) + (¢, - V)2
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(2.3)

Thus v, may be taken as an unbiased estimator for Vie;). The results (2.1) -

(23) parallel the corresponding results given by Raj) (196%) in multi-stapge

umpling where the primary sampling units (PSU) are chusen by PPSWR

wethod, each time a PSU is drawn it is independently sub-sampled in subscquent

stages and sampling in subsequent stages is so implemented that independent

unbiased estimators Y . say. for PSU totals Y| are available.

Method 1. A practical limitation of Method [ is that a person repeatedly

Ssmpled may refuse to impicment the randomization experiment more than once.

Similarly, it may be infeasible and it is expensive to independently sub-sample a

thosen PSU more than once in case of multi-stage sampling. A cost-effective and

Practicable but less efficient alternative may be to employ instead the following

Slimator e, which requires only one RR from each sampled person, namely.

N R
ey = & v P': fw where fs' = frequency of i in s .

E(e;) = EpEg(ey) = Ep(ty)) = Y

3d the variance of e, is

V(e,) = EpEgle, - Y)2 = EpVg(ey) + Vp(ty)

=Ep( L Eﬁfz +V(t)—L‘s\i
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may be taken as an unbiased estimator for \"()P.?) because

1 N Y2 4 V2
E(vp) = EpEr(v2) = iy [Eo § F5 (-—p-}—-)
1

2 1 N V?
- n EpEr(ed)] + A Eo (Y f5, )

1 Y2 5 V2 a
'—'(T‘—-“l)[ E~p—:'—Y + £ -‘—)i—I—V(Qz)]+ S\'

= (n}l) [(n-1)V(ep) = (n-1) SVZ] + V2 = Vi(ry).

The estimator e, and v, were earlier mentioned briefly by Chaudhuri (1987) and
Chaudhuri and Mukerjee (1988).

3. A THEORECTICAL JUSTIFICATION FOR METHOD Ii.

Adhikary, Chaudhuri and Vijayan (1984) and Chaudhuri (1987) among
others investigated optimal strategies for estimating Y using suitably gathered
RR relating to sensitive variables. In developing theoretical results they
postulated super-population models concerning ¥ = (Y;. ... Y, .o Yy)
permitted non-linear functions of R = (R;, ..., R;, ..., Ry) based on R;; i € s as
estimators for Y and frequently utilized technical analyses employed by
Godambe and Joshi (1965) and Godambe and Thompson (1977) and while so
doing required that the operators Ep and Eg should commute in the sense that
for an estimator e = e(s,R) for Y based on R but free of Rj for ) € s it is
necessary to have (i) EpEg(e) = EgEp(e) and (ii) EpEg(e - Y)2 = EgEp(e - V)2
Several optimal strategies derived by them relate to classes of strategies which
are required to satisfy this “commutativity property”. We shall see below that

the Method II satisfies “commutativity” while Method 1 does not. We note that
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N .
Eple;) = T R;and so EgEp(e;) = Eg ( £ R)) =Y = E(e;} = EpEg(e;)
but

ErEp(e; - Y)? = EgqEpl(e; - R) + (R - Y)]? = ExVp(e;i + Vg(R)

N R Y2 A\ .
1 2 2 _1 2y L1 1V 2
:ER{ﬁ(§T-R)}+ \:vi_ﬁ(sﬁ'—\ )+ 4 ST-%—(I—I—,)L\i
; - ‘ -2 i i
= V(e;) + %l ©V2 # V(e;) = EpEgle; — Y {3.1)
and hence the ‘non-commutativity’. On the other hand, Ep(e,) = TR, giving
N
ErEp(e,) = Egl ? R) = Y = E(e,) = EpEg(e,) and also,

Ep(e, - Y)? = EgEpl(e; - R) + (R - Y)J? = EgVple,) + VR(R)

R2 R; R,
= 1l e i -1 i 2
h EF"’|:r12 . p? (o1 = pi)) n? 1#) Pi pJ " P p’] +EV

=1 Si_y - T Vv?

n ER(? Pi R' El:ﬁ‘] RR) 1 i

Y2 V2
=1(s i = -TY2_EV2_%E YY)+ SV2
_n@ ot I -IYI-SV] i¢jY'YJ)+i\'

Y2 V2 '
=1 (‘3—;,7' - Y2) +1 Ep+(1- 1y £ V2 = V(ey) = EpEgle, — V)2

and hence the “commutativity”. Consequently, the strategy I of emploving
“PPSWR sampling and e,” is not admitted as a competitor within the class of
strategies wherein optimal ones are sought by Adhikary et al (1984) and
Chaudhuri (1987) demanding “commutativity” for every member of the class
while the Strategy II of “PPSWR sampling and e,” is admitted within it. Hence
a theoretical use of the inefficient (relative to Method 1) Method I which was

noted in Section 2 above to have its practical advantage over Method |.

Remark I. If optimal strategies are investigated in multi-stage sampling
and if a similar “commutativity” among operators E, and E, of expectations in
the first and later stages of sampling is required of a class of strategies within

which optimal ones are to be sought then the one due to Raj (1968) mentioned
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in Section 2 has also to be similarly discarded and a modification as in Method 11

should be helpful.

Remark 1.  Writing V| for the variance operator for later stages ol
sampling an important well-known advantage of Raj (1968} strategy is that in
variance estimation no estimator for \"L(Yi) = W,, say, is required just as for
Method I, v; does not contain any ‘unbiased estimator’ term for V? . But for
Method II, in v, there is a term involving Ei2 subject to ER(E?) = V? . Similar
will be a requirement of a term like Wi subject to E (W;) = W, in an analogous
modification of Method II and that will be an insurmountable problem in the
context of multi-stage sampling if sampling, for example, at any of the later
stages is ‘systematic’ with a single start. But in the context of RR survey this
causes no problem so long as the RR procedure is followed in the manner

described above in Section 1 admitting E? with ER(E?) = \? .

Remark IIl. It may be easily checked (details omitted to save space) that
the ‘commutativity’ property referred to above is satisfied for the strategies
derived from the well-known ones due to Horvitz and Thompson (1952) and
Rao, Hartley and Cochran (1962) among many others on replacing Y; in the
latter by R; , where for each sampled individual only one RR is required. It is
possible, though we are as yet unable to prove so, that the only reason
responsible for ‘non-commutativity’ is “repeated” procurement of independent
RR’s from individuals repeatedly sampled.
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