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A bstrac t:  In the context o f  evaluation  o f  features in a tw o-class pattern recognition problem  it is show n that, irrespective o f  
the values o f  the a priori probabilities o f  the tw o classes, the m axim um  difference between the existing lower and upper bounds  

to B ayesian probability  o f  error in term s o f  the Bhattacharyya coefficient is approxim ately equal to  0 .2071.
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1. Introduction

T he B ayesian  p robab ility  o f e rro r  ( P e) is an  o p ti
m u m  m easure o f effectiveness of a set of features se
lec ted  for the p u rpose  of p a tte rn  recognition. 
O w in g  to  the difficulty involved in  co m p u ta tio n  (or 
e s tim a tio n )  o f P e, various ind irect m easures of fea
tu r e  effectiveness have been suggested in the past. 
T h e  B h a ttacharyya  coefficient (p ), w hich was orig i
n a lly  defined as a m easure of overlap  betw een tw o 
p ro b a b il ity  d istrib u tio n s [1], has becom e a p o p u la r  
fe a tu re  eva lua tion  criterion  in p a tte rn  recognition  
[2 -12], T he tw o m ain  reasons behind  the popu la rity  
o f  p as a feature eva lua tion  criterion  are  th a t (a) 
lo w e r  an d  u p p er b o u n d s to  P e exist in  term s of p 
[13 -14 ] an d  th a t (b) closed-form  expressions are 
av a ila b le  for p in the case of the exponen tia l family 
o f  d is tribu tions, a few special cases of the fam ily 
b e in g  the G au ss ian  d is trib u tio n , the M ultinom ia l 
d is tr ib u tio n  an d  the P o isson  d is trib u tio n  [2], It is 
w o r th  n o tin g  th a t bo th  the u p p er an d  the low er 
b o u n d s  to  P e in  te rm s of a  m easure  are indicative 
o f  how  closely the  m easure app ro x im ates  P e. If the 
re su lt in g  up p er b o u n d  is sufficiently low , then  the 
p a t te r n  recogn ition  system  u n d er co nsidera tion  is

‘accep tab le’. O n the o th e r hand  a sufficiently high 
low er bou n d  leads to  a ‘rejection’ decision. D iffer
ence betw een the upper bou n d  an d  the low er bound  
is an  in d ica to r o f the overall closeness of a m easure 
to  P e. In  this le tter it is show n th a t the m axim um  
difference betw een the existing up p er b o u n d  an d  
the H u d im o to  low er bou n d  to  P e in term s of p re
m ains the sam e for all values of the a p rio ri p ro b a 
bilities an d  this m axim um  difference is (^ J l  — l)/2 .

2. Derivation o f the span between error bounds

S uppose the a p rio ri p robab ilities  o f the tw o 
classes aiy an d  to2 are  n l an d  n2, respectively 
(0 <  n l ,n 2 <  1, 7r1 + 7 i 2 = l ) .  L et p ix lco ^  an d  
p(x | co2) be the c lass-cond itiona l p ro b ab ility  density 
functions of the feature vec to r X, assum ed to  be 
co n tin u o u s, in the tw o classes tol an d  <x>2, respec
tively. T hen  the Bayesian e rro r  p ro b ab ility  [15] is 
given by

Pe = min[7r1p(x  | coj), n2p(x | co2)] dx  (1)



an d  the B hattacharyya coefficient [1] is defined by

P = [ p i x l c o j p i x l c o i ^ d x (2)

w here Q x  deno tes the sam ple space of X.
C learly, 0 <  p <  1.
H u d im o to  [13,14] showed th a t P c is bounded  

above an d  below  by the following relationships:

-  i / 1 -  4 n 1n 2p 2 < P e < y f n ^ z p . (3)
These are  the tightest bounds to  P e in term s of p 
availab le in the literature.

T he span  between the above up p er an d  low er 
b o unds to  P e (i.e., the difference betw een them ) is 
given by

S = y /n ^ n 2 P ~  i  +  K / l  -  4?!! P (4)
In  the follow ing theorem  the m axim um  value of d 
is determ ined  which is found to  be independen t of 
the value of n i (and  so 7r2).

Theorem. Whatever be the value o f  the a priori prob
ability  7i j , (i) the m axim um  value o f  5 is \ { s f 2  — 1) 
and (ii) this m axim um  can be attained f o r  upvalues  
(and so 7c2-values) lying inside the interval

' 2 - y / 2  2 +  y r  

4 ’ 4

Proof, (i) T aking  the first derivative of 8 w ith re
spect to  p  one gets

d<5 2n  7T2 p

dp J \  -  47i17r2p 2

E quating  the above expression to  0 leads to

It is easy to  see th a t 

d 25

d p 2
< 0 . (7)

T hus, the m axim um  value of d is a tta ined  a t the val
ue of p  given in eq u a tio n  (5). S ubstitu ting  th is value 
of p in eq u a tio n  (4) gives,

<5max — \ J n l U 2 '
1

+ 1/1 — 47T17T2 -

=  K > / 2 -  l).

H ence the first p a r t o f the theorem  is proved.
(ii) T he above m en tioned  m axim um  value occurs

a t

1
P =

n/ 8t t  ̂ 2

B ut p  is restricted  by the cond ition  p <  1. S ubstitu 
tio n  of the above value o f p in the inequality  p  <  1 
leads to  the desired result.

In  F igures 1 to  4 the P e b ounds for d ifferent val
ues o f 7tj, nam ely, 7tj  =  0.500, 0.625, 0.750 and  
0.875, are  show n. It can be seen from  these figures 
th a t the value of p,  for w hich the m axim um  value 
of d ( =  \(yfl  — 1) ^  0.2071) is a tta in ed , gets 
shifted tow ards the right w ith increases in the value 
of 7i i . F o r values of n l > (2 +  ^ /2 ) /4  the m axim um  
w ould  occur a t a value of p  ou tside its range (F igure 
4). The sam e situation  w ould  arise for <  
(2 -  V 2 )/4 .

p =  ; (5) 3. Conclusion
yj  8 71! 7T2

F o r all values o f the a  p rio ri p robab ilities o f the 
T he second derivative of S with respect to  p is tw o classes in the range (2 — Ny/2)/4 to  (2 +  ^ /2 )/4

the m axim um  difference betw een the existing tigh t
est low er and  upper b o u n d s to  P e in term s of the

d 2 <5 l n xn2
(6)

^P 4 jti " 2P )3/2 B hattacharyya coefficient (p) is the sam e and  it is
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Figure 1. Probability  o f error (P c) b ou nds in terms o f the B hattacharyya coellicien l (,>| for n, r,; (I vm

equal to  (v /2  — l)/2 . In  o th e r  w ords, irrespective of 
the values of the tw o a p rio ri p ro b ab ilitie s , the span 
of th e  tw o P e b o u n d s in term s of the  B h a ttach a ry y a  
coefficient ca n n o t exceed 0.2071 (approx im ately ).

The span is smaller for a priori probabilities outside 
the range mentioned above. This result would give 
further insight into the applicability of Bhattacha
ryya coefficient as a feature evaluation criterion.

Figure 2. P robability  o f  e r r o r  (P c) b o u n d s  in te rm s  o f  the  B h a t t a c h a r y y a  coeflicicnt ip )  fo r n, 0 .625. tt, 0 .175



Figure 3. Probability o f error (P c) bounds in terms o f the B hattacharyya coefficient (p )  for 7t, =  0.750 and n 2 =  0.250.

BHRTTflCHHRYYn COEFFICIENT 
Figure 4. Probability o f error (P Q) bounds in terms o f the B hattacharyya coefficient (p) for n I =  0 .875 and n2 =  0.125.
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