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Abstract

In this paper, we present briefly the generalised theory of shape as developed by Majumder (Majumder, D.D., 1995.

A study on a mathematical theory of shapes in relation to pattern recognition and computer vision. Indian Journal of

. Theoretical Physics 43 (4), 19-30) and apply the same to registration of multimodal medical images. We have conducted

the experiment of registration using T,/T; weighted MR and CT imaging modalities of ventricular region (region of

nterest (ROI) in Alzheimer’s disease (AD)) of brain of an Alzheimer’s patient. The control points on the concavities

wresent in the contours are chosen to re-project ROI from the respective modalities in a reference frame. The best
natching and registration are achieved by minimising an error factor.

feywords: Mathematical theory of shape; Affine and projective transformation; Registration of multimodal images

|. Introduction

The registration of images is of great impor-
ance not only in the case of medical images of
iifferent modalities of clinical interest but also as
n interesting problem in computer vision. The
jerception of shape rather than color and texture
ilays an important role in human visual learning
rrocess as well as in pattern recognition, scene
malysis and artificial vision system by computer.
Shape identifies both 2D outline and 3D surface of
n object. One of the present authors and his
p-authors in some earlier papers (Parui and
Majumder, 1982; Banerjee et al., 1994; Majumder
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and Bhattacharya, 1997, 1998) presented a math-
ematically rigorous definition of shape, developed
2D and 3D shape metrices (Dutta Majumder’s
shape metric) and applied them for several pattern
recognition and scene analysis problems (that are
not relevant here), and also in image registration
problem (Banerjee et al., 1995). In this paper, we
briefly present a recent contribution on a genera-
lised mathematical theory of shape (Majumder,
1995) which we attempt to apply in medical image
registration. Kendall (1989), Bookstein (1986) and
Dryden and Mardia (1998), have also attempted a
Statistical Theory of Shape in recent times.

In the case of multimodal medical imaging the
absence of robust automatic registration algorithm
is standing in the way of entering this techniques in
diagnostics and therapeutic planning though there
is no resistance from the clinicians in using the
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technology. In medical image registration two
images of the same object of two modalities or of
same modality taken at different times is to be
aligned as accurately as possible. The present pa-
per concerns registration of CT, T, and/or T3
weighted MR images of brain (axial section) of a
patient suffering from Alzheimer’s Disease (AD) as
part of an investigation being carried out by the
authors (Majumder and Bhattacharya, 1998, 1999;
Banerjee et al., 1995) to develop a knowledge
based framework for combining different modali-
ties of medical imaging such as CT, MR, PET,
SPECT and USG whichever is relevant for a
particular pathological investigation. In the pre-
sent experiment, we have used image data of a
patient suffering from AD which is a common
degenerative disease of the brain (Arai and
Kobasaki, 1983; Creasay and Schwartz, 1986). It is
well known that the ventricular region of brain is
affected due to AD. The deformation of the ven-
tricle of AD patient indicate the overall prognosis
of the disease (Arai and Kobasaki, 1983; Creasay
and Schwartz, 1986) and is considered as the re-
gion of interest (ROI) from where the features are
to be detected for diagnosis.

Applications of PET and SPECT imaging are
expected to shed more light (Medical Imaging In-
ternational Journal, 1996) but these techniques are
costly and not available for such clinical or re-
search studies to us as yet. Our attempt is to im-
prove the diagnosis and treatment planning with
CT and MR images that are normally available in
hospitals. When the ROI of any diseased part of
human body is captured by different imaging
sensors (like CT, MR, PET, SPECT, USQG) it is
desirable to establish the point to peint corre-
spondences and finally to match the relevant
multimodal images of the ROI. Our approach is
valid for registration of images preferably taken in
a contemporary period but also for temporal pe-
riods to study the progress of the disease when re-
registration is advised.

We have experimented with CT and MR mo-
dality and in both cases cavities are well delin-
eated. All types of sensors are not expected
to perform equally well for all types of structures,
but it should be possible to find some fea-
tures, which are delineated by the two relevant

sensors in a particular case for the purpose o;
registration.

Earlier works (Thirion et al., 1992; Van den
Elsen, 1993, 1994; Hill, 1993; Shashua and Navab,
1994; Grimson et al., 1994; Martin et al., 1994)
depict the registration of CT and MR images by a
seriautomatic method where the local and global
transformations are used depending on the num-
ber of structures of interest. Affine transformation
and matching are proposed in (Landan et al.
1985; Shashua and Navab, 1994). In the paper
(Grimson et al., 1994) an automatic registration is
suggested for 3D clinical data from segmented CT
and MRI reconstruction in order to guide the
neuro-surgical procedures. Detection of symmetry
for affine images using shape has been reported in
(Mukherjee et al., 1994).

In this context we may refer the comparison
and evaluation of retrospective intermodality
brain image registration techniques as it is de-
scribed in (West et al., 1997). A target registration
error (TRE) has been defined as a true represen-
tation of the distance between the actual and es-
timated positions of targets within the cranial
cavity. A complete evaluation of retrospective
techniques based on their TRE at different land-
mark locations within the brain has been per-
formed using fiducial markers (West et al., 1997)
as a ‘gold standard’. The two registration tasks
have been evaluated between CT and MR and
other between PET and MR. The measurement of
error was made with respect to gold standard over
a volume of interest (VOI). Fiducial markers ar¢
filled with an aqueous solution designed to b€
bright in CT and MR images and also for PET. A
intensity-based centroid has been calculated fof
each marker using the localisation technique, and
that the determination of this topic is called fidu-
cial localisation. This iterative knowledge-based
technique automatically finds the lowest threshold
such that an object formed from voxels whose
intensities are higher than the threshold and that
are three dimensionally connected to a selected
voxel is neither too large nor too small to be a
marker when these markers are used to registef
images. In registration of CT and MR, and PET
and MR the rotation and translation parameters
are calculated of a rigid body transformation that
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minimises the mean square distance between the
wiresponding fiducials in two images. The retro-
spective registration was performed in parallel at
wveral sites. Some methods were used applicable
aly to CT and MR and some are applicable to
PET and MR registration and some are suitable
for both the cases. Barillot and Lemoine (see e.g.
West et al., 1997) used a two-stage technique both
for CT and MR and PET and MR registration.
The first step is to perform an approximate regis-
tration of objects. The second stage is the appli-
@tion of a multiresolution Powell algorithm,
which minimises the Euclidean distance between
the two surfaces given by a chamfer mask. Twelve
saich registration techniques have been attempted
in different workstation and reported (West et al.,
1997).

A recent approach of medical image registra-
on using the mutual information measure
{Thevenaz and Unser, 1997; Collignon et al., 1995;
Well et al., 1995; Bhattacharya and Majumder,
1999) along with the use of Parzen window esti-
mator for optimisation has been reported in
(Thevenaz and Unser, 1997). The optimisation
uiteria of mutual information measure can be
successfully used for multiresolution image regis-
fration. According to this idea a framework is
developed where the images have to be presented
% a continuous B-spline polynomial together with
the use of Parzen window estimator. According to
this concept an image pyramid has been computed
to get the optimiser in a multiresolution frame-
work.

In (Majumder and Bhattacharya, 1998;
Banerjee et al., 1995; Hill, 1993) a number of
point landmark-based registration methods have
been proposed. In (Majumder, 1995; Majumder
and Bhattacharya, 1998, 1999; Banerjee et al,,
1995y shape-based semi automatic registration
tethods have been suggested using geometric
variance properties that comprise two ap-
proaches. In the first approach, the concept of
thape metric, shape distance function, shape
smilarity measure between the two shapes, have
been established (Parui and Majumder, 1982;
Banerjee et al., 1994; Majumder and Bhattach-
arya, 1997). This approach has been used to find
the match/mismatch between the shapes of the

two images by defining a shape distance measure,
which satisfy all the metric properties. The second
approach is the generalised theory of shape
(Majumder, 1995) where from two given sets of
landmark points in the respective images we have
derived a coordinate transformation linking the
two sets. In the present paper, we have adopted
the second approach to register the 7} and T3
weighted MR and CT images of brain of an
Alzheimer’s patient in a common reference frame
and to find the ‘best matching’. The first ap-
proach provides a measure of match/mismatch
between different shapes without registering the
images whereas using the generalised approach
the images are registered in a reference frame and

the goodness of matching is determined by se-

lecting landmark points along the concavity of
the contour of the ROI. From the mathematical

point of view the first approach is a special case

of the second approach or generalised approach.

There are various physical causes of image de-

gradation which cannot be avoided in the imaging

process that results in distortion and noise for

which there are various appropriate image en-

hancement, restoration and filtering techniques

that need to be adopted. The most important

preprocessing task prior to the registration of the

images is to do the segmentation of original images

into ROIs. The edges are extracted from the seg-

mented region by detecting the points of transition
between two homogeneous areas. Among the
various approaches to segmentation we have
adopted Canny-edge-detector (Canny, 1986) to
extract the boundary pixel chains of the edges and
vertices. To locate the corner points, vertices and
the points of maximal curvature the convex hull
(Preparata and Ianshamos, 1985) method is em-
ployed on the extracted contour at the output of
the detector. Canny’s segmentation algorithm is
chosen as it optimises the following criteria: (a) low
error rate, which is achieved by maximum signal to
noise ratio and (b) better localisation of the edge
points. Here the input image is convoluted by the
Gaussian smoothing filter having some smoothing
factor. By choosing the double thresholding values
the required images are obtained and finally this
algorithm performs the edge linking as a by-
product of thresholding. We shall discuss about
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our preprocessing and segmentation algorithms in
some detail in Section 4.

2. Image registration

In this section, we shall discuss the two meth-
odologies of image registration using the concept
of mutual information and the second one is the
generalised shape-based registration of images as
developed and used in this paper.

2.1. Image registration using the concept of mutual
information

The mutual information between the two im-
ages can be regarded as a statistical tool to mea-
sure the degree to which one image can be
predicted from the other using Kullback-Leibler
measure (Thevenaz and Unser, 1997) that was
proposed as a registration criterion by some
authors (Thevenaz and Unser, 1997; Collignon
et al., 1995; Well et al., 1995; Bhattacharya and
Majumder, 1999) including medical image regis-
tration. This measure is also referred to as relative
entropy. The mutual information I between an
image m and an image #n defined from 2D proba-
bility distribution of intensities as

I(m,n) = "I{m,n}log p(m - n)/p(m)p(n).

mEM neN

We take M as the set of intensities in image m and
N as the set of intensities in image » present in the
region of overlap of two modalities. Otherwise this
can be presented in terms of information present in
image m as H(M) and in image »n as H(N) and in
combined image as H(M,N)

I(M : N) = H(M) + H(N) = H(M,N).

To maximise the mutual information the com-
bined image has to be minimised. Since the idea of
mutual information criterion comes from statisti-
cal dependence between two images the criterion
would be optimised for a suitable geometric
transformation for which the dependence between
the two images might be maximised. Every pixel of
the images contributes to the mutual information
criterion. For a test image fr(x) to be aligned to a

reference image fr (x), when the images are defined
on a continuous domain x € V. The coordinates
x;, y; are samples of V. Let g(x: vy, v, v3,...) be
some geometric transformation with associated
parameters v = (vj,v5,3,...). The problem of
image registration is to find the set of parameters
for best correspondence of reference image with
the test image. The levels of intensities to the test
and reference images are supposed to be Lt and
Lg. Let w be a separable Parzen window. The joint
discrete Parzen probability is defined as

p(1,16,v) = a(v) D wli = fr(g(x, v))wlx — fr(x)),

where a is the normalisation factor that measures
> p(i,k) =1 and, where 1 €Lt and k € Lg. The
mutual information between the transformed im-
age and the reference image is given by

](V) == Z Zp(lvkv V)

x logy{p(1, 1, v)/pr(1,v)pr(x,v)},

where pr(1,v) and pr(k,v) are marginal discrete
probabilities related to test image and reference
image. An image can be expressed through a set of
samples f; = f(x) which is discrete in nature
spaced on a cartesian grid. But to perform any
geometric transformation the function should be
smooth and continuous on the other hand one can
interpolate an image to provide the link between
the samples f; and their location x;. Hence B-spline
representation of the image model is to be con-
sidered to have the advantage of being smooth
functions with explicit derivatives. The quality of
the registration increases by increasing the degree
of the model. The lowest possible degree n =0 is
called the nearest neighbour. Better optimisation is
achieved by increasing the degree # of the model.
Thus the final solution can be attained starting
from a coarser level to some finer level.

To get the optimum value of the mutual infor-
mation I with respect to the parameter of geo-
metric transformation v considering the multi
resolution aspect I is expanded by the Taylor series
where for optimal solution gradient of I = (6I)
should be zero. In such condition the dependence
between the test image and the reference image is
complete. This is a situation of ideal registration
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vhere exact mapping occurs. The marginal dis-
mete probabilities for both test and the reference
mages are same.

‘2.2. A generalised theory of shape.: application to
rgistration and matching

As stated earlier so far developed shape-based
nethodologies follow two approaches: (A) to
tharacterise shape differences via an analysis of
getric components and (B) from the two sets of
hndmark points to derive a coordinate transfor-
nation linking the two sets and an analysis of
Is properties. In both the approaches shape is
fefined as an equivalence relation and is invariant
of translation, rotation and scaling (Majumder,
1995; Parui and Majumder, 1982; Majumder and
Bhattacharya, 1997; Banerjee et al., 1995). For the
stke of clarity and completeness a brief compari-
on between the two approaches will be in order.

12.1. The concept of shape metric

According to the first approach the degree of
matching or similarity between shapes that can be
‘measured by using the mathematical theory of
shape and from which concept 2D shape distance
function is derived (Parui and Majumder, 1982;
Banerjee et al., 1994; Majumder and Bhattach-
arya, 1997). This theory can be further extended to
3D problems from which the concept of 3D shape
metric and a distance measure is developed (Parui
ind Majumder, 1982; Banerjee et al., 1994). The
Wo objects have the same shape if one is a
franslation, dilation and rotation of the other.
Using the concept of shape metric the shape
matching is done by normalising an object in terms
of its position, size and orientation. After nor-
malisation the mismatch is measured in terms of
shape distances between two objects where all the
Metric properties are retained. Shape is described
on the basis of its structural features using certain
thain codes. The two reference points are obtained
by the intersection points of the major axis with
the contour of the region are invariant under
Ianslation, rotation and dilation of the region.
From these two reference points the strings of di-
tctional codes describing the border are extracted.
The distance between the two shapes is defined in

terms of these strings. Here shape is defined as an
equivalence class generated by R in R where R is
an equivalence relation in R such that two regions
A and B € R, if the region A can be obtained from
the region B through translation, rotation and
dilation. Two regions A and B have the same
shape if and only if (4,B) € R. A ‘region’ is a
closed, bounded and connected subset of the
Euclidean plane R?. The similarity measure u be-
tween the two shapes is defined in terms of differ-
ence in distance function measure D between the
two regions as g = 1 — D. Higher values of u in-
dicate higher degree of matching or similarity in
shape between the two regions.

2.2.2. Generalised theory of shape

In the second approach of shape-based land-
mark (geometric invariance) detection and regis-
tration method, Majumder has defined shape to
refer to those geometrical attributes that remain
unchanged when the figure is translated, rotated
and scaled (Majumder, 1995).

Affine and projective invariance relations are
used to re-project the region of interest into an-
other view. The visual recognition is achieved by
alignment and the geometrical invariants extracted
from the concavities present in the ROIL. The
concept of canonical frame (Majumder and
Bhattacharya, 1998; Banerjee et al., 1995; Mundy
and Zisserman, 1992) is introduced in transfor-
mation of a set of coordinates and to match the
segmented regions to be registered. A canonical
system is defined with non-homogeneous coordi-
nates. A few set of points or the control points are
determined in this frame and the corresponding
invariants of an appropriate concavity of the im-
age are mapped on them to map all the coordinate
points of the segmented contour in this reference
frame. Similar planar contour segments are
brought into correspondence under affine or pro-
jective transformation depending on the projection
model when the shape of the contours are fully
characterised by the type of transformation as
(a) the search of correspondence between points of
two images or one image and its model and
(b) extraction of features.

In this model, affine and projective transfor-
mation are grouped on the basis of the degrees of
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trcedont (DO AS o result tore teatures are as-
sovrated to compute mvartants for hgher degree of
treedom to amprove the matching between the
planat contour The athine transformation needs at
least thice coplanar points and six DOEF to con-
sttuct mvatants and tor projective case at least
tour coplanar pomts are required. whereas Eu-
chdean proup requres only two points o con-
struct an invanant distance.

Definition 1. A geomcetneal figure in 3* space
comsists of N number of landmark (control points)
and can be represented by a matrix N - A These
Lindmath pomts specify the adentification and
comparisan among the iterspaces and intraspaces
ot tiological homology and are corresponding
mvanants for registration, If two geometrical fig-
ures Fand /7 are made congruent by a rigid body
transformation can be expressed as

Ry (1)

where R specifies a A - A rotation matrix and z
spectfies a A - ranslation matrix, Where Jy s
the Vovectors of ones. This translation rotation
Py s transformation acting on BEuchdean group
m =1 space considerning shape to be an equivalence
class (Maumder, 19950 Parwt and  Majumder,
1982,

We may compare Fand its transformed form £
i transtormation coordinate. If the two shapes F
and £ have the same shape after transformation
such that /7 /7" they are related by the equation
I CER oy where s ascalar quantity and 5
s greater than zero. The riplet (2. 7 and R)
specifies the  translation. scaling and  rotation
component of the similarity transformation from
Fuo b

Let us now constder a coordinate transforma-
tion via which one set of landmarks can be map-
ped onto the other for a closed match. Using a
Tavlor series expansion the coordinate transfor-
mation can be expressed as a polynomial series in
the coordinates. The series can be split up into two
parts. an afhine part (lower part) and a non-linear
part. The point is that the coordinate transfor-
mation is in some sense a measure of ‘shape

difference’ or the shape difference can be char-
acterised via the coordinate transformation (Ma
jumder. 1995).

Let x,. v, and ¥y, be the two sets of landmarks
for i=1.2..... n. By landmarks we mean som
conspicuous features of the structures that indicat
some events marking some stage or stages in the
development of the structure and they are invar-
ant under translation, rotation and scaling. In
present problem the landmark points are detected
on a chosen concavity as the point of maximum
curvature by convex hull method (Preparata and
lanshamos).

The transformation considered can be e
pressed as

Xo=ap+aix +ay + a’ + agxy +asy* + -,

where 4 1s defined as

dy
a,

a

and B is defined as

bo
by

B=|h |, (3bi
by,

It is clear that the coefficients aq, a,, a, in 4 and
hq, by, by in B are related to the affine part and %
higher order terms a3, a4, as and so on in 4 and &
by, bs and so on in B are related to the non-afi®
(non-linear) part of the transformation equation
(2a) and (2b). For the closest match the ke
square solution for coefficient matrix 4 and B

the transformation are searched by minimising
) . ) R . .
expression [[NA — X ||* = 0 where N is given by
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1 x »n Xi Xih )’12
1 X3 » X3 xnop s

N=| . =0 T (4)
1 ox, »m 2 xy W

from the definition of the above expression the
corresponding solutions for 4 and B are given by:

The required solution for 4 is given by
4= (N"N)'NTx (5a)

and the required solution for B is given by

B=(NTN)"'NTy, (5b)
where
x|
x=|" (6a)
,
and
/
r={"7 1. (6b)
¥,

At least three control points are required to fit
two linear polynomials and from the least square
solution the control points are selected for best fit
for which the higher order coefficient terms in the
polynomial are minimum. However, we can im-
prove the matching by including sufficient terms in
the polynomial.

In contour matching in canonical frame the
affine transformation and projective transforma-
tion are derived from this generalised theory as
two special cases. In affine case to transform a
contour in canonical frame the three landmark
points on the chosen concavity are the entry, exit
and height points of Fig. 1(a) and six parameters
are associated by 3 DOF. For the projective case
to transform a contour in the canonical frame the
four corner points are the landmark points where
eight parameters are associated by 4 DOF,

Fig. 1(b). Here we may point out that Euclidean
case also is a special case of the generalised theory.

2.2.3. Detection of control points in affine and
projective plane

If we consider two sets of landmarks and one
set is mapped onto the other by appropriate
transformation like affine or projective the two
shapes are same if they are exactly superimposed.
If exact superposition is not possible a closest
match can be found (Majumder, 1995). The input-
to-output and vice versa mapping may be com-
puted by fitting a function. Control points are
features located in the input image and whose lo-
cation in the final output is known. If the regis-
tration is being done to force the input image to
align with a reference image, the control points are
features located both in the input and reference
images. Let us now consider the affine and the
projective transformation via which one set of
landmarks can be mapped onto the other.

2.2.3.1. Affine transformation. The basic step of
affine transformation is to deform an object or a
plane non-rigidly where the invariants in affine
plane remains unaltered. The algorithm related to
affine transformation superposes two surfaces in
3D objects or two planar contours of the ROI in
2D plane.

Definition 2. For a set of points in R* the corre-
sponding transformation in affine plane say
P : R? — R%. Each point m in one image is trans-
lated to corresponding transformed points

m=Cm+d, (7

where C is a nonsingular 2 x 2 matrix and d is the
translational vector. In the required canonical
frame the non-colinear triplet of model points
are transformed to coordinate position (—100, 0);
(100, 0); (0,100v/3). Here d € R? for all m € R2.

The affine transformation allows to map all the
points m of the boundary of the objects in the
plane P to of the transformed plane P, for all
m € P, and all »' € P,. From the collection of m
points (my,ms,ms,...,m;) € R* where a set of
three points in m which are non co-linear and
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Fig. 1.

uniquely define an affine transformation. The three
non-colinear points are py,p»,p; and the corre-
sponding transformed points be pj,p),p; then
there exists affine transformation which maps
R? — R%.

If po be the origin then a basis vector v; can be
defined as v; = p, — py for i € (1,2,3). The three
distinguished points on the planar contour are
termed as entry, exit and height points on the
chosen concavity.

The generalised expression for the transforma-
tion matrix determines the projectivity from these
basis points pair x;, y, to map the points in the
canonical frame where x,, y. are the corresponding
control points.

The required transformation matrix is given by

G- 00+ ®

The six DOF are specified by the parameters
p,q.7,s,t,u in affine plane to map the chosen
concavity in the canonical frame. Here x, and )
are detected from convex hull method and are the
hullpoints of the corresponding concavity of the
contour and x. and y. are the corresponding
control points in the canonical frame. Here six
DOF are specified by the six parameters in the
above equation related to translation and rotation.
These parameters are computed to get all the
transformed coordinates of the corresponding
contour in canonical frame for both the images.

2.2.3.2. Projective transformation in homogeneous
coordinate system

Definition 3. Any planar transformation of ho-
mogeneous coordinates define a projective trans-
formation of the projective plane. A point in the



M. Bhattacharya, D.D. Majumder | Pattern Recognition Letters 21 (2000) 531-548 539

projective plane can be presented by three coor-
dinates as {xy, xz, x3)T and are called homogeneous
coordinates. In the projective plane of three ho-
mogeneous coordinates the transformation is ex-
pressed by a 3 x 3 matrix and the eight degrees of
' freedom are specified by the parameters in a nine
dimensional space defined by all the matrix ele-
ments.

A projective transformation can be represented
between two planes as

r=TXx". 9)

By definition a (2D) point (x,y) could be
transformed to homogeneous space (tx,ty,t)for
t#0. Generally speaking it is a transformation
from xto (x+ 1) space where the relationship
between the Euclidean and homogeneous space is
given by x = (&x/1); y = (ty/t) for 3D homoge-
neous coordinate (zx,2y,t), t # 0 of the 2D point

. %,y. Homogeneous coordinates are actually used
to represent a point where parallel lines tend to
‘meet’. While we define two parallel lines meet at
infinity under perspective transformation, two
paralle] lines actually meet at a point or appear to
meet at a point and in many image processing,
computer vision applications we need to calculate
that coordinate using projective transformation.
In fact the variables ‘g’ and ‘4’ in Eq. (10) account
for this. Such perspective phenomena appear in
case of viewing horizon or observing that two
parallel railway tracks tend to meet at a point.

Mathematically this transformation is present-
ed in the canonical frame as

X a b ¢ X,
Ye =|d e f Y. ( 1 0)
1 g h 1 |

So eight independent parameters are required to
map the contour points in the plane. The four
corner points are determined to map in the ca-
nonical frame when the properties of geometrical
shape can be invariantly represented. In the ca-
nonical frame the four corner points are mapped
on (100, 100); (-100, 100); (-100, —100); (100,
~100) coordinates.

2.2.4. Measure of goodness of fit

The measure of goodness of matching depends
on the selection of control points and their map-
ping by fitting a function. Control points are fea-
tures located in the input image and whose location
in the final output is known. In the case of regis-
tration of medical images in order to force the in-
put image to align with a reference image the
control points are used. To do fit the number of
control points must be greater than or equal to the
number of coefficients in the polynomial. For a
linear transformation as shown in Eq. (1) at least
three control points are required for implementa-
tion of the mapping operation. In such cases in
both medical images and satellite images a measure
of goodness of fit (GOF) is achieved by the process
of error minimisation. Here an error matrix termed
as ‘error factor ¢’ is defined which is deduced from
the difference between the predicted value and the
actual value (Niblack, 1986) and which is nothing
but a distance measure between the corresponding
landmarks or in other words a measure of shape
difference (Majumder, 1995). For each chosen
concavity the best matching is searched by com-
puting the error terms for each case

e = [(@x,)" + ()", (1)

where, Ox,, = x/, — x,, and Oy, = ¥, — Vm-

For transformation from affine to the canonical
frame the control points have to be selected on a
particular concavity for which the best concavity
matching is achieved and the registration will be
good. To match the images between each pair of
contours T and T, MR; Ty and CT; T, MR and
CT) we have experimented with the concavityl
(upper concavity) and concavity2 (lower concavi-
ty). From the least square solution of 4 and B
following from the expressions where, 4 =
(NTNY'NTX and B = (NTN)'NTY, the coeffi-
cients of the polynomials are computed (both in-
ner part ao, a,, a2 and the higher order coefficients
a3, a4, as, ds, . .. for 4 and by, by, b, — as linear part
and b, by, bs, bg, b7 as non-linear part for B for the
best concavity matching. The higher order terms in
the polynomials are close to zero if the two shapes
arc mathematically similar. Following this meth-
odology different combinations of T) MR, T, MR
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and CT images are registered in affine plane and in
projective plane.

3. The algorithm for matching and registration

We now describe the matching algorithm to
superpose the extracted contours say C; and C; of
the ROI. The transformation algorithm deforms
one contour C; in such a way that the corre-
sponding points in C; are brought nearer to the
corresponding points in other contour C,.

The computation steps are as follows:

(i) All images are brought in same dimension by
proper scaling.

(i1) The boundaries of the segmented ROI (say C,
and G,) are extracted by Canny-edge-detector.
(iii) The edge points m;, n; on contour C; and
the points o;, p; in the other contour C, are
computed and are stored.

(iv) The landmark points for each contour are
determined by convex hull method.

(v) For registration in the required transforma-
tion plane (affine or projective) the control
points are selected searching the least square so-
lution by minimising the expression||NAX|’.
For each concavity matching (upper or lower)
and for each set of control points all the values
of the polynomial coefficients and the error fac-
tor e are computed to search the best matching.
(vi) The landmark points are chosen on the
upper concavity and then on the lower concav-
ity of the contours C; and C, to re-project the
contours in the canonical frame by affine trans-
formation.

In affine plane

(vii) In affine plane for each chosen concavity,
the invariant non-colinear triplets entry point
e,, €xit point e, and height point ¢, Fig. 1(a)
and (b) are mapped to the corresponding points
(~100, 0); (100, 0) and (0, 100+/3) for transfor-
mation to the canonical frame.

(viii) From the generalised transformation ma-
trix the six parameters ag, a;, a; and by, by, b,
are computed solving six equations from the
three landmark points xi,y1; X2,); X3,y and
the three transformed coordinates xi,)’; xj,

¥; xb,5, where, x},y, =~—100,0; x,} = 100,
0; x,,5 = 0,100v/3. The coordinates of the
(i — 3) points on the contour C; are computed
in affine transformation plane from the trans-
formation matrix and are mapped in the canon-
ical frame. Similarly, from the three invariant
triplets on the chosen concavity of the contour
C, the rest of the points (j — 3) are mapped in
affine plane. Thus the contours C, and C; are
mapped in canonical frame and are registered.

In projective plane

(ix) In projective transformation the four corner
points xi,¥1; X2,2; X3,¥s; X1, Ya of a contour
are determined as landmark points by convex
hull method, Fig. 1(c). Starting from the gener-
alised transformation coordinate system the
four corner points are mapped in x,|; x5,
X, ¥4; X4, Vi, in projective plane where x},); =
—100,100; x5,), = 100,100; x},3; = 100, ~100
and xj,y, = —100,100, Fig. 1(d). From map-
ping of the four invariant points the eight inde-
pendent parameters are computed associated
with the transformation matrix 7. The coordi-
nates of (i —4) points of the contour C; are
computed. Similarly the contour C, is mapped
by projective transformation in canonical frame
and the contours C;, C, are registered in the
projective plane.

4. Experimental results and discussion

The experiments were performed using Silicon
Graphics Workstation. All images are converted
from RGBA mode to grey mode in tiff format. The
header is removed to convert them in raw binary
version.

4.1. Preprocessing and segmentation

Preprocessing and segmentation of images are
the two basic steps prior to the implementation of
the shape-based methodology on the extracted
contour of the ROI. We have adopted double
thresholding (Canny, 1986) for region segmenta-
tion and Gaussian edge detection technique using
Canny edge detector with satisfactory results.
The edge detection consists of following steps:
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() filtering, (b) enhancement, (c) detection, and
(d) localisation. Filtering is performed to remove
noises to improve the performance of the edge
detector. The enhancement process emphasises the
pixels where a significant change in local intensity
values occur by computing the gradient magni-
tude. In detection technique the strong edge points
are detected by setting proper thresholding. By the
process of the localisation the location of the edge
together with edge orientation are estimated. Ac-
curacy in detection of edge location and its ori-
entation is essential. From the edge detector a set
of edge points are detected at the zero crossings of
the second derivatives of the image intensity and
the contour of the ROI is formed. Here the edge
detector basically produces an unordered set of
edges from which an ordered set is produced with
the help of the algorithm. The presence of noise
may result in some inaccuracy in detection of edge
points. To avoid the noise effect, filtering tech-
niques are used which combines the Gaussian fil-
tering with the Laplacian for more accurate edge
detection. To make segmentation technique more
robust the threshold should be selected by the
system incorporating some domain knowledge
such as intensity, sizes, the number and interrela-
tion of objects along with their probability of oc-
currence and distribution of intensity.

For optimal performance the following two
criteria are accepted: (a) low error rate which is
achieved by maximum signal to noise ratio, and
(b) better localisation of the edge points (Canny,
1986). The Canny edge detection algorithm can be
expressed as

nx,y) = g(x,;5) * m(x,y),

where the input image m(x,») is convolved by the
Gaussian smoothing filter having smoothing fac-
tor 5 and the convolved output image array is
n(x,y). The output image array n(x,y) consists of
o arrays a(x,y) and b(x,y) are computed using
2x 2 first difference approximations.

o(x,y)

[n(x7y+ 1) — n(x,y) +n(x + 17y+ 1) ‘_n(x"_ lvy)}
2

’

fx,y) = {a(y) + b(x, )’}

gives the magnitude of the gradient. By non-
maxima suppression the broad ridges of the array
are thinned to get the value at the point where
maximum local change occurs to identify the edge
points. Double thresholding has been implemented
to avoid the detection of false edges. The double
thresholding algorithm is applied on the non-
maxima suppressed images where the upper
threshold value t; is chosen between 2t; and 3t; by
trial and error to give good results. This algorithm
also links the edges in a contour when it reaches
the end of a contour, the algorithm looks in t; at
the locations of the eight neighbours for edges that
can be linked to the contour. The algorithm con-
tinues to gather edges from ¢ until the gap has
been bridged to an edge in #,. The tracing termi-
nates when the current pixel is the same as the
initial pixel with a closed boundary of ROI. Thus
the double thresholding algorithm performs the
edge linking as a by-product of thresholding.

4.2. Matching and registration

The digitised images of axial sections of the
same region of the brain of an Alzheimer’s patient
obtained from T; weighted MR, T, weighted MR
and CT modalities are used of pixel dimension
173 x 230. The three images under consideration
are shown in Fig. 2(a) and (b) and Fig. 3. The
ventricular region (ROI) is shown in Figs. 4-6. The
segmented edges of the ROI using Canny edge
segmentation are shown in Figs. 7-9.

(2) (b)

Fig. 2. (a) T, weighted MR tmage of brain of an AD patient,
(b) T> weighted MR image of brain of the same AD patient.
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Fig. 3. CT image of brain of an AD patient. /\%

Fig. 7. Contour of the ventricle Ty weighted MR.

. 2 i
Fig. 4. Ventricular region of T; weighted MR image. p R
o

Fig. 8. Contour of the ventricle T, weighted MR.

Fig. 5. Ventricular region of 7> weighted MR image. /—
é J

Fig. 9. Contour of the ventricle CT image.

4.2.1. Mapping of concavities in canonical frame
After edge extraction entrance, exit and heigl
points of the concavities are obtained by conv¢
hull method. These invariant points (P, 0, k
MR T, modality are depicted on the contour ¢
the ROI shown in Fig. 10. To map the contour i
Fig. 6. Ventricular region of CT image. canonical frame any one of the upper or the lowe
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oncavities may be chosen. The affine transfor-
mation to the canonical frame is performed
by mapping three points (P, O, R) which corres-
pnd to the entrance, height and exit points of
e concavity are the three vertices (100, 0),
(0, 100,/3,) and (100, 0) of an equilateral triangle.
The point P(8.5, 9.4) corresponds to (—100, 0);
woint Q(42.5, 42, 5) corresponds to (0, 100,/3,)
ad point R(71.5, 3.8) corresponds to (100, 0) as
siown in Fig. 10 and in Table 1. Fig. 11 shows the
wntour after the affine transformation. Fig. 12
fepicts the superposition of ROI of 7) MR and
I, MR in affine plane choosing the landmark
pints along the lower concavity of the contour.
fig. 13 shows the invariant points on the contour
of the ventricle (ROI) of 7| weighted MR image
for projective transformation and Fig. 14 depicts
the mapping of the contour after projective
ransformation. The four invariant points are:
point A(3.3, 55.5) as —100, 100; point B(94.9,
1.5) as 100, 100; point C(100.4, 6.5) as 100, —100
and point D(7.2, 16.5) as —100, —100 in canonical
frame, (Table 4). Fig. 15 shows that the ROI of T}
MR and 7, MR are superimposed after a pro-

fig. 10. The invariant points P, Q, R on the lower concavity of
tie contour.

Table 1
Ivariant landmark points on the contour of the ventricular
tgion of T, weighted MR image of brain

Upper concavity Lower concavity

Canonical frame

33,555 85,94
15.8,33.5 425,425
12,16.5 713,38

~100.0, 0.0
0.0, 100,/3
100.0, 0.0

7/

M ’ "‘k..‘\ |

l

Fig. 12. Superposition of ROI T} MR and 7> MR image of
brain in affine plane.

Fig. 13. Invariant points on the contour of the ventricle of T,
MR image, projective plane.

jective transformation. Other choices of points are
also possible.

Similarly, we have performed the registration

between CT and T,/T, weighted MR images.
Finally the T weighted MR, T, weighted MR and



544 M. Bhattacharya, D.D. Majumder | Pattern Recognition Letters 21 (2000) 531-548

s _-‘- -_ L]
00,100
-

0. 16es,, 2

b))

»

f; A\

S
i oo

108, Ysdh

Fig. 14. Mapping of the contour in projective plane.
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Fig. 15. Superposition of the ventricle of 7, MR and T; MR in

projective plane.
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Fig. 16. Superposition of contou
and CT in affine plane.

rs of ROI of T} MR, 7> MR

=<

r Eﬁj

Fig. 17. Superposition of the contours of ROI of T} MR, T,
and CT in projective plane.

CT images are registered in both the affine and in
projective planes as shown in Figs. 16 and 17.

It is shown in Table 8 that the error factor ¢
turns out to be smaller for the lower concavity.
Hence the best matching is achieved for the con-
trol points along the lower concavity.

5. Results

Tables 2-8 show that the ‘best matching’ may be
achieved for the selection of control points along
the lower concavities.

Table 2

Invariant landmark points on the contour of the ventricular
region of 7> weighted MR image of brain

Upper concavity Lower concavity Canonical frame

54,514 11.5,7.7 -100.0, 0.0

15.5, 34.5 43.5,41.5 0.0, 100,/3

7.5,19.5 69.5, 6.5 100.0, 0.0
Table 3

Invariant landmark points on the contour of the ventricular
region of CT image of brain

Upper concavity Lower concavity Canonical frame

8.4, 58.6 16.4, 74.5 -100.0, 0.0
12.4, 36.4 524, 40.5 0.0, 100,/3
584, 184 89.5,3.5 100.0, 0.0




Table 4

M. Bhattacharya, D.D. Majumder | Pattern Recognition Letters 21 (2000) 531-548

Llandmark points on the contour of ROI for the images of the
three modalities (7 weighted MR, T, weighted MR and CT) in

projective plane

Inv. for Inv. for Inv. for In Inv. in

Iy MR T, MR CT canonical
33,555 4.4, 53.5 8.4, 58.6 -100, 100
949, 72.5 954, 71.4 87.575.5 100, 100
100.4, 6.5 48.8, 7.5 889,75 100, —-100
12,16.5 7.5, 16.5 8.4,18.4 —-100, -100
Table 5

545
6. Conclusion

We have presented briefly the generalised the-
ory of shape as developed by Majumder (Banerjee
et al., 1995) derived the affine and projective in-
variance transformation relationships and applied
the same to matching and registration of three sets
of medical images of different modalities of the
same patient suffering from Alzheimer’s disease.

Registration of T) MR, T> MR and CT images, choice of proper concavity and selection of control points on the concavity from the
polynomial coeflicients (¢ and b values)?

(a) Upper concavity mapping for 77 MR image in canonical frame

Linear part

@ ay a by b
0.38 8.33 -385 -0.49 -0.89
Non-linear part

a3 ay as [413 a
0.008 0.07 —-0.002 0.27 ~-0.28
(b) Lower concavity mapping for 7y MR image

Linear part

ay a) as b() bl
-2.15 0.10 —0.06 -1.12 0.54
Non-linear part

a ay ds 73 a
-0.5 -0.02 -0.07 0.07 ~0.06

B,
50.5

b3 b4 b5 b6 b?
—-0.037 0.085 0.18 0.19 0.19

B,
-0.003

b3 b4 b5 b6 b7
—0.0.3 -0.3 -0.03 -0.3 —0.3

*Mapping of 7} weighted MR Image fits better in canonical frame along the lower concavity than the upper concavity as the values of
the higher order polynomial coefficients are much lower for lower concavity.

Table 6

Computation of the polynomial coefficients a’s and #’s — the linear part and the non-linear part®

() Upper concavity mapping for 7> MR image in canonical frame

Linear part

a a) Az bo b1 Bz

-0.54 0.02 0.01 -0.5 0.2 0.01

Non-linear part

4; a, as as as bs by bs be b;
0.46 0.04 -0.02 0.02 0.01 0.32 0.30 0.29 0.2 0.28
(b) Lower concavity mapping for 7> MR image in canonical frame

Linear part

) ay A2 bo bl Bz

~0.04 0.12 -0.01 -0.02 0.04 -0.0

Non-linear part

a Ay as as a by b, bs b b,
1.0 -2 -1.0 -1.1 ~1.0 0.01 -0.03 -1.0 -1.0 -1.0

?The non-linear or the higher order coefficients have lower values for mapping of the lower concavity of the ROI of T, weighted MR
mage in canonical frame for affine transformation.

-



546 M. Bhattacharya, D.D. Majumder | Pattern Recognition Letters 21 (2000) 531-548

Table 7

Computation of the Polynomial co-efficients a’s and b’s — the linear part and the non-linear part?

Lower concavity mapping for CT image in canonical frame
Linear part

ay a) as bo bl Bz

0.04 0.12 —-0.01 -0.2 0.04 -0.0

Non-linear part

as a4 as as ar b3 by bs by b,

0.34 0.06 -0.31 0.27 -0.02 -0.02 -0.02 0.07 0.22 0.23

Upper concavity mapping for CT MR image in canonical frame

Linear part

dy 73 ay bO bl bZ

-0.02 0.05 —0.65 -0.01 -0.05 -0.6

Non-linear part

a Ay as ag az by by bs be b;

0.01 0.2 -1.0 -1.0 -1.0 -1.0 0.8 -0.6 -0.58 -0.57
 The non-linear or the higher order coefficients have lower values for mapping of the lower concavity of the ROI of CT image for affine
transformation.
Table 8

Error factor e, along lower concavity and error factor e, along the upper concavity of the ROl for T, weighted MR image, T

weighted MR image and for CT image of brain for AD patient

Upper concavity Lower concavity Canonical frame e ey
T, weighted MR image 3.34, 555 8594 -100, 0 0.27 0.35
15.8, 335 425,425 0, 1004/ 3
7.2, 16.5 71.5,3.8 100, 0
T, weighted MR image 5.4,51.4 11.5, 7.7 -100, 0 0.28 0.57
15.5, 34.5 435, 41.5 0, 100/ 3
7.5,19.5 69.5, 6.5 100, 0
CT image 8.4, 58.6 16.4,74.5 -100, 0 0.28 0.31
12.4, 36.4 52.4, 40.5 0,100/ 3
58.4,18.4 89.4,35 100, 0

Affine and projective transformation are used to
re-project ROI into another view.

The contour matching in canonical frame is
implemented using this new approach in affine and
projective planes. In affine case the three landmark
points and six parameters are associated by three
DOF, whereas in projective case four landmark
points with eight parameters and four DOF are
required. A measure of GOF is implemented by
the process of minimisation of an error factor.

According to experts the degeneration of an
organic compound called ‘myelin’ occurs and
causes the shape variation and enlargement due to

Alzheimer’s disease. Normal pressure hydroceph-
alus was studied by modeling brain’s elastic
properties in (Martin et al., 1994) to indicate the
disease processes. The deformations are due to
pathology and also due to the overall change in
shape of the intracranial cavity of brain volume.
But a comparative study of this variation in dif-
ferent modalities and same modality at different
time will be more instructive for the clinicians.
This is the view of the medical experts associated
with the project.

This is a crucial point in our approach since we
work by finding certain invariant points and
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matching them, even if as a result of the progress
n the disease conditions the structure of ROI is
changed, the algorithm is general enough to cap-
ture the changes. With the change in structural
(shape) properties the invariant features also may
change so a re-registration will be required.

The registration process performs the integra-
tion of information from the multimodality
medical imaging to a single reference frame and
provides more accuracy in diagnostics procedures
and improved therapeutic planning to the clini-
cans. All detected anatomical and functional
features of the pathological growth related to
ROI can be analysed simultaneously when the
images are fused in a single reference frame after
registration. Another important point to be noted
is the detection of landmark-based concavity. The
goodness of matching depends on the selection of
concavity present in the images. The selection of
features for recognition are view-invariant and
are unaffected due to different orientation of the
view. At least three control points have to be
sclected in a concavity to achieve a ‘good fit’. If
the number of control points are increased more
and more polynomial coefficient would be asso-
ciated, as a result the accuracy of the registration
would be enhanced. An iterative process may be
adopted to search the control points for best
matching. From the co-registration of CT and
MR images the degeneration of myelin and also
the ventricular dilation can be studied properly.
There are other pathological features (West et al.,
1997, Canny, 1986; Arai and Kobasaki, 1983),
which indicate the prognosis of AD such as the
deformation of temporal horn, change in atropy
and widened sulci also appear in neuroimaging.
Our next attempt would be to combine all these
features in a single reference frame to get neces-
sary information of Alzheimer’s disease from the
fused image.
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