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1. IxTRODUCTION

In spite of some remarkablo developmonta both on the theoretical and the
practical sides, certain aspects of the designing of sample surveya scom to remain
unexplored. Indeed the last twenty five years may be recognised aa a pioncering
period in which oxperts like Hubback (1927), Fisher, Yates (1949) and their school in
Rothamsted, Mahalanobis (1040, 1944, 1046, 1052) and his colleagues in India, Neyman
{1934) in Poland, Hansen and Hurwitz (1943) and King and Jessen (1945) in U.S.A.
and others have ibuted to the epoch-making develop of sampling tech-
niques, a8 shown in various excellont monographs such as thoso of Yates {1049), Doming
(1050) and Cochran (1053). Neverthelesa thero still remain & number of probloma
which have been sclved only empirically becauso of the lack of any thoory concern-
ing them. In a recont paper, Mahalanobis {1952) pointed out somo aspects of the
design of samplo surveys which should descrve thearetical consideration,

The purpose of the presont paper is totakeint idoration thereal si
doalt with in some types of sample surveys, to analyso them into more fundamental
conditions. to give some suitable formulation for cnch nl‘ them, and then to suggeat
some mothods of molving theso probl for \ tically., Although
somo of tho results which are given in this paper were obtained by the author in con-
nection with hia designa of samplo survoys executed in Japan, tho greater part of thia
paper was propared during hia stay ot tho Indian Statistical Institute. In preparing
this papor it was & great atimulus to rond the Intest paper of Mahatanobia {1952) s8 woll
a8 to rocoive his kind suggostions and enconragomont for which the anthor wishes to
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oxpress his sincero thanks to Professor I'. C. Mahalanobis and his collengues at the

Institute.

Tho eubjects danlt wlth in this pnper aro given bolow. Part T is devoted
to the di; ion of jon in samplo designs under the axsumption of
complote information ubout tho population paranieters which enter into the designs.
Such completo information is not realized and henco Part I really deals with prepara-
tory conriderations upon which the results tn Parts 11 and 111 are based, Neverthe-
lesa our emphasis is on multi-purposo estimation which scems to us to bo our real aim
in sample surveys, Certain unified principles will bo followed for finding optimum
designs and for the mapping problem. We shall euggest s lincarization procedure
which will make our designs practicablo in snmple surveys.

In Part II wo shall introduce the notion of the relative efficiency of some
sampling designs in which our allocations to cach stratum are defined in terms of
approximato values of the population paramcters involved. The relative efficiency is
derived formally from the inequality of Schwartz or Holder so far as the system of
stratification or of multi-stage sampling is kept invariant. Tho generalised cost and
varianco functions introduced by Mahalanobis (1044) can be suitably transformed
into this general formulation and the loss of efliciency studied.

Part 1II is devoted to a discussion in which a certain system of stratification is
used in successive surveys and in which our aim is to accumulate information con-
cerning within-strata variances 80 a8 to increase our relative efﬁclenoy of a sequence
of samplo surveys. Here we shall discuss various possible pi and
their respective merits. Thus the probloms !mnlcd in Part IIT are more renhs'-lo
appronches as regards efficiency and feed-back principle in comparison with those of
Parts I and II, and Lelong to a category of sequential designs or of historical designs
in the languagoe of Mahalanobis (1952). Tho guiding principle in designing s sequence
of sample surveys is the idea of relative minimax solutions which have some conneec-
tion with Wald's decision functions. This principlo scoms to us to bo an answer to

the proposal suggested by Mahalanobis (1052). The detailed analysis will be too
coraplicated to be performed under wenk conditions as to tho structure of the parent
populati Wo ider it more practical to introduce rolutions of the zero order
and tho first order 80 that our analysis might bo sosimplified as to cnablo usto deal with
concreto observations without any essontial loss of generality so far as large-scale
survoys aro concerned. \We should turn to o more realistio formulation of our
problems in which some improvement of stratification may be effected as wo go from
one design to the next in the soquonco of designs.  For thia purposo various proparatory
considerations should bo taken into C ly we consider it Y

|
to establish somo oxact ling distributions of our statistics in order to obtain

a theory of inference and & schemo of analysis of varianco specially suited to finito
populations.

Further probloms conneoted with designa raised by Mahalanobis (1952) are
considered in a subsoquont paper,
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PART I. DESIGNS AIMING AT ESTIMATION OF ONE OR MORE
PARAMETERS UNDER COMPLETE INFORMATION ABOUT THE
PARAMETERS INYOLVED IN THE DESIGNS

1. INTRODUCTORY

Current theorica of designa of samplo aurveys are usually devoted to the
estimation of a eingle population parameter, apeciaily total or mean of the population
concerned.  Novertheless it should be pointed out that the uses of information ob-
tained from a samplo survey aro somctimes much more than the mero estimation of
parameters originally aimed at in thesamplo design.  Moreover, once we are in a posi-
tion to make a sequenco of similar sample surveys in which accumulation of infor-
mation may scrve to improve our designs, it becomes not only natural but also indis-
pensable to bave many aima of inferenco in any one survey. Now wo shall give
somo of these aimsa.

{a) Stratified Random Sampling :

{19 To estimate a set of certain prescribed linear combinations of stratum.
menns,

(2°) To cstimate tho set of within-stratum variancea individually andfor
their total,

(3°) To estimato the sizo of each stratum.

(#°) To estimate the between strata variance,

(5% To estimate tho cost function within each stratum.

{6°) To estimate the maximum of stratum-means,

(1% To give a map of the fiekl showing the dimensional distribution of the
characteristic over tho ficld (mapping problem).

(8°) ‘To aupply estimates which would bo useful in another sampling system
different from the one adopted.

(b) Julti-stage Sampling : Sub-sampling procedurca can bo mainly divided
into two classes according to whether they aro involved with stratification or not.
In caso of stratification there may ariso problems corresponding to (19—{8% in (a),
whilo in both the cases our aims may bo concerned with the analysis of variance and
cost both between and within primary sampling units (p.s.u.).

{0) Regression estimales and ratio estimates : The current formulne concern-
ing varianco of ratio estimates are not usoful unless there are somo accurate estimates

of cocfficients of variation and of lati Mci A correct approach to tho
problem of ohtaining certnin regression and ratio estimates should bo tho one which
makes uso of tho method of ivo designe, Thercforo, in tho actunl survey what

wao should cstimato is not only tho population mean but also all or somo of theso
purameters,
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In this Part, we shall be mainly concerned with (a) and shall bo content merely
with giving some indications about (b) and (c). Our main object is to formulato our
aims of surveys more preciscly so as to bo ablo to define our optimum allocation of
resources moroe suitably. Wo shall hero make use of variances as a losa function in
order that our mathomatical analysis and allicd ealculations may bo so simplified as
to bo applicablo to actual problems. In this Part, we are concorned with the situa-
tions in which completo information about various paramoters involved in the design
is availablo.

2. SIMULTANEOUS ESTIMATION OF SEVERAL PARAMETERS WHICH ARE
LINEAR COMBINATIONS OF STRATUM MEAXNS

Let us denoto by IT tho whole parent population, and let it be assumed that Tl
is divided into kstrata ([1} (i =1, 2,..., k), whero any two strata I1, and [T, are assumed
to be mutually exclusive. Let the size of I1; be denoted by N{i=1, 2,...,k), and Jet
the size of I1 be N, so that N = N,+...+N,.

Let ua start with the case when we are interested in only one characteristic
sayz. Letzy(i=1,2,...kj=12,..2N)be the j-th observation in thei-thstratum.
Then the i-th stratum mean Z{i =1, 2, ..., k) and the general mean & are defined by

L4

%= /N, - (20
-l

2= & NaN. . (202)
=1

Let ¢; bo tho cost per unit in the i-th siratum and let ¢% be tho variance with-
in the i-th stratum. In stratified random sampling we draw random samples of size
7 from the i-th stratum, Let C be the prescribed total cost, and let us assume
C = et tam.

Let-us hero consider the simultaneous estimation of A linear combinations
of these stratum means, viz.,

L =Fag (=12..8 . (203
=1

where {a;} is a given matrix of constants, The first type of information in tho sense
of Mahalanobis {1952) and the enumerative study in tho sense of Deming (1950) may
bo observed to correspond to the enxe when A=1and ay=N, (j=1,2,..., k). The case
%> 1is a moro complicated one. As an estimator for L{#) wo may make uso of L(2)
where Z=(2,, #y,..., £,), 2 being tho sample mean in the i-th stratum. The variance
of this estimato is easily secn to be

Vi) = £ of, Y03, e (200)
=1 Ny,
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When we aro concerned with wimulinncous cstimation, we must lay down
certain rulea by which relativo weights concerning theso variances should bo deter-
mined. Tho simplest cnso will bo that in which a system of constants {A} is prexcribed
and tho error variance concerning our problem is defined wimply by

2 =
V= z ALY . . (2.05)

Theorem 1.1 :  The optimum allocation of sample sizes {n)} to cach stratum swchich mini-
mizes (2.05) is given by

3 -
n = Cll‘a,c“'{ )3 B,a,c,'} e (2.08)
=
A
where Bi= 3% Atal. . (207)
-

The proof can be readily obtained by the method of Lagrange's undetermined
multiplicrs.

Another caso is that in which a certain positive quadratio form is defined thue :

o= & A(LE-LE)LE- L) . (208)

Hero the optimum allocation should minimise the mean value of Q(%). This case can
bo treated in a way similar to tho previous one, becauso wo have

A
EQe) = £ £ E AoV

Yoo N—n
=¥ dt 22~ "4t sy, e (2.00)
En ® " Npn, " 4

Ezample 1.1:  Let us consider tho caso when we are concerned with tho
following k parameters : tho general mean 2 and tho k—1 successive differonces of

stratum-mcans #—2%_, ({ = 2, ..., ¥) with weights on & and &—#_, being s, and
#di =2, ..., ) respectively, Then tho expression for B'a in (2.07) are given by

B=m (I{,‘)'Hm
PN L A
By=p (A—}:,')."'I‘n-
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Erample 1.2: Let us consider a two-way classifiontion of the populati
into the strata {IT} i =1,2,...,a; j=1,2,..., b, with respect to two characters.
Let £y bo tho stratum mean of the (i, j)-th atratum.

Then we have

i,.=§‘_”'}'",:1.v G=1,2,...a) . (210)
2= -“‘3.5” (G=1,2, ., . (211

In somo situations wo may have to obtain tho eatimated values for (£} and (£} the
woights on 2, %., and Z, being A, 1, and v; respectively, In such circumstances, wehave

'—,\(‘V'I) S+ (XJ) +"(v . (212)

where By occurs in the expression of the sample size ny similar to (2.06).
Wo shall give examples on Theorem 1.1.

Example 1.3 :  Let us consider a demand and supply plan concerning the trees
in aforest. Insuch a situation, we must not only estimate the total volume of timber
stands in the whole forest, but wo must also estimate with greater accuracy the
volume of tho parts of our forest which are to bo cut in a certain cutting period.
If wo stratify our whole forest according to some intervals of ages of say, ten years,
then our strata belonging to or nearly belonging to the cutting period become impor-
tant and their total volume must be estimated with higher accuracy than the volume
of parts not belonging to these strata. There are now two linear combinations of
stratum means. The first is the total sum, and the other is the sum of the strata
belonging to the cutting period.

Consequently we may have in (2.03), k=2 and ay=N,(j=1,2, ..., k) while
ay = N if TT; belongs to cutting period, and- =0 otherwiso, For the sake of brevity
let {M} (j=1,2,...,1) be the set of strata bolonging to the cutting pericd. Then we
have

Lo = £ VA, (21
Lyz) = Ii‘.‘ N, e (214)

What we must minimize will then be

A V(L (2} 42, V{Ly(T)} . (2.15)
and wo shall obtain the opti llocation after assigning weights A, and A, which
oan only be d ined from practical iderati In forest management the
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problem is to estimate the whole volume of stands in our forest and then to find somo
arens which may be expected to supply ua a certain assigned fraction of the estimnted
total volume. From tho practical point of view there will be a certain order according
to which each stand may o cut down. For the moment, let it be assumed that this ia
tho order in which tho strata are numbered.

Then our problem is concerned with inferring the value of ¢ from the following
condition :

B <ar< ‘i: 7, . (216)
f=1 -]

whero T and T; mean the volumes of the total and of the i-th stratum respectively,
P being assumed to be given.  We must of courso replace 7' and {T'} by their catimated
values respectively, Then it b clear that tho paramecter to be inferred is
really the number I, whoso estimated valuo { should be considered as a stochastic
variable,

To find out tho distribution of { and to give an optimum stratified random
sampling proceduro in which § should have the least variance isa rather difficutt mathe-
matical problem. The following ono is suggested as an approximate procedure which
may be useful for practical purposes.

(1) Suppose there ia some a priori knzwledge that ! belongs to the interval
h<icl,

{2) Let us consider A = ly~1I, Jinear combinations

L4i=] 11
L =(1—p) £ Ty—pz T\ . (217)
Jo1 =i+t

fori=12,..h

(3) Let us design o stratified randora sampling procedure in such & way as
to minimise

‘z’vu,‘(z)) . (218)

i

whe " NE - gt M (2.19)
ro L =0-p E NF— g K. s

(4) Lot us plot the valuca (i, L{?)) in a graph, and lot ue determino the
abscissa [ for which tho first positive valuo of L {z) is attained.

Ezample 1.4 : Thero are many oceasions when stratification is mainly adopted
either for tho purposo of i ing the precision of our esti andfor for admini
trative convenience in carrying out largo-senle survoys, In such situations it will bo
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found frequently that some of our strata are not large enough to give ua any reliable
calimates concerning the respectiva siratum means.  But it may not be possible to
group our struta in eome dintricts %o ax to avoid the existence of overlapping groups.
Wo think it better to make use of grouping of strata in which some overlapping may
be admitted, o far as group totals or group means are our objects of statistical esti-
mation. The estimates of the gronp means are then not independent, but it does not
matter, because Ureir covarinnces can alsw bo easily ealculated from the sample design.
Tho present author hod made use of such grouping when he was connected with the
samplo survey of labour forces in Fukuoka Prefecture (Japan),

3, SNULTANEOUS ESTIMATION OF LINEAR COMBINATIONS OF WITNITN-STRATUM
VARIANCES OR STANDARD DEVIATIONS IN STRATIFIED RAYDOM SAMPLING

Let fzd(=12,....,n;5=1,2,...,h) be a enmple from the i-th stratum
and lot us define for cach stratum somplo means 7. and sample variances 4 given by

1

8 = #=

5
I (=120 . (3.01)

In addition to tho assumptions in § 2, let us assume the following :—

(1°) Lot there bo a sct of functions Uyla1)), lger, n,)} which satisfies the
following conditions:

Efg(s}, m)} = f(a}), e (302)
Vigje}, n)} = iy, 0}, 0)), e (3.03)

where ¢, is a function depending upon the sample sizo ny, the within-stratum variance
a3, and tho veetor 0) of a certain set of the population parameters..

(2°) Let our object bo tho estimation of a certain set of linear combinations
2
Lio") = ¥ byfief) e (304)
fori=1,2,...,h and let our cstimators be dofined by
2
Ls") = £ bygjle},n) .. (3.05)
f=t
for i =1,2,...,h reapectively,
(3% Let there bo given a set of weights {,) such that our consolidated vari-
ance may be dofined

niL) = ’}::‘ A VL) . (308)
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Then our problem of the optimum allocation of tho samplo sizes {n} undee &
given total cost will bo reduced to the ono in which we sliould minimize (3.06).

Tho solution of this minimizing problem belongs to el y caleulus but
there aro two kinds of difficultics to bo pointed out, The first one is that ¢(n), o}, 0))
may contain the unknown paramecter ¢f which at least formally lead to a reasoning
in & circle. The sccond one is that ¢{n;, 07, 0)) may contain tho higher moments of
the j-th stratum (i.e. beyond the first and the eccond moments), which usually show
more fluctuations than tho fist two moments. In spito of theso apparent difficulties
which provent us from following arguments similar to thoss of § 2, it may be pousible
in some cases to overcomo these difficulties. Indeed, ono of the merita of successive
or sequential process of statistical inferenco is that we can deal with such circular

A
reasoning. Further there may be cases in which ¥ Ab) = Boj® and B, are indepen-
=1 .
dent of o7, and in which wo may assume a priori some skewncss andfor kurtosis.
Ezample 1.6 Let us connider the case when tho size of each stratum is eo
large that the approximation by normal theory may yicld tho probability density
function of 4o, as

s\t (n=1).
(&:) exp{— -JWL} . (3.07)
Thus the statistic defined by
ny—1
n— 1) T[-L—
5= "’J . (3.08)
+ n
#1(3)
gives us an unbiasod estimate of o; with the varianco
n;—1
(m—1) Y o M
Vis) = _n(i) —1}at. e (3.00)
X
2 ()
Furthermore let our weighta be such that, for j=1,2,..., %,
£ AdYy = Bo}, o (310)
=
whero B are independent of ¢f. Then our problem is to minimizo
n—1
[ (n,—1) |-
B 4&—] e (30D
+rfy

L P,
under the condition £ ¢y = C, ¢ being the cost per unit in th j-th stratum. This
=1
problem can be solved at least approximately.,
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4. ESTIMATION OF A SET OF LINEZAR COMBINATIONS OF
MULTIPLE STRATUM-MEANS

Let our whole population 1 bo divided into tho sum of hk mutually exelusive
subpopulations {M} (=12, ..., hij=1,2,..., k). Letusdenoteby (nd (i =1,2,...5
J=hL2 ., kil=1,2, ..., N, the values belonging to ench 11y, and 2, and o the
(i, jith stratum-mean und tho (i, j)th within-stratum variances respectively. Further-
moro wo shall consider the stratification systemw {11} ((=1,2,...,4) and {II}
(§=1.2,...,k), which are dcfined by

B = Db Bt o+, e 201
My = Myt Ny 411y, . (4.02)

respectively and whoso stratum-means and within-stratum variances will be defined
by

Bo=Np ’:'. Nyz, v (4.03)
a1
»
¥ Ny e (3.08)
=]
1] 13
d = (Vo 1)1 X N(Fy—Z V=1 Y (Vy=1)ef ... (405
an ot = (Vem 1) S Ny P4 (Vem 1)t 5 (Vy= 1o (4.05)

A 1]
o= (Vy= ) & Nylfy= 2V, Z Wyl 00

3 A
where we have put No= XNy Ny= X Ny oo (£.07)
=3 ol

Let us now consider tho situations in which wo have introduced the one-way
stratification, that is to say, the i-th system and in which wo have allocated random
samples of certain sizes to the i-system strata. There aro many occasions in which
our aims of estimation are not only for a sct of linear combinations of the stratum-
means of the i-system but also for that corresponding to the j-system. Thus a life
insurance company will mako saniplo surveys of policy holders and mako use of strati-
fication by the sums assured.  After they havo obtained tho data by stratified random
sanpling, they find it necessary to analyso tho data by age-classes and by districts
where theso persons have insured. In sequential sample eurveys we are ablo to make
use of thoe information, which gradually accumulates, to improve the sampling design
of subsequent surveys. Tho drastie chango of vno system of stratification into another
is nob raro.  Tha problem will bo disoussed in greater detail on another oceasion, but
here vur objeet will bo to show some cffect of coordinating our data from another
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system of stratification different from the ono used in actual sampling. Somo aspects
of changing tho aystem of siratifiention wero discussed by 1. Ghoxh (1947) to show that
binsea which would be introduced aro too Jurgo to advocate use of cstimates based
on a chango of stratifi But his arg aro based upon tho arsumption that
the sizea { V) should Le estimated from the present samples themuelves.  If, however,
this is not so, thero is somo advantnge in changing the ification

(n) et us consider a set of g lncar Linations of the strat
{5}
. Ak
L,(#) = :21 ’Z:I byfy  (p=1.2.,0) o (4.08)

whero {b,) are awigned constants. and also a-set of their respective unbinsed
estimates

L ]
Lin=X Xbyty (p=1) 2o e (400)

Let us denoto by {#,} (g=1, 2, ..., k) the sizes of the sample which belong
to the (p, ) stratum for each sample of the p-th stratum of tho i-system. These &
non-negative integers may bo considered as stochastio variables under the reatriction
that Ay +agt...4+iay =mn, for i=1,2,...,h Tho unbinsedness of L) as an
eatimator of Ly(Z) is evident and its varianco may bo readily shown to be

A 1 A L]
VL) =§ ; a3y o} E(n—lu) -; ;.Z. a%y o} x‘,; o (410)

In view of Stephan (1045} wo have now

'{nl} n,A\:‘, [(‘\,) [Nu).] v (41D

The optimum allocation may sometimes bo rather different from the ordinary
one, which is ono of the simplified cases. For instance, let vs consider tho caso when
p=1 and when (4.10) may bo written approximately

VL) = Z _l LY o (412)

=1 -1
which showa that the eptimum allocation under an assigned total cost C #hall bo given
by

» ]
= 5 o .13
n‘_CArr,l(‘z_,‘A‘c[). (4.13)
(b) Next let us consider a set of linear combinations of the {i, j) stratum-sums

=Sz ZA Wy o (414

-
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and let its estimator Ve defined by

A A

B B,
@)= Z ;ﬁ Z n2y. e (4.15)
= =
Then its mean valuo and variance may be readily observed to be equal to
A A
Efiey =S BS E LTI ) e (400
ey = 3 52 P (s 2 )
a ¥ A n 2
- 6 V5
and V(ll(x)) £ [{ ZI B"_Zl ("u+---+7’u PU)IJ } ]

>
k A

6. PROBLEMS CONCERNING MAXIMUM VALUES IN SAMPLE SURVEYS

In order that we may discuss these problems in detail, it seema convenient to
introduce certain mathematical models different from those of a finite population
lacking any notion of di ional g Thus pling from p. de-
pending upon one or several continuous parameters may be naturally taken into
consideration.

{i) Let f{t) bo a single-valued i function defined over a certain inter-
vala < ¢ b Let usdraw a sot of » independent points {} (i = 1,..., n) according
to a certain sampling distribution. Then it can be readily scen that the stochastio
variable defined by

m, = max {f{1)), ..., St} .o (6.01)

is an estimator for the maximum of tho function
#=max f(I).
agigd
Its probability density function may be readily scen to bo
Pefu < m, < utdu) = n{ [ 10 - (5.02)

where ®(u) denotes the distribution of the stochastic variable u = f(X), X being o
stochastic variablo which is distributed according to a certain assigned probability
Jaw and v is the minimum of the function f{X} in the interval.

(i) Now let us consider a stratified random sampling procedure such that
an i-th stratum I, corresponds to the sub-interval a; < ¢ < 4;4, Where we assume
=8 < &y <...< a, < 4, = b, and let a random sample of {{} (j = 1,2,...,n) be
drawn independently from each stratum according to their respective probability

3
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distributions, Let us defino
my == max {(f(1;y), f{t,s) ...,j(l,,‘)), o (5.03)
m = max(m,, mg, ..., 7). v (5.04)

Tho statistic m may bo recognised as an estimator of z and indeed we have

1
=M Filu)
Pr{n < m < utdu} —’lll Fu) Z'_F[%du v (606}
in which Fimy=n{[ oo, v (5.08)
. ,

,{u) being the density function associated with f{r) in the interval o, ¢ < a;,,.
Hero comea also the problem of the optimum allocation to each atratum.

The problem of stratification will be discussed later. In this Part we intend to discuss
the question of optimum allocation under certain simplified situations,

(ifi) There is another method of secking the maximum by making use of
sampling. Under the assumptions in (i) we may define the sum such that

£ fupn
f=1

my(f) (5.07)

£ ey
=)

where p is an assigned largo positive number. The merits of such statistics as esti-
mators of the maximum of the function lie in the fact that for each fixed set of {1}
and n we shall have

lim  my(f) = max{f(}), .., S} o (5.08)

s
Thus it is our main idea that corresponding to each sizo of p woshould boablo to choose
a sample size n such that both of the following conditions may be nearly satisfied.

(19 In some sense m,(f) gives a sufficiently good approximate valuo of

froraa
"Ly = ————, e {6.00)
)
Jrora
{2°) The power p in (5.00) ia s0 largo that we may expect that J,(f) gives us
an i valuo of the i of the function.
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(iv) Tho generalisation of the method proposed in (iii) may be casily por-
formed in tho caso of stratified random sampling. That is to say, we may take into
consideration

m{f) ={§- ;fl(lu)’"}(;: ¥ Ju )'}" e (6.10)
f=1 e =1 Y ' :
There will bo somo combination of these proposed procedures.

6. SOME ASPECTS OF MAPPING PROBLEMS CONCERNING STRATIFIED RANDOM
SAMPLISO DESIONS

In order to discuss the mapping problems in some detail it may be better to
introduce certain lepending upon P , 23 we shall do
later. Nevertheless here we shall first discuss some aspects of mapping problems
concerning stratified random sampling without any assumption of continuous para-
meters. The method which will be developed in this section may be considered as an
application of that adopted in a previous paper by the author [1953(c)). The problem
trented in this section may also be regarded as a smoothing process namely the substi-
tution of the detailed map by tho average values within strata consisting of the ad-
jacent elements.

For the sake of brevity, let us consider the caso when our parent population
shows ono-dimensional structure concerning z-values, We may assume now that all
elements of our population are arranged on the straight lino t-axis in the same order
a3 the numbering of the strata. Let us denote the central position of the j-th stratum
by 4. Qur situation may bo described as such that our function f{¢) takes the value
J)) = Z; ot the point 4, with the weight w; = N;/N (j=1, 2, .., ). The theory of ortho-
gonal functions will show us that there is at least one system of functions (¢,,(l,; L))
(6u=0,1,...,k—1; j = 1,2,..., k) satisfying the following conditions:

;zl widhlty K, wignlys b, 10) = b e (000)

where 8,, denotes Kronecker’s delta.

Let us now consider for i =1,2,..., &

"
=

=0

Gulte) =

:
{Eo w2t K, wijult £, ) - (6.02)
where m is to bo suitably chosen according to our convenienco so that 0  m < k—1.
What wo want to assert here is that in somo of the designs of stratified random sampling

our object of obtaining a smooth picture of tho parent population may bo satisficd
by giving estimated values to (6.02). Tho estimators to (6.02) will bo defined by

Falt) = 2kiub!p#.(l,: k, w)ld .t k, ) . (6.03)
PRl
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since wo have awsumed that {i} and {1} are already known to us. Each (4} in
obviously an unbiased cstimator for each valuo of £, From the standpoint of fitting

curves, however, the cir are more pli J. Indeed unless m == b—1,

Gull) may bo a biased estimator for 2, (i = 1,2,..., k).

It will bo natural to introduce tho norm of §,,(1)—/(f) and that of G (1) —Fa(f)
defined ay follows:

1amf 1= 2 wdgultd =100, - 604)
Nl = 2 tofg )Gt - (805)

For the sake of convonicence, Jet us introduce
Lty by m; w) = ¥ oé.(l(; k, wida(ty; &, w), e {6,00)
sai

Now let us introduce the following definitions :

The variance and the mean square error of the empirical function g, are defined
by

ILS.E(G) = E{l5u=S I} . (6.07)

Viga} = E{l| fu—0m I }- e (6.08)

We can readily observe

MSEGY = VE)+15a] 1 - (6.09)
and Vi) =‘£; w,w;,)’i iUty b3, 0t
=1 -l
- n
=.Za( g mla, e {6.10)
k
where G“") = w,‘z‘,lu"(b(l,, byim, W)t we (8.11)

So far as we do not know our popitlation values, we shall rather chooso m = k—1.
Novortheless when & is reasonably large, this may mean a great amount of labour,
Unless our function f{t) (§ = 1, 2, .., k) is rather complicrted it may often bo Lotter
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to choose more simplified eurves, that is, 4o select a emallm, It is ovident that unless
m is equnl to k—1, there is & dunger of using o binsed cstimato.  Nevertheless it may
bo noted that the smallor tho m the smaller will bo the variance V{j,}).

Here ia the fundamental problem of choosing tho degree m, and the solution
to this problem scems to be given only after discuasing our whole situation from the
standpoint of successive process of statisticn! inf . The solution will be obtained
easily if wo endcavour to minimiso tho variance V{g,} for a certain chosen valuo of
m and for an assigned total cost €. Indeed for an assigned approximate degree of m
and an assigned total cost C tho allocation which will minimise the varianco V{f,} is
determined by

ny = CC{oae) ('é Gimigcly~1 e (8.12)

forj=12,..k

7. OPTIMUM ALLOCATION UNDER GENERALISED VARIANCE AXD COST
FUNCTIONS INTRODUCED BY MARALANOBIS

In this section, our topics are concerned with a stratified random sample survey
in which sample units are grids in the terminology of Mahalanobis {1944) of a tant
sizea, Let A, be tho area of the i-th zone, that is, thei-th stratum, and let w; be tho
density or number of grids per unit area in the i-th zone. The following forms of equations
wero advocated by Mahalanobis for the total cost and the variance ¥ of the estimated
total

1]

V=‘EIA‘b‘Iw‘a‘(, e (101
&

T 2‘.‘Ai(c.+c,w‘+c,w,a‘+c,wz|. w (1.02)

whore ¢, ¢;, ¢; and ¢, are cost parameters supposed to bo constant over tho different
zones, by is a zonal constant, and g is a pooled constant. To get the optimum size-
density distribution at any given cost 7, Mahalanobis gave a graphical method of
solution which is practical and ho also discussed the uncertainty in tho estimated opti-
mur size, density and variance due to errora in the parameters obtained by graduation
in the graphs. From our gonoral viewpoints of tho principles of designing samplo
survoys, wo think it adequate to bring theso generalised cost and varianco functions
to the realm of simplificd schomes whore certain fundamental principles wilt bo rele-
vaully applied. To this purposo wo ahall devote this soction and also §¢ of Part IL.
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Let us now atart with the more genoralised functional forms

’
V= b Abla,, ), e (1.03)
&
T =‘2l Aglag,w). e {1.04)
QOuraimis to find a certain sct of suffici ditions for tho functiona) forms in which

some of our principles ate exactly or nearly valid. Let A bo an undetermined multi-
plier and after differentiating ¥+ AT with respeet to a, and iy, we have tho following
rolation which the optimum solution should eatisfy

v 3
Wod) (b da [ e (3.05)
S{ay, 1) ,

3 Jg.

S du,

fori=1,2,.., k. It is to bo noted that (7.05) will determino certain functional rela.
tions between the optimum values of a; and w,, say

a, = I{w) e (7.08)
and that (7.05) and hence (7.06) are independent of {4} and {8}. This may be said

to be the principlo of localisation. Now putting (7.08) into ¥, and &, lot us introduce
a new parameter n; by means of which wo shall have

Flliw), w) = Yn,, e {1.07)
i), ) = hin,). . (7.08)
Some conditions have to be d in securing the possibilitics of introducing new
parameters such as certain jcitiea of our functi Anyhow under our

sasumptions the optimum solution must satisfy
dh(n) b,
=L i
n} dn, ¥ o (7.00)

for i=1,2,..,k%

Thoro is an important condition under which wo may be able to establish somo
simplo formulao for tho optimum allocation, whoreas without this condition our analysis
would bo too complicated to bo of any practical use, Tho condition ia that there
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should be a constant p common to all k strata and a set of positive constants {d} lor
i=1,2,..,k, such that the following cqualities hold true

(nr 220 ) = aniny . 10)

ot least approximately for all + =1,2,.., k.

Indecd under this condition we can determine the undetermined multiplier
A and the possible optimum allocation {n} as follows :

A={T—"z:‘,lA,lr:d','}”F. . (1)
ny = 71 _‘bfd-,lT , e (112)
E A by
i=1

fori=1,2,.

This will give us at least a stationary value of V :

4, b, T
v =7 e — e (T13)
T Abidt
Pt 4

This can be examined in detail for each special case as to whether it is a minimum or
not.,

It is to be noted that this form of (7.13) can be transformed to 8 more conve-
nient one by expanding the inverse function A-¥(y) into the power scries of y. The
solution of the differential equation under the initinl condition of being zero at the
origin gives ua

1., 1=
iy = l_;l’ &y ? =ey? , sy, e (L19)
which may bo recognised as nn approximate expression of the true function, because

wo have assumed tho approximate validity of {7.10).

Putting (7.14) into (7.13) wo got

V= {é."' “"""".};.

7.15,
™3 49
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Thia relation corresponds to the case which will be discussed in §3 of Part II,
This correspondence ia in fact a formal ono, but it is important for further develop-
ment to establish this formnl unity through which our general theory may be evolved.
To observe tho meaning of our conatant pin relation to tho resulta of section 3 of Part
11, let us put p=pf(14p). From the general consicleration there is tho restriction
that 0 < p € 1 which leada to 0 < p < §.

Now let ua apply our transformation to tho case of Mahalanobis’ functions

(7.01) and (7.02). Hero (7.05) and Lence (7.06) gives us, as Mahalanobis remarked,
tho local relations

a; = li{w) = (¢e,+2eqegl(1 —g)ey . (1.16)

for i = 1,2, ..., k, which yicld a now parameter n; such that

"x=m) = (u+m)' e, + 2e,) e (117)
hin) = $0mdn) = T wmlerkeli+ove). . (118)
Thesoe two relations now lead us to
Kiar d’:i‘,(.’:) ((l—y)c’) =5 wile,+2egm, Y42, e (110)
Consequently, using the app
{4+ 2equ, )40t = ¢ @Di%(e, Leyfg+ 1)) . (7.20)

from the differential equation (7.19) in which we shall put p =}, d; ={G(1—g};}
where @ = g°/(l—gYcf, wo have ¢, =dj for §=1,2,..., k& Thus in this important
ease tho minimum varianco (7.13) will be given by

£ apap)
={.¢:l_‘ ‘_} (.21)
7

which may be mmplo enough to bo adopted n practice, and this is also a sufficiontly
to app ion if the ditions (7.20) are nearly valid.

It is to bo noted that in our argument there is no nced of an existence of
constant g; it may change with i.  Also that when g=0, our result is coincident with
the optimum allocation of Deming, The validity of {7.20) may be readily observed
specially for tho data which Mahalanobia (1044) obtained,
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PART II. LOSS OF EFFICIENCY DUE TO APPROXIMATE VALUES
OF SIZES, VARIANCES AND UNIT COSTS IN THE STRATA

Under the general assumptions in §2 of Part I, let us consider the estimation
of the goneral mean (2.02) as defined there. The optimum allocation obtained there
can be actuslly obtained only when we have complets information about the parame-
ters (N}, {0} and {¢;}. In this scction we shall discuse the loss of efficiency which may
bo expected when we make uso of approximate values of these parameters, Firat
Iet us consider the following theorem.

Thoorem 2.1: Let {N}, {07®} and {¢c]} be certain sets of approximate values
of (¥}, (o) and {c) respectively. Let C be the lolal cost provided for our sample survey.
Let us assume that our cost funclion is @ linear function as enunciated in Parl I, We
shall now determine the allocation {n{} to each of our sirata by meana of these valuea
auch that

) = ONGe- ,)::IN}a‘,c’})", . (L01)

Jori=1,2,..,k Let us make use of the estimator ' defined by

2= N:5|+N._ '+~--+N' k| e (102)
—
SN, N
4} =
Then we have EfF)= 5-%(# SER e (103)
SN, Ny
3 = oz NNy, 04
EG—2p = a.(z1+(§( -¥2) (109
1 Nr!
1 —n,
uhere Yy = F‘;N,’—I;}T“a(. v {103)
1 : o? X 1 <
Thn B2 = gy NEVT D Nejd, — ga NoNTl.
I=1 =1 f=)
Tho proof is § liate, The bias P in (1.04) which is indcpendent

of tho size n auggosts to us some sort of doublo sampling proceduro by which we may
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obtain moro accurato valies of {N}. Another point, apart from tho bias, is that tho
real total cost will bo

N ey
= z, o= €2 ,—— o {100)
£ Niolet
=1

Comparison of the variance above with the variance of the estimator 2” under optimum
allocation with tho total cost C’, omitting the fpe (finite population correction), will
give the concept of relative cfficiency.
Definition 2.1. The rclativo efliciency of a sct of approximate values of
{ND, {1} and {¢]} compared with that of {N}} and the true values {07} and {¢}
is defined by
: '
( LV :"ﬁ')
(o', o )= — f=l . (L07)

(Bl 3mge)

It is to be noticed that this definition is only attached to n common system of strati-
fication, and that the valuo of ey(d’, ¢', 7, ¢) is always lying between 0 and 1. The
value is equal to 1 when and only when 0% /o%; = const., as Schwartz's inequality
shows us.
2. Loss OF EFFICIENCY DUE TO THE USE OF APPROXINATE VALUES OF THE
VARIANCE COMPONENTS IN DESIONING MULTI-STAOE BAMPLING PROCEDURES

Let us consider a finito population of X', Ny... N, elements where each element

can bo denoted by ity (i =1,2,...,Ny;i,=1,2,..., Ny

Let us define {(Jiiirach Firigeitesosdsers dFires or0 2} a0 o ...} 28 usual and define
83, 8%y1..., 83, 87 and 8} by the recurrenco formulao

Q=128

Ny Ny ANy

1
(19 Sn—m Z Z Z (Yiriaonip

Gl igm] ipm1
(2%) SP4+My 81yt + NS} v (2.01)
N Ny Ny

= NN N N—T) N,(N,—l) > Z D Gitiy=Fiin. iyl

f=lig=l =t

o)

forf = k—1,k=2,..,1.

Let us consider a multi-stage sampling design which will yield ua as an unbiased eati-
mato of the grand mean
nomom
P Ap— Zy.-.«,....-.. e (202)

Ny Ng.0 N,
P Saat it
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Tha problem of the opti llocation under an assigned total cost € will be
quite similar to that for stratificd random eampling, in view of the varianco function,

[} 8 )
V{fendd = — - e (2,03
4 } ZI By Ry ly Zl ¢ )
when we assumo the following cost function
[
C= emuy..n e (2.04)

J=1
¢ being constants indopendent of n'a.
Adopting Definition 2.2, the relative eflicloncy of a set of approxi valuea
of the variance components {S;} and cost per i-th stage unit {c} in o multistage
sampling proceduro ia defined by

(é-‘ ClSA)'

— o {2.05)
(o) zeesrsi) -

eS8, ¢'; S, ¢) =

3. GENERAL CONSIDERATIONS
From the mathematical point of view and also from the practical one, it will
be worth whilo to discuss the caso whero our job is to minimize the varianco function
&
Viny, ngy ooy mg) = %’ -« (3.01)
=

under an assigned total cost C, provided that the cost function is now given by

:
Clty, gy ey m) = D gu3 e (302)
=
where {¢)} and p are constants independent of {n;}. It can bo readily seen that under
the ption of complete knowledgo regarding {d,} and {¢,} the optimum allocation
will be given by

CVP A 04P) o =104}
=1
(l§l R Apisms

for j=1,2,..,k

Similarly, we may define therelative efficiency by making uso of a sot of approxi-
mato values (43} and {¢}} by the following ratio which from tho Holder inequality
Yics betweon 0 and 1.

: 142
(2 Apruen ,,lmm) »
j=1

. (3.03)

¥
T A; PHL4P) clc;-mlon)llr[ b A‘ A;—lmulc;llmn)
=1

efd’, ¢; 4,¢) =(
Y=t
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Concerning a cost function, the problen: whether it is a linear function or a
form such as defined in {3.02) should be carcfully discussed, It will also bo necessary
to discuss the loss involved due to the uss of an approximate value p’ instead of n truo
value p. Indeed in such situations, an argumont similar to that just doveloped will
lead us to the relative efficiency

3 Lip
( 3 A‘munc‘mun) »
R ol
elp’ip) = 1] 7P,
¥ AP l/(nm](\- AP ane pin Jw
] 1 i 1

(3.04)

Thus for instance, the assumption of a linear cost function menns an cfliciency e(1; p).
The points considered in this section aro important, beeause there may he somo real
circumstances where certain rather complicated cost and Joss functions aro to be adop-
ted which may bo reducible to tho forms presented here, as wo have shown in §7 of
Part I, and which we will verify in the next seetion.

4. L0SS OF EFFICIENCY UNDER GENERALISED COST AND VARIANCE
FUXCTIONS oF MANALANODIS

The optimum allocation under complete information was given in §7 of Part
1, where the cost and variance functions were of certain gencralised forms some of
which were advocated by Mahalanobis (1944). However, in actual situations wo have
to make use of incomplete information about some of the parameters. Thus let (b}
and {d’} bo sets of approximate values of {4} and {d)} respectively. It is also to be
noted that we may assume p to be exactly known. This assumption acems reasonable,
s0 far as we assume the exact functional forma of {3} and {g,}.

Calculations similar to those stated in the previous two sections lead to the
following deviation formula

13 3 1=
(B Ay b3)(EApeiy) »
d=t it e {4.01)
Pl

which also yields us the following definition of relative effici

efl, e’ b e) =

(£ Awerr)e
¥ = i e (402)
(z Adweryoao) 3 A=) 3

which of course lica botween 0 and 1, 88 may be verificd by Holder’a inequality, Here
wo have put

q=:HM,4=%?W" o (4.03)

for i=1,2,
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PART HI. SEQUENTIAL DESIGNS OF SAMPLE SURVEYS AIMING
TO IMPROVE ALLOCATIONS TO STRATA

1. IxTnoprctory

In this Part wo shall consider a sequence of stratified random sample surveys
in which o certain prescribed stratification will be continuously ndopted. Usunlly
tho accumulation of information regarding our populations may bo useful in order
to improve Inter designa and tho wholo theory is better apprecinted in a realm of
succesivo designs of samplo surveys. In this ’art we shall start with tho more elemen-
tary consitlerations, which however may readily be recognised as indispensable, It
iy powsiblo to auggest various procedures of suceessive designa but it will turn out that
somo of them can only bo justified under restrictions. “Thus in this Part we shall give
some examples of designs and compnre their relative merits.

2. ALLOCATION OF OUR RESOURCES TO A PRELIMINARY SURVEY
Let our wholo population II bo stratified into the strata {1} (i=1,2,...,4),
whoso sizes {V,} are assumed to bo known to us. On tho other hand supposo thero
aro no reliablo estimates of the within-stratum variances sufficient to determino our
allocation of sample sizes to each stratum.  For the sake of simplicity let it be assumed
that cost per unit in each stratum is & common constant & throughout all strata.
Let C be a given total cost. We shall now consider the following procedure :

(1°9) Draw a sample of size n, from each stratum and let ua put kny=aCfé
where a < 1.

(2°) Let &, bo an unbiased cstimate of the within-stratum standard deviation
o; based on the samples in (1°) for s=1,2,..., k.

(3°) Lot us allocate our remaining amount (1—a)C to a further samplo of
size (1—a)C/é distributed amongst tho strata according to tho following formula

g (1-a)CN 3,
"‘.—E(‘Vlax"“ Byt ...+ Ny8y) o (200)

fori=1,2,...,k Tho stratificd random sampling according to this allocation will
yield us an estimate £ for tho grand mean with the varianco

k
— é
4 T (t—a)C ;

a8 may bo seen from the argument developed in Part II.

Brondly spenking our intrinsie problem is to determino the fraction @ which
minimizes (2.02). To find a solution to this problem, wo must take into consideration
two factors, Tho first ono is concerned with the sampling distribution of {8} and
tho second one with tho a priori knowledge regarding {o,).
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For this wo shall introduce a certain relative loss function defined as follows :—

Definition 3.1: Let us denote F(2) in (2.02) by W(a; 8,a,C). Let $,(3,0,0)
bo the density function of the joint distribution of (8,, 8,, ..., &) when the population
standard deviations are {g} and our allocutin is aC and let us denoto the expected
value of I¥(o; 8,a,C) by Wie;a,C), that is,

Wio;a,C) = Wio;0,a, C1p0.0, CMa. e (200)

Tien the relative loss function of our procedure in which aC in devoted to the prelimi-
nary survey and (1—a)C to the nimed survey is defined by
. = Waia,0)
Wieia,C) = T e (2.04)
ol &%)

It will now be obvious that our strategy is concerned with the choice of the
fraction @ whilo “nature” may assign any system of tho real constanta {#}. Ono
possiblo principle in such circumstances in viow of the minimax principle due to Wald
(1950) is to determine a fraction 8 which will minimize

sup Wio;a,C) o (2.03)
el

where 0 denotes tho eet of all the possible points o =(sy, 7y, ..., ;). Such & fraction
@ will bo called hereafter a relative minimax solution. Tho existence and uniqueness
of such a fraction @ may be proved under somowhat general conditions. As a first
approach, however, we may be concerned with tho cases which satisfy the following
conditions :

Assumplion 1: 0 ie the k-dimensional sct of all the pointe ¢ = {0\, 7y, ..., 0})
such that every o > 0.

Assumplion 2 :

T 14X 1
E a‘} =1+Ll+o0 [n,‘)‘ e (2.00)

where ¥ is a positive constant independent of both nqy and i,

When we omit the third term of tho right-hand, we call it tho first term
approximation.

Now our solution will be enunciated in tho following :

Theorem 3.1:  Under the Assumptions (1) and (2) in addition to the general
assumption stafed in this section, we have only one relative minimaz solution 8 uplo the
first term approximation of (2.00) which will be piven by

3 =(g+a) - e (207)

where 0= 7__(“5”“, . (208)
and which yields ve

i Wic:a, € = (1401 +{- L)'} . e (200

omin aup 030,00 =( +90] +HZe)') (2.09)
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Proof: We shall have

] (08, a,C)948; 0, O)dd

== a)c[ZN‘v- +ZZ NoNgk {:_:}]
(m[(z .\,,,) +T5 Mol ]
+(_l:¢m‘0("_l;) Z_ZN‘a,A',y,. - (210)

In view of the fact that

}:LN“’A‘\J"I _ k=1

max i _L *

«l

L@
(}. A\"a,

wo shall have

wp W(7;a,0) = | ! [1+7(‘—”‘ ']+ o((ac)) . (212)

which will yield us the results to be proved, provided that the second term on the

right hand side in (2.12) is omitted, under the assumption of the lst term approxi-
mation.

Remark : It ia to bo noted that up to the first term approximation wo have

min sup W/lo;a,¢) =eup min W/io;a,c), e (213
0gagt @ o 0<ag1
which means to be strictly d ined in tho ter logy of the theory of games.

Ezample 3.1: There aro various circumstances in which we may reasonably

osgumo that samplo variances multiplied by their rcspccuw degrees of freedom from
each stratum aro distributed

pproxi ly g to the chi-sq distribution
and that
(n‘—l
(”_i;l)_' _"‘ (2.14)
NE ]
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will give us an unbinsed catimate of tho i-th within-stratum standard deviation
whero #? are tho unbinsed cstimates of varinnce. In such circumatances, wo have

Iy
R U =T

that is, y = § in thia case.

_1+%‘+ o('%.) . (215)

Sukhatme (1935) discussed this case with the purpose of comparing stratified
sampling designs with tho purely random ones, but he did not consider the problem
of how tho total cost may bo divided in the cnse of subsampling procedures, ratio-esti-
mates and regression estimates,

Example 3.2: Ttis to be noted here that our method adopted in Theorem 3,1
may bo applicable to the following probiem of Robbins (1032). Let us now deal
with two normally distributed populations with unknown means 1y, g and variances
o? and ¢} and let our problem be to divide the given total of n obscrvations into
two stages, where in the first stago, preliminary samples of sizo m from each of the
two populations and in the sccond stage, the remaindor of the n—2m observations
will bo allocated to the two populations in accordance with the sample values obtained
in the first stage for o)fe,. The solution is obtained from Theorem 3.1 which gives

=‘%"=12' (%d.‘%.]"'_'%‘} o (218)

since y,=-‘§‘ provided that wo have restricted ourselvos within ¢y+0, = constant and

that our approximate approach is sufficient in this case. A simple rule will be

m= %(.;ﬁ )"'. e (247

Remark 1: ‘The redl difficulty will aometimes bo connected with the unknown
value y and thero may ho many eases in which y may not bo constant throughout all
strate. Both from the theoretical and the practical points of view thero is need for
discussing the cascs when (i) y may change from stratum to stratum andjor (i) ws
have no completo information about those values of y. Theso problems may however
be different from those wo have considered just now and in fact they belong to o
realm’ of sequential designs in which our aims of estimation are concerned not only
with improvemont of allocation but also with requiremonts to obtain better informa-
tion about theso unknown parameters involving higher momonts.
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3. USE or PREVIOUS KNOWLEDGE IN ALLOCATION OF RESOURCES TO
A PRELIMINARY BURVEY

In thie scction we shall discuas the caso whero we have somo previous knowledge
which wo can utilizo without spending any part of tho amount availablo for the survey.
Wo shall consider two types of situations. First, wo can assume our population to
remain unchanged at least with a respect to within-stratum variances. Seccondly,
our previous information may be concerned with a certain restriction of the possible
domain in which the parameter point 0=(c,, 03,...,0;) should lic. Wo shall consider
theso cases in Theorems 3.2 and 3.3 . In both cases wo can observe how far our allo-
cation to a preliminary survey may bo suitably diminished by making use of previous
information although the methods aro quite different in the two cases.

Theorom 3.2 : In addition fo the Assumptions in Theorem 3.1, lel us assume
that we have another independent system of unbiased estimates of within-stral tandard
deviations {35} obtained from a sample of size mg in each stralum independently and for
which Assumption (2°) in §2 is also valid. Let us put kmy = pCle.

Let ua define the pooled estimates

&; = (mgBoy+ 168} (mo+ 1) . {3.01)
Jor i =1,2,..., k. The sizes of samples {n;}, are given by

_ (1—a)CN &
N A ANA L LV A
NG+ Ny + ...+ N6y )
Jori =1,2,..,k in virlue of (2.01).
Then we have only one relative minimum solution 8, uplo the firal order

approximation lo the problem enunciated in §2 which will be defined as follows.
() If g2 plp+g,), then we have

8, = {a(1+p+a)) — (p+a0. e (3.08)
(2) If g, <pp+q), then we have

w (3.02)

2,=0. e (308

The proof can be obtained simply by secking the valuo of @ which will minimizo

1Tln [1 +ai_p] o (3.05)

in view of tho method adopted in Theorem 3.1.
Remark : In the enunciation of Theorom 3.1 it is important to notice that the
following minimax relation holds true in tho abbroviated senso ndopted in this Theorem,

min sup W,{e;a, C) =sup min W(o;a,C), e (3.06)
0<ag) @ 2 0<agt

whoso proof is quito immediate,
kil
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Theorem 3.3 : In addition lo the general Assumplions in Theorem 3.1 lef us
assume further thal there is an a priori knowledye nccording to which our parameter space
of o should be resiricted within a cerlain subspace 0, of (1t which yields us

SENoNg,
vhax # . (307
", ¥ 0 { )
' (ZN‘q‘)
=1

Then our relative minimum solution in the sense of §2 is now given by

& =g +g)-g . (3.08)

where we have defined

ek
n=np e="5 e (300)

The proof is immediate from the relation (2.11) in view of Theorem 3,1.

4. ALLOCATION OF RESOURCES TO A SEQUENCE OF SURVEYS CONSISTING
OF A PRELIMINARY AND TWO SUCCESSIVE AIMED SUBVEYS

Under the general assumptions in §2, let us now proceed to discusa the problem
of the optimum allocation of a given total cost C

C = a,0+a,0+a,C o (4.01)

with ag+a,+a, = 1,4, » 0, in the following process:

(0) Draw a stratified random sample O, consisting of £ mutually independent
random samples of sizo n, from cach stratum, whero kny=a,Cfé, Let G, be tho un-
biased estimates of the i-th within-stratum standard deviation obtained from O,.

(1) Let us defino each of tho sizes of samples to bo drawn from each i-th
stratum independently as follows:-
= “_;9..;"_"""_ (4.02)
N,
AP

fori=1,2,..., % and let us denote by O, this stratified random sample.

Let 2, and 9, bo unbinxed estimates of tho i-th stratura mean and the i-th
stratum standard dovintion obtained from O, respectively for i = 1,2,..., k.

Hs
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(2) Lot us now defino the size of the third samplo to bo drawn from
the i-th stratum independently by
ny = n%_(} :\'«¢x(9ru- 3y) . (4.03)
b 85 8
’_IA )9“:( ] u)

for i=1, 2, ... k, whero ¢, aro cortain functions defined a priori, and let us denote
this stratificd random sample by 0,. Let Z; and & bo unbiased estimates of the
§-th atratum mean and the i-th stratum standard deviation obtained from 0, for
i=1,2,..,k

Here wo shall consider the following cnscs,

Case A. This procedure S, is characterised by the following conditions:

(i) Our ultimate concorn is the lnst stage estimation of the general mean
which is defined by

3
ol Y
% = . e (404)
k
2N
=1 “

{ii) The samplo sizes {n,} are defined simply by
¢ s
=1 :‘i =12, ..k e (4.05)
X Ng
= 1y

that is to say, we have specially in (4.03)

@0 83 = 8y e (4.00)

fori=1,2,..k

Case B, This procedure S, is defined by the following conditions:

{i} Wo aro concerned with tho cstimation of the general means over the two
stages, % and Z,.

{ii} Tho samo as condition (ii) of Caso A.

Case C. This procedure S, is characterised by the following conditions:

(i) Tho same as condition (i) of Case A.

(i) Tho samplo sizos {n,;} are now defined by

n,‘=%7.N‘("ﬂau+"ﬂ)/(”oJu_) =120k, .. (07

x
Ex ‘vl("uan;+"uau)/("o+"u)
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that is to eay,
Seldoir 811) = (mg+ )N ngbortmydyy). o (4.08)
Cnse D. This procedure S, ie defined by tho following conditions :
{i) Tho same as condition {i) of cnee B.
(i) Tho same nn condition (ii) of caso C.
The detailed discussion of Cascs C and D will not be given in thia paper, although
it may be worthwhile to point out theso interesting procedurcs.

5. PRELIMINARY CONSIDERATIONS : BOLUTIONS OF THE ZERO AND THE
FIRST ORDERS

To solve tho four problems enuncinted in §& and to deal with the more
goneral cases of soquential designs, certain notions of solution should be introduced
here in order that some manageable answers could bo given in practical situations.
Theso solutions are not exact solutions but from the operational pointa of view these
approximato solutions scem to bo sufficient in almost all practical situations so far
as largo-senla surveys are concerned.  Tho object of this scction is to discuss the Cases
A and B as examples and to observe how and why tho notion of solution of the first
order may be so useful.

(1) Case A. In this case wo have

H X
¢ , k4
N = 0 Ve gt Z; Ny o 2
] -

= W {; 3, 3,,ap.0,,C) = (e, 8,a,C) say, . {8.01)

where we have used vector notations

o = (0,04, .., 01), e (5:02)
6, = (8, 8y erBa)  v=0,1), . (6:03)
a = (dy, 0y). e (5:04)

Qur sampling procedure will define the density function of the joint distribution of
{8y, 8,) such that

(8,1 @, g, C)9(3); 0, a,4/85, a5, C)
= (8, 8,1 7, 0y 4, C) = §(8: 0, 2. C). B0y, e (5.08)
Consoquently the expected value of (5.01) will bo given by
W(g;a,C)= I W(o; 8,a, C)3(5: 0, @, CH& . (8:00)

for cach assigned o and a whioh will lead us to tho following dofinition of the rolative
losa function ueeful in discusaing our present problem:

Wio;a,0) = Wia: a, C)/{g( ":_:lA"m)'}. . (5.07)
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Let ua introduco tho following amsumption which acems to us to be indispensablo if
wo aim to make an accurato discunsion of sequential procedures.

Asswmption (2°°): Wo havo
Y _ah
”{a‘:'s 147 + +o( ) e (5.08)

foreachv=0,1,each A = 1,2,and i = 1,2,..., k, where ¥, and 8, are assumed to
bo positivo constants independlent of all {»,}, vand 1, and O(n*} stands for functions
uniformly bounded irrespective of v and i when they are divided by n¥ respectively.

In what follows let ua denoto by E, the conditional expectation of a stochastic
variablo under tho condition that the values of the stochastic variables {9,},
(p=01,.,v,i=12,..k) are assumed to bo assigned and by E the absolute
expectation of a stochnatic varinble, For tho snko of convenience let us write also
for v = 0,%1,42,...

A, =3 Noy. v (5.00)
te1
Lemma 3.1: Under the Assumptions (1°) and (29) we have
EfiV(e; 3,a,C)

= W { ArtEE NoWio,F, (

E(5:)}
=Lc{4’+ N o= Ny honny+ B O . (5.10)
e = Zp ()" & )
=Tacwl"l)_l{“I“HAl“vl"l)(y.na‘+3.n'o'+0(n'a'))}. e (5101)
AT COREEE
o Do ol

5]
—_——
=
=
-
|

B0,

+ D (l+y,+8,+ ["n])] e (512)
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where the last summation runs through all p and g such as p,g=1,2, ..., k under the
condition thal p3tq, p£jand g#j,

Furthermore we have

Wio;a,C)=E{W(o; d,a, C)}d;'e~C

- At
S IS A
« Hzpol e+ 4
sl im0 c»>: J

+o[( ))(L 24 4s )} . (313)

where y=max (y,, y,).

In order to proceed in & way eimilar to that of §2, there are two difficultics
to be overcome. In tho first place, we have to assume certain conditions as to the
values {No} according to which we should be able to obtain the finite value of the
supremum of the relative woights W {o;a, C). Let us introduce

A iption (3%): Our p point ¢ ={(a,, 0y. ..., 03) is restricted within
a certain domain Q, in @ such that

sup (k—2+4+4,47%) = B, e (5.14)
oup £ 4= _ B sy, wr (5:15)

aty 1 Ny

oxist and 0 < B,, B, < .
Lemma 3.2: Under the Assumption (1°), (2*%) and (3°) we have

. _1 (k—1)y& ’
:.l::l,, Wio,e,0)= ;.[1+_alc_l_] . {5.16)

Secondly wo shall give approximato minimax solution upto a certain degreo of approxi-
mation. Thero aro various typea of npproximation in dealing with the right-hand
sido of (6.16). Tho choico among theso approximations should depend wpon the
Jative megnitudo of the compounds. Wo may adopt tho following

3Ho
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Definition 3.2: The sct of non-negative numbers (2, @), a;) euch that
a,+a;,+ag=1 ia said to bo tho relntive minimax solutions of (i) the zero-order, (ii) the
abbreviated first-order, und (iii) the first-order respectively according 8 it minimizes
the following algebraie forma reepectively:

woa) = [1+“_”“/"] . (517)

=L k=Wye, p v 7 . (518
) = - [ e 4, 20 8] (618)
elt) = [ H_(L—l)y.c B 1.: ,,L:zf+8""(Tf(,‘)1' o (619

under tho condition gytay+ay=1, 2 0 (i=0,1,2).

It ia to be noted that (i) teyfa) is too much simplified to be useful in Case A,
but it will bo found to be vseful in other cases; {ii) the first step should wsunily bo to
apply wy{a); {iii) the minimum of 4,472 in the whele parameter space @ being £-%,
there is no need of restricting our domain within a narrower one 1}, 6o far as (5.18)
may be used.

(2) Case B. In this caso-we have to take into considcration each estimation
of 7, and T, .  According to tho general considerations developed in Part I, let us now
introduce one consolidated varianco

E‘:I/\-V.-.(i.}, e (5.20)

whose expeetation and relative efficiency will be denoted by Wiio; @, ¢) and
Wy o a, O) respectively, Thus we shall put

Wy, (i 6,0) = Wyiosa 0){ (\- N‘q)} -

= ar | M EAEDMEED | - B2
In combination of (2.11) and (5.12) we shall have, putting g=yéC*,

Waoia, 0 = 2 (e 8ol fims 4 49 T4

w. (5.22)
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Here wo have to notice

Lomma 3.3, The aupremum of the value (8.22) when o runs through Q can be
given as follows :

(1) In the domain defined by Ag>(k—1)Aa,. it attaing ils mazimum at the
points where Ay=A3 which give ua

B R v B X

sp Wy foia.C) —a'[ 1+E +T] + 5 e (5.23)

(2) In the domain defined by Ay = (k—1)Aq, the value (5.22) is equal lo G
constant given by

(05 a, C) = wup I fo;a,0)
«g

A R o | ) s

{3) Intke domam Ag <(L‘—l)/\,a,. it altaing ite maximums al the points where
kAy = A% and which give us

- A (k—1)g , (k—=1)1gt
:.\;P Wi loia, €)= a_:_ [ 1+ T+—ka°a, ]+

A k-1l k-1

+<7.‘[ 1+T”. 1. - (525)

Here it is to bo noted that (19) when k=1 all values of the supremum of
Wi, (; a, C) will reduce to tho simplest form ,a7' 42,431 as might be expected and
that (2°) among the threo cases (1), (2) and (3) above the easc (3) will be the one which is
of special interest from the practical point of view. In what follows we shall first derive
some fundamental relations in a sequenco of sample surveya rather from the formal
pointa of view and then turn 1o the adoption of the zero-order approximations in
certain casea.  From tho theorctical point of viow it is nccesaary to discuss the rela-
tive minimax solutions more aceurately in view of the extensive use of the relative
loss functions. Neverthclesa it should nlso Le noticed that such detailed discussion
will require more accurate knowledga concerning the distsibution function of within-
varianco estimates, In actual samplo surveys where fairly large samples are to
be drawn from each stratum, our zero-order approxinte solnlmna b(-mdcs bcmg
simplo in form, may serve tho purposo of sufficiently app

6, PRELIMINARY CONSIDERATIONS IN THE AULOCATION OF RESOURCES TO A
SEQUEXCE OF BURVEYS
Under the general assumptione in §2, let us consider a scquenco of surveya

consisting of one preliminary and h aimed surveys among which our total cost € will
ba divided, thus:

C = a0+ a,C+... 40, C+a,C . (8.01)
where Agta,+...4a, = L » 0(i=0.2,..,4)
351
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Our problem is to dotermino a set of theso fractiona {a)} ({=0, 1, ..., A} under
the nasumption of some sequential process of statistical inferenco. There may bo
various approaches to this problem. In thia section, we propose to indicate the eitua-
tions whero our approximate approach as given in (1°) below may be uscful. We
shall mention somo formulae of sequential procedure which will suggest under what
conditions our proposed npproximate solutions may bo useful.

Our procedure may bo generally defined as follows :—

(0°) Draw a stratified random samplo O, which consists of k mutually inde-
pendent random samples of size n, from each stratum where kny=a,Cé-l. Let &y
be the unbiased cstimato of the i-th st tandard deviation obtained from O,

(1° Let us defino the sizes of samples to bo drawn from the i-th etratum

98 N o (6.02)
u=
PoxNpy

=1

for i=1,2,...,k, and lct us denote by O, this stratified random sample. Let Z,
and 3; be unbiased estimates of the i-th stratum mean and the i-th stratum standard
deviation respectively, obtained from 0,.

(2°) For 2 I &, let us define the sizes of samples to be drawn from the
i-th stratum

= Léc NiplBoty Ops --00 Bir)_ e (6.03)
E N By -rias)
fori=1,2,..,k, where ¢ are certain functions defined a priori and let us denote this
stratified random samplo by O Let 7 and 5 be unbiased estimates of the i-th
stratum mean and the {-th stratum standard deviation respectively obtained from
0,

In such situations the optimum allocation must. necessarily depend both upon
our real objects of estimation and upon the mathematical models on which our esti-
mates will be based, Successive means andfor means depending on regression rela-
tions should be adopted under certnin nssumptions of the timo change of the popula-
tion means, and the successive pooling of estimates of standard deviations may depend
upon somo assumptions in which tho time change of the within-variances are so slight
as to mako our poolings effective. These poolings of data wero discussed by Bancroft
(1044), Paull (1050) and the present author (1950a).

Hero we ghall consider the following cases:

Caso A. This proceduro S, is characterised by the following two conditiona:

(i) Our ultimato concern is with tho lnst stage estimation of the grand mean

dofined by
o (6.04)
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(ii) Tho samplo sizes {n,} aro defined by

=9, Ml .. (6.03)
z‘\'[al-l.l
2]
that s to say $hBojs By ve0r gy} = Bpyy e (0.00)

forj=12..k

Case B, This procedure S, is defined by the following two eonditions :

(i) We aro concerncd with the estimation of the grand meana over the A
stages, namely, 7, %, ..., F,; and 7.

(i) Tho same ns condition (i) of Case A.
Case A. In this caso wo shall have tho last stage unbissed estimation of the
population mean with the variance

[
LS g Sy v (6,07
[ z, A% 4] g
which we may write as
Vaaaft} = W 85,8y, vy Biamgys o0 814 vy 840, ©), . (6.08)

where wo have used vector notations such that

(6.09)

o =(0), 04 .., 03))
5l=(3n,3m-~-.3u), (’= 0, lvzlnuh_l)'

Our sampling procedure will define, under the assumption of the time invariance of
each within-variance, the density function of the joint distribution of (&, 8,, ..., §,_,)
such that

Opts gy +evs A1y, C) = PlBo, By, o0 Bipsi O Bgy ons Dy (4]

T 00, aos. ..

(6.10)
which may be written simply $(5;0,4a,C).
Consequently the expected value of (8.10) will be given by
W(o;a,C) = I W(o; 8, a, C)H{3; o, a, C)d3, o (8a1)
which loads us to the following definition of tho relative loss function
Wioia.C) = Wiosa, 0){.23(2: N,n,)l}-l. . (812)
1
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Hereafter wo shall also apply Assumptiona (1%) and (2°) in the following generalised
aonse
T4 L 1
E{a,‘}_l+n,,+o(nﬁ) . (8.13)
for every I-th stage and every i-th stratum where 1=10,1,2,...,A=1; i=1,2,..., k

It is also necessary to make use of the conditional expectation when the values
of the stochastic variables {3, (p=0,1,...,1—1; i=1,2,..., k) are assumed to be
assigned.

Our present purpose {s to give the following assumption which leads us to
simplified approximate formulae. Although the assumption will impose certain restric-
tion upon tho choice a =(a,, a,, ..., a,) and the concurrenco parameter point o there
seems to bo no essential loss of generality so far as sample surveys of reasonably large
scelo aro concerned.

Assumption (3°%) : In the sllocation procedure defined in (6.03) let us assume
that the allocation point @ =(aq, a,,...,a,) and our concurrenco parsmeter point
a={0,, 0y, ..., 0;) should be such that there are a domain of the points @ and a domain
D, of the points a and a domain 2* of the pointa & ip which we have

il min  {m} =p >0 e (6.14)
atDy 1<k
it

There is now no difficulty in observing the following

Lemma 3.4 : Under our generalised Auumplwna {19, (2% and (3°*) in this
section, we have for 1=1,2, ..., k, and J=1,2,..., k the relations

E = [ 4 Al_“[ﬂﬂ N
by aC 4\',:7, Noy U[ +0 (/1, ‘)]} - (615)

and hence for 1 = 1,2, ...,k

EnalVata) [(45)
='+§b-ﬁ{(l+0(i))§}

o) St ol . o

a, llAl(vJﬂl)A—‘-‘"l
where 7= 7,¢/C, . (6.17)
b= A S (AI—N;V)“
)= 4 ,Z. (o e (818)
Jor e=h—1,k=2,..,1,0
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Lemma 3.5: Under the Assumptions in Lemma 3.4, we have
A=l
Wi:a,C) = E{V,, (Z)ARCH) = ,;1{!+ > b.‘.l'_l:{u+oov:»al,}}. - (8.19)
Let us now consider the equations {b,).
Assumption (4% : For s =0,1,..., Ai—1 < o we have
sup {h) =B, <. o (6.20)

Lemma 3.6 :  Under the Assumplion (%) in addition lo the general Assumptions
in Lemma 3.5 we have

=i
. 1 =1 an @
sup Wo;a,0) = a{'+§ 51 {a+o a—,]}. Y-
Caso B. In this case we are concerned with

1)
. -— . by 1N-1 — c 9’
Wadeia, C) = Wylosm, CYATECYS = o5 AE(Viaftl . (022)

1 im1

In view of the considerations developed in Theorem 3.2. Lemma 3.6 will give us
directly

A -1
sup s 400, €) = ; :’:{"L; piferound)) .. e

provided that the assumptions in Lemma 3.8 are assumed here also, and (6.23) will
suggest the approximate approach which makes use of certain fomulae derived from
it.

We shall introduce

Definition 3.3 1 An allocation point @ = (ag, a,. ..., @), 4, >0, ap+...+a, = 1,
is said to be the relative minimax solution of designing a sequence of ssmple survoys
of the type S, up to tho zero-order if the point a gives the minimum value of the
following algebraic form

A
nla) = Z%(K'H’“mi..)' . (020)

It is also noticed that without any restriction to tho parameter point By = k—1.
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7. COMPARISON OF RELATIVE EFFICIENCIES OF VARIOUS PROCEDURES UPTO THE
ZERO-ORDER ATPROXIMATION

Now let us consider the following procedures each of which is a apecial caso
defined in §6 and in which we are concerned with the estimation of the grand means
over the A stages,
Case I A preliminary survey enunciated in §2 is used to allocato the sample sizes
toench stratum not only for the estimation of #, but also for estimating all the following
means £{1=2,3,..., ). That is to say wo define the procedure §; by

,.,,=‘_"£_°. e . (101)
T Ndo

forl=1,2,..,4 i=12.,k

Case II. This procedure S;,; is the Case B discussed in §6.
Case 11I. This proccdure S;,, appeals to pooled estimation of within-v
that is to say, we define

0 Nfngboytmiyt et iy (109
¢ ENdnaduct midset 10120

ny

for I=1,2,...,k; j=1,2,..., k.

Our preliminary considerations given in §6 give us under the Assumptions
(19), (2°) and (3°®) that the relative minimax solutions upto the zcro-order will be
concerned with minimizing the following algebraic forms respectively:

3
w1 {8) Ezgf(l#;—: . .o (1.03)
=1
A 2 g
=) SHig A, v (1.04)
a, 2(a) ‘an‘( +4
Ay 7
=) Hhp——rt—— X
oy, mfa) = ;a‘(um o) (7.05)
where gy = (k=1)yc,e™. e {7.00)
In order that thess olgobraio forms may bo useful ns r bly good approximations

to each of their true relative minimum solution, there aro certain restrictions as to the
domaine to which @ = {g,, a,, ..., a,) and & = (0}, &, ..., 7;) should belong as wo have
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pointed out in (7.04) in porticulur. The should Lo compared after
spproximate solutions to (7.03), (7.04) and (7.05) in order that we may bo convinced
that theso will servo as approximate relative minimum solutions. Inspite of their
simpler expressions (ho exact solutions which givo tho minimum values of {7.04) and
(7.05) reapectively are rot cnsy to give in any compact mathematical formula. We
shall thereforo adopt some broad views in which effective differences between these
threo procedures may bo bricfly observed,

Ypaint

Caso L. Tho problem of minimizing (7.03) under the restriction ag4a,+...+a, = 1,
6, » 0 (i=0,1,...,4) can bo oxactly solved by the usual method of Lagrange's
undetermined multipliers. Thus we get

L. —_1=_1L+*L e (107)
page. =] et
which gives  min w{a) —_(1+”) —mu+g,){1+( )} e (1.08)
whers " zx‘ll\g. . (100)
fo]

Case II. The problem of minimizing (7.04) under the restriction ag+a,+...+a, = 1,
@ ;3> 0 may bo solved approximately as follows. Instead of applying the usual procedure
we shall mako use of a certain point @ such that

LT - LA = = AL ) AT
3‘.'(“'5«) 5:(1+3,) = ‘(|+a:, . (110)
Those equations have some bl to (7.07) and may be considered to give sn

approximate solution,

Indeed (7.10) gives us

A
H I A .

@) = l—_a-o{l + 1;.2’-15‘:} e (1)

Jor which we have min  aya) € oyld). e (112)

Caso L. The problem of minimizing (7.05) under the restriction ay+ay+...+a =1,
a > 0 may bo solved approximately s in Caso II. Thus we shall be concorned with
point & for which

_’(H'V.): (l"'u‘,q.al = %}(H;ﬁ-‘) - (19)

=0
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1) ')
which yields us omill) = %(1 +4 :ﬁi}T} AT
v = Yoty

and which is subject to min - wy(a) < wy,(d). . {1.15)
.

In order to compare tho relative mngnitudes among (7.0}, (7.11) and {7.14) tho follow-
ing observations may bo of some use. In the fimt place let ns compare (7.11) with
{7.08). For this purpose let us rewrite the former aa

A
o g AL A AL,y
“"(ﬁ)_l—a,{l'l-ﬂ;ﬁ-"gl\_l, W )}

= +m(lf+ a,l*_, x 14 )('+ Za‘_ )
which broadly speaking may be approxi d by a simpler exy
A
wy @) = —3—{1+f; M4 —ﬂoz ’"l}} e 117)

Comparing with the formulas {7.08) we shall find that

(1.18)

N GRS 3 (TN

min w,{a) —ﬁo

where a, is the value defined ip_Case I.

Secondly In order to compare (7.11) and (7.14), the following relation will be of some use

{a) : A
:::l(:) < (H' i ;aﬁ.ﬁ;‘a‘:)( I+ (1.10)

where the right-hand side may bo approximated under certain conditions such as

v =4 i Ad@gt-.. +3‘_,) e (1.20)
R e
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8. DETAILED COMPARISON OF YARIOUS PROCEDURES IN VIEW OF TR
ABBREVIATED FIRST ORDER APPROXIMATION

In this section Cases I and IT will bo compared moro accurately by using the
abbroviated first order approximation introduced in §5. On the contrary wo shall
restrict ourselves to tho caso when A = 2,

For Case I, wo shall mnke uso of the following relntion
= [ATR) ) 5
wfa) ;.(l + %] + n‘.(l + E). . (861)

which is a special caso of that treated in §7,  On tho othier hand for Case IT, wo shall
uso tho one introduced in Lemma 3.3(3) which will now be written as

oy*la) = {1+"'+ } "{|+ k—l} . (8.02)

in accordance with the abbreviated first ordor approximation.

Case I has already been discussed in §7, and let tho point a = (a,, a,, a,) be the
ono whero wfa) will tako its minimum value. As we have already scen in§7, this
point will bo defined as

a, = (O +aM—-g., . (8.03)
a a 1—a,
X‘l: = x.f = XﬁT‘,} e (8.04)

On tho other hand tho exact solution of the point 8 = (3, &,, 8,) which will minimize
(8.02) is still difficnlt to bo obtained in any explicit form. Ono approach may be as
follows, First let us defino an approximato valuo g of &, as the value a, defined in
(8.04) and then Iet us defino (33, 8]), 3;+8; = 1—a, 60 as to minimizo (8.02) under
this restriction.

For the latter part, we shall make uso of tho following

Lemma 3.7: Let A, B, C and 0 be a sct of any assigned positive numbers
and let afi =1, 2) be positive numbers such that a,+ay = 0. Then we have the following
assertions:

{a) The allocation (@),8}) which will minimize the function

= + + a’ ... (8.05)
o _ OA0+CH
is given by = (AT CIHBITT) . (8.08)
0{BO+-C)
3" = o Oy 0o ®o
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which yield ua the following minimum value of V

Vs = 0-3{(A0+CPH(BO+- O e (8.08)
(6) The allocation a = (a,, a,) defined by the relation
a, = 04} 444 B, o (8.09)
ay = 0BYAV4-BY)Y, v (810)
gives us Vo = 0-YAV4-BIK0+CA-IB). e {8.11)

(¢) The difference belween the two values {8.08) and (8.11) is approzimately given by

(4d—DB)ycr
Ve— Ve = A . (8.12)
provided that C ia s0 small compared with AG and B0 that (14-C(A0)*) and (14-C(BO))
may be sufficiently approximated by the Taylor series uplo the second term.

The proof is immediate, To apply to our present caso it suffices to put 6=1-—q,
and to define

A=kl o i} . (813)
B=2, . (814)
o= +25 %] . (8.15)

Theorem 3.4 :  Under the general assumplions in this section, we have the fol-
lowing assertions :

(1) The relative difference belween the procedures S; and S;; under the alloca-
tion a = (ay, a,, a,) which minimizes w(a) is given by

{wla)—apfao,a)= I+F){ +(l+y,) }
x WLy —(atai—n) FEple

'llE l+gl) {1 1+g,) }

X{1+W wo 1+ (53 ”} (818
where W = AYAL.
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(2) The difference beluxen wyfa) and wg{3%) where a=(ay, a,, ay) and
a0 = (23,2;,8}) ia approximately given by

wpla)—ey(30) = e (8T)
provided that the following two conditions are safisfied :
all-0kt <1, (8.18)
g < A0 (8.19)
Broadly speaking {8.17) will Lo approximated by
v'.("’+;',xl+W)"- . (8.20)
and (8.18) by
(AL AVIF(TV — 1 )8g2(40%)70 . (8.21)
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