TABLES OF TWO-SIDED 5% AND 1% CONTROL LIMITS FOR
INDIVIDUAL OBSERVATIONS OF THE r-th ORDER

By MOTOSABURO MASUYAMA
Tokyo Univeraity and Indian Slatistical Institule

L. I. Braginsky of the Ordzyonikize Instituto of Econonrics and Engincering,
published a booklet in 1051 in which he introduced his own method viz. the ‘method of
individual value’. His houristic method of approach is interesting but it is accurato
enough only when the size of the eample is large. The tables given in this paper are
valid for small samples. Let the rth order statistio in a enmple of sizo n be z, and
the distribution function of the original variate be #(z). Then the lower limit L and
tho upper limit U of ¥(z,) are given by

5 [
]F"’(l—F)"'dF/B(r,n—y+1)=a/2=Z(:)L'(l—z,)"' )
[ ] =r

and

!l’ F\1—F)"dF|B(r,n—r+1) = a2 =1—Z; (: ) U(=UY"" .. (D)

where 1—a is the confidonco coeflicient.

Tho upper and lower limits of z, depend naturally upon its original distribution
function F(z) but U and L aro Independent of F(z), provided that F(z) is continuous.
K and Ky in Tables 1 and 2 are tho upper and lower limits respectively of x, in
tho case of the standardized normal distribution X(0, 1),

Wo assumoe that & = 0.05 and 0.01. If « = 0.00270 Ia preferred, we should
refer to Koller's tablo in which L is given in a nomogram. e noto that L coincides
with the lower limit of the fraction r/n with confidence coeflicient 1—a/f2 but U does
not coincide with tho upper confidence limit of the fraction r/a with confidence
coclficient 1—af2. However, comparing (1} with (2) we ean sco that the lower limit
of z,, say L,, is cqual to 1-U,_,,;, whero U,_,,, is tho upper limit of 2., &
being the samo. The mern of F(z,) in given by rf{n+1).
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TABLE 1. CONTROL LIMITS FOR INDIVIDUAL QUSERVATIONS, a=0.05

any continuous distribution function norminl variato X0, 1)
» r L v Ky Ky
3 1 0,00%4038 0.70700 0.5464
2 0.004209 0.905701 ~L3s L3S
3 0.20240 0.9016002 —0.5464 2.0
4 1 0.0063005 0.00230 —2.44
2 0.007588 0.305%8 A
3 0.19412 0932414 -0.8628 1404
4 0.39764 0.9935005 -0.2593 2,404
& 1 0.0030508 0.52182 -2.872
2 0.032745 0.71042 -1.619
3 0.14663 0.85337 =1.051
4 0.28358 0.047235 L8722 1.619
1] 0.47818 0.0849492 —0.05472 2.5
L] 1 0.0042107 0.45020 -2.035 =0.1023
2 0.043272 0.04123 -L74 0.3017
3 0.11812 0.77122 —=1.184 0.7628
4 0.22278 0.53188 —0.7028 1.184
5 0.35877 0.956723 —0.3617 1.1
L] 0.54074 0.0937893 +0.1v23 2.633
B 1 0.0031587 0.36042 -2.731 -0.3334
2 0.031851 0.52851 —1.854 0.06630
3 0.085233 0.6508¢ ~1.371 0.3877
+ 0.1570t 0.75514 ~1.007 0.6907
1] 0.24450 0.84200 —0.6907 1.007
1] 0.34014 0.914767 ~0.3877 1.371
7 0.47340 0.UB8140 -0.006650 1.854
8 0.63038 0.0163413 +0.3334 2,731
10 1 0.0025236 0,30850 ~2.803 —0.5001
2 0,023108 0.44502 =0.133
3 0.066731 0.55810 0.1
4 0.12150 0.05243 0.3910
& 0.15700 0.73702 0.8360
[ 0.20238 0.81291 0.8387
7 0.34755 0.37814 1167
B 0.44350 0.933200 1.501
2 0.55493 0.074502 +0.1383 1.057
10 0.60130 0.00T4TI4 +0.5001 2.803
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TADLE 2, CONTROL LIMITS FOR INDIVIDUAL OBSERVATIONS, a= 0,01

any continuous distribution fanction normal variato N{(0, 1)
» 4 L v Ky Ko
3 0.0016003 0.82000 0.9302
H 0.041400 0.05800 1,733
3 0.17t00 0.9083303 2.020
4« 0.0012324 0.78408 0.6232
s 0.020443 [RH 1222
3 1088 0. 3 1.880
4 0.26301 0.9087470 3.0
LI} 0.0010020 0.65343 0.3040
2 0.022881 0.81400 0.8061
3 0.082320 0.l 1.340
4 0,18310 0.077119 1.008
8 0.34057 0.0050080 3.000
6 1 0.00083507 0.58648 2183
e 0.018721 0.7480) 0.0020
3 0.060279 0.83040 1o
4 0.14300 0.033721 1.504
5 0.25300 0.08121¢ ~0.6020 2,081
] 0.41332 0.00010493  —0.2183 3044
[ 0.00062617 0.48433 —3.220 ~0.03032
2 0.013733 0.63152 —2.203 0.3339
3 0.047464 0.74217 —-1.070 0.6501
4 0.000807 0.83030 —-1.282 0.8533
] 2.10970 0.200133 —0.0533 1.282
s 0,25783 0.032530 —0.8301 1.870
7 0.30848 ©0.080207 —0.3330 2.205
8 0.51367 0.00037383  +0.03032 3.220
[ 2N} 0.00050113 0.41130 —3.200 —0.242
2 0.010843 0.54429 -2.200 o.niz
3 0.037002 0.84820 —1.787 0.2803
4 0.070705 0.73511 —1.427 0.0280
5 0.12831 0.80008 —1a34 0.8743
o 0.10002 0.87100 —0.8743 [BEN
1 0.20439 0.02323 —0.620 1421
L) 0.35180 0.002008 —0.3405 1.787
] 0.43371 0.640185 —0.1112 2.200
10 0.562830 0.00M4D3T 40,222 200
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NUMERICAL ILLUSTRATIONS

Case 1:  Normal population

Lot ue supposo wo want to find two limita Ky and K, of z, the rfh order
statistic for a samplo of sizo # deawn from a normal population having zero mean

and unit standard doviation such that Prob (r > Ky) = Prob (z € Kp) = % when
a=1005,n=606andr = 4,
In Table ! for @ = 0.03, n = 6and r = 4 wo see At once that
L e
U= \/—27]'. et = 088188
M .
L= WE. e-¥dt = 0.22218

which yield Kg=1.184,
Ky = —0.763.

Caso 2:  Exponential population

From Table L we can also find out the limits K, and K, of z, for a sample
drawn from an exponential population.

For example let us tako @ = 0.65 » = 8 and r = 4 ns in tho previous case,

KU

Then U= I edt = 1—e-Kv = 0,88188
o
Kr

and L= I el = 1—¢-K1 = 22278
[

which givo Kg = —log, 0.11812 = 2,136,

K= —log, 0.77722 = 0.252.
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MODIFIED MEAN SQUARE SUCCESSIVE DIFFERENCE WITH
AN EXACT DISTRIBUTION

By A, R. KAMAT
Fergusson College, Poona

1. IxTroDUCTION

Let x (i = 1, 2,...,n) denote a sample scquence from a normal population
with & variablo mean s; and a constant variance % I z; = g, then the best esti-

mator of tho variance is of courso 87 = S.'(t‘-—l)’[(n—l), Very ofien however wo
e

como across situations in which y; may havo a ‘slow-moving’ continuous trend. In
such situntions ot suffers from a heavy bins and hence alternative estimators of the
dispersion which aro comparatively free from bias have been considered. One such
estimator viz,

& =:}§: (Z—z;1)Y(n—1)

waa proposed by Yon Neumann, Kent, Bellinson, and Hart {1941) who have also given
in their paper a bricf historical review of this problem with reference to situntions
arising in ballistics and aatronomy. Since the oxnct distribution of 82 could not bo
found, Von Neumann et al have given an approximation based on a Pearson Type
VI curvo fitted to Lhe first threo moments of 82.
Wo have not been able to obtain an exact distribution of & Lut as an alter-
native, in this paper, wo
(8) propose the use of a moxlificd form of the nican square successive differenco
with an exact distribution and whoso efficicncy as an cstimate of ot
is very closo to that of 82,
(b) indicato a method of obtaining upper and lower bounds for the probabi-
lity integral of tho Von Neumann statistic 8t itself, and
(¢) apply the principle underlying (a) to derivo exact tests corresponding
to the F- and [- tests, based on tho new catimator proposed by us.

2. TuE PROPOSED ESTIMATE

Let z,, z,, ..., x, be a samplo scquence from the normal population with mean
# and varianco g%, Then the estimate of o proposed by Von Neumann ef al (1941),
viz. the mean square successivo differenco, ia

» =:>':: Gz fin—=1) = Xpuftn—1). )
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Let n bo even, = 2m ; then the estimato of o2 which wo propose, is

o= _,(m_l){z (=2 + D i)

1 - -
= MTU (Xt Xpte): o (2)
&% {g in fact hall tho sum of two independent &2 statistics. This means that we have
omitted the middle term (x,—2,,,,) from &2 for 2m observations with a consequent
loss of information. It can be shown however that this loss is not considerable from
tho comparison of Lhe efficiencics of 8 and &% given below:

Efficiency of =3 (l + 3" .‘)

. 2
Efficiency of =gz (l (= 8)(n—-l))

In the following, we shall take o* = 1 for the sake of simplicity of expressions,

3. Toe DISTRIBUTION oF 8%

Von Neumann (1841) has shown that the characteristic roots of tho matrix
A4 where

-1
Koo =S (5=l = 2'dx ()
l=1
are y=2-2c0l =gamtfl,G=0, 12 m-0). . @)

Thoe characteristic function of X, is thereforo
m-1
N (1—2ian-t e (8)
=1

Sinee Xy 2nd Xy ore independent it follows that the characteristic function of
Xitmr+ Xy i8 given by

#1) ="ﬁ'(1_2.',\,1)-l )
-l

where s, aro given by (5). Now g$(¢) can e thrown into partial fractions with tho help
of the identity

“———.“,1 mb =2""1cog""1 0— n—2 273 cos™-3 (4 =) guy oqmtp — ., (8)
sin 0 1 21
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MODIFIED MEAN SQUARE SUCCESSIVE DIFFERENCE
noting that tho roots of the r.h.s. of (8) equated to zero are c,=couj’—:l'(j=l.2,...,m— 1}

and are thereforo related to the characteristic routs Ay by tho relution }; = 2—2¢;. Let

--1 -—1 .
gy =0 (—2ipg) =-ElA‘(l—‘2u\,l)-‘ :

-1
--t
then A= 2,1 - =(-%) e
d 1 winm0 ”
Now M=) = —— | o, 2% = (=1)n
w(‘ * {dcouﬂ (."‘-l win 0 ”._/'_:! ot i 87
m
i1 2 g me gy 47 ) e
and therefore A= (-1~ ;4\, et~ = (=1 m)., LI
Henco wo havo
-—1
) = 2% DGt anal SR W (B DY . (0)
i=1

Inverting the ch istic fi ion, the fi function is obtaincd as
4 juency

-l z
1 -— Ty
)= e ‘Z;(—l)'""/\, Nyt ™, o {10)
and the probability integral for §'* = Tm=T (Xt o) 18 given by

Pr{g* € 2} = Pr{X o+ Xy € 2(m—~1)}

tm=1)z

= [ fiaMs
[

-l e

1 mmjot) e vl
=1—2_m‘z;(_n A e N (1))

The caleulation of the probability paints of 87 becomes very troublesomo for Jarge
n = 2m becauso the cocflicienta of the exponential terms on the r.ha. of (I1) Lecome
very largo in magnitude and havo alternately positive and negative signs. Wo aro
giving here tho upper 5%, points for some values of n.
n 8 10 12 10 20 24
5% point 468  4.25 4.01 3.00 349 3.30
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4. Urper AND LOWER BOUNDS FOR TIE FRODABILITY TOINTS OF TIE MEAN

SQUARE BUCCESSIVE DIFFERENCE &1
1t will now Lo shown that the distribution function of the Von Neumann
w1 . N N .
statistic 8 = ¥ (x;—;,,)%(2m=1) is bounded Ly two known distribution functions.
i=t

‘Fo fix the ideas leb 2y, 24, ...y Ty Topy 30 o205 Taw bC & 8amplo from the normal population
with zero mean and variance g%, Then it is clear that

-1 n-t -l
’}3‘(1’:—’101)'4"3‘ [COREE SV I E‘ (ri—x0)?

"-1 2m=1
< (El(fx-’xn)"*'gf:-l-ﬁ:u*" X l(-'i—’m)’) e (12)

am$.

-1
or using the notation X, =':S‘ (zi—x )t and Yo, = Xy +2x3, (12) can be written

a8
Xyt Xatm € Xizy € ¥ygar+Yatouns
i Xitpat+X, Yot Yam
that is —"2;11— 12'-) € ddm < -—L(‘.!:n—lu_) : - (13)

From (13) it can be casily shown thaf, if for a fixed P

= X+ Xsom
P=pr{Sumibes <x )

<) = (B,

then 7, K1 < 7. e (14)

But tho distribution of (X, Xyu)(2m—1) can bo simply written down from the
anelysis given above in (10) and (11) as

Xiem + X st = _mo1
e {iz"_"_li_‘ < :} =1- MZ(_‘) e W T (16)
S=1

It thercforo remaine to find tho distribution of (Y4 Yan)/(2m—1).
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5. Tue viatrInuTION oF {¥y+ Yym)/(2m—1)

Tho quadratic form Y, =-£.(x‘—x,.,)’+21:= Z Bx hon the matrix B given by
i1

e (16)

-1 . . S e

-1 21 . e e e .

-1 2 -1 e e e

= e e
-1 2 -1 ,

. -1 2]
. . =1 3

Tho characterintic roots of 22 can be found in the following manner. let (x), 7,...., 2,)
be a characteristic vector of B, then

(1=A)zy 2, = 0,
Z, 2, = {2-A), {r=23,..,m-1)
-+ (3=, =0

where A is the corresponding churacterintic root of B, That in, 7, satisfies the difference
cquation

2, 42, = (2-A),, r=12,..,m
1 . (19

with the boundary conditions

Ty =12y, To = = Zsye J
To nolvo (17), let 7, =2con(r—})a; e (18)
then z,_,42,,, = (2conal)x,. . (19)

The condition z, = z, is avtomatically satisfied by (18) and in order that 2, = — 7.4

we munt have cos {m—})a = —cos(m+§)z, which in satinfied for m distinct values of

Rl
2m

a given by a; = forj=0,1,2,...,m=1. Thercforu the characteristic roots

of B given by 2—A = 2cos «, aro

A=y = 2-2con VT e 10
2m 4m

ji=01,.,m—L e (20)
Theo characteristic function of Y, is, thercfore,

T —2i, .o 2n
J=0

8inco Y, and Yy, oro independent tho characteristic function of ¥yiuy+ Yau i8

40 ="'ﬁ'u-2iv,u-l. o 22)
0

Thin expreswion con ho thrown into partial fractions with the help of the trigonometric
identity

cou mf o 2”‘"00»"0—% 27-3con""20+ ’l'(—";;ﬂ) 2 =Seon 40 —... .. {23)
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@+

2m
(j=0,1,2,...,m—1) which aro rclated to the characteristic roots v; by the relation

(20). Following the proceduro similar to that adopted in scction 3 abovo, it can be
shown that

noting that tho r.hs. of (23) equated to zero has m distinet roots cos

8 = _Z (—1ym-i-t gt gin 222E0T ’-"H)" (12t . (29)
The frequency function of ¥+ Yy is thereforo
-l

f2) = ——Z(—l)“""v =1 gin {3 ('”'”" 7, e (25)

and tho probability integral of { ¥ i)+ Yy (2 —1) i8 given by

{2m~-10x
P }l':’:""i’ <z} = Pr{Y it Yow < =1 = [ fia
H
=t (2 ~5sh
=1- "_'lz_’ (=it in DT 750 g2

=

Using results (14), (15) and (26) we can obtain the limits between which the probability
points of & lie. It can bo established for instance that for n = 20 the upper 5%
point of &2 lies between 3.20 and 3.61.  Although these limits aro not very close it is
clear that they will become closer when n is larger.  The caleulations, unfortunately,
become rather laborious for large n for tho reason stated in section 3 above.

6. DERIVED STATISTICS : A TEST CORRESPONDING TO F-TEST

Using §°* it is possible to derive the cxact distributions of (i) a statistio corres-
ponding to tho F-ratio, and (ii) a statistic corresponding to Student’s ¢, both based
on tho estimator &' of tho variance.

Let 8%, and 8%, bo two independent estimates of a* based on 2m and 21
observations respectively. Then tho frequency functions of 8%, and §'%,, are, from (11),

LA/ Jix) = :2;: A; exp [—(m=1)x/X)
= (e 221, A= simt 3L
G=b2emm=l) . 7)
P S =E Ay [= (1A
Y i oty REVE R T f,:_: ,
k=12 ..,m=1) . (28)
300
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Hence tho joint frequency function of 81, and &, is given by
~1 n—1
z, ) = A, exy| =" - = ,
fizy E]z} 4% l'[(l\l +’\.y).|
0<z, y<wo. ... (29)

Substituting 2 = yv and integrating out y we have the frequency function of

o= Sl o
n)

)" e (30)

’ —~1
fart M= ZA,A. il
and its probability integral ia given by
v

Pr{¢_.. < v} I Jivyde
(]

Il

- Sy (ol nclV L
pIPICL AL 2
The ratio ¢, . may bo used to test the hypothesia that the two samples come from
populations which have equal standard deviations even though their means may be
having slow-moving continuous trends. We may also use it to sco whether the dis-
persion of observations about their mean remains reasonably constant when the mean
itself is known to have a slow shilt.

7. A TEST CORRESPONDING TO THE +-TEST : USE IN CONTROL CI{ARTS

Let 8% bo an estimato of o? based on 2n observations and let Z be the mean of
these observations; then it can be shown with the use the Helmert transformation that
Z—yt and 82 are independently distributed, z being the constant mean of the parental
normal population, Then it is possible to find the exact distribution of the ratio
statistic

Z—p . (32)
¥

u=

Since 2—z is N(() we may write

'Vin
'u=’_;/_‘=_\7‘§_n§, e (33)
where the frequency functions of ¢ and &' aro
Iz 10=75"
e J8) = ZE:I. A ("—_;‘w ¥ o (3)
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Ay being the samo as A% in (28). Taking the joint frequency function of § and &,
making the transformation § = 8 nnd integrating out 8’ wo get tho frequency func-
tion of §/8' as

g, _ 2m—2\
§ O .“:A.(!’+ -—/\l—) o (35)
Hence the frequency function of » =It

n—1-3t
7

f =5 Edy (w0
and the prohability integral is given by

(36)
Pr{i_;# < u} = 3 Fi

n=1
1, 1 - a—1y-t
=_2+2("__”2M A*A‘"(u""ﬁ) . (37

It ia clear that the distribution of x is symmetrical about u = 0, and F(0) = |.

This diatribution may be useful in control charts in quality control, when it
i known that the mean is allected by a slow-moving trend and yet it is desired that the
quality must not deteriorato beyond a certain limit.

CoONCLUDING REMARKS

As observed in section 6 abovo 8 is & weighted sum of x! each with 241
In the same way Y+ Yym is 8 weighted sum of x* each with 2 d.f., while 8! and
Y. are weighted suma of x? each with 1 d.f. The distributions of &% and Yyu+ Yy
nare obtainable in a finito analytic form but it scems difficult to do so for &% or Yy
(cf. Robbins and Pitman, 1049).

Tho fact that &'t and ¥4 Yee aro composed of x? with 2 d.f., accounts
for the resemblance of oxpressions (15) and {20) with the x? distribution with 2 d.f.
and of expressions (31) and (37) with the F-distribution with 2, 2 d.f. and the t-diatri-
bution with 2 d.f, respectively.
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