ANALYSIS OF DISPERSION FOR MULTIPLY CLASSIFIED
DATA WITH UNEQUAL NUMBERS IN CELLS

By C. RADHAKRISHNA RAO
Indian Statistical Institute, Calcuita

1. IxTRODUCTION

The method of obtaining the componcnts of analysis of varianco table for
a two-way classified data with unequal numbers in the cells is fairly well known, II-
Justrations can bo found in many books on statistical methods (Goulden, Kendal),
Rao eto.). The case of multiplo classification was not fully considered even for pur-
poses of analysis of varianco. Tho object of this paper is to provide some general

jonal techniq quired in the analyxis of multiplg classified data when
there are unequal numbers in cells and when more than one character is under study.
Incidentally & very simple method of computing the components of the analysis of
varianco for a two way table is provided.

Tests in analysis of dispersion are obtained by s g lization of the corres-
ponding‘tests in annlysis of varianco applied to a singlo variable, This technique
due to Fisher (1030) consists in replacing tho multiple variables by a linear compound
for which a variance ratio test is constructed. The compounding coefficienta are chosen
to maximize this ratio. If y = mz'+...4+m,2? is a lincar compound of the p vari-
ables 21, ..., 2% then an analysis of variance of y lends among others to two components
one, tho sum of squares due to error w and the other, dueto deviation from hypothesis
5. Tho ratio of b to w aficr dividing by tho degrees of freedom provides the test of
the given hypothesis. In terms of 2/, the expressions b and w will bo quadratic forms

in my, .y My,
ANALYSIS OF VARIANCE OF A LINEAR COMPOUND

duo to df  suin of squarcs

dovistion from hypothosis & & = SxmmBy

ervor =k 0= TZmmify

The ratio b _ EZmpn B,
o= fm‘;ﬂ’& . {10)

when maximized leads to the determinantal equation
1B=AW| =0 e (LY
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with the largest root corresponding to tho maximum value of the ratio (1.0), or writing
o= 1(1+A), the determinsntal equation {1.1) can bo written | W —uT| = 0, whore
7' = B+W. Tho smallest value of & will then correspond to the largest valuo of A,

Not only tho smallest root s but also the others provido tests of departure
from tho null hypothesis. While among individual roots the smallest provides the beat
test, it is not the Lest test availablo speeinlly when the deviation from hypothesis is
not concentrated in just ono linear compound of tho variables, If the samplo sizo is
large all the roots aro worthy of consideration in sotting up a test eriterion. Ono
such ia tho product of the roots siyry ... jt, leading to the Wilka ratio [IV] - |T). The
product of tho lust (p—7) TOOLS ft,yy -.. #tp Provides the test for the hypothesis whether
thoe doviation from hypothesis is concentrated in just r lincar functions of the p vari-
ables,

2, ANALYSIS OF DISPERSION

The first step in obtaining tho test eriteria is the computation of the matrices
Band W, The fc Ins for puting the ¢l are provided by the correspond-
ing expressions for b and w0 in the univariate case. Let us consider the general
problem of linear hypotheses which in the univariate caso is treated by the method of
least squares providing the components of the analysis of variance table. The geno-
rality of the treatment of linear hypotheses by the method of least square is not
sufficiently recognized in literature, For instanco analysis of variance in a stochastio
model where the additive offect dua to a category or a classification is considered
as a random variable is considered separntely. In such a case the observetions ina
category are equicorrelated and can bo chosen to e uncorrelated by an orthogonal
traneformation. Then the problem conies under the general theory of least squares,
whero all the obscrvations do not have the same variance, The orthogonal trans-
formation gives riso to two sets of variables with different unknown variances, only
one seb of variables being relovant to tho problem.

In tho univariato caso of n independent obscreations yy, ..., ¥

Ey) = ayny+ .. 4,1,
Viy) =o*

}.‘=1,...,u (21
whero 7, aro unknown. Tho hypothesis to bo tested is
Bt oo Hhate =& =100k e (22

In the multivarinto case, inatead of y; wo have a vector (r;1, ..., z7) with a dispersion
matrix A independent of § and

Exf) = aptd+ o Haurdy,  j=L.,p i=lo,n
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whero 7/ are unknown and the hypothesis to be tested is
hard+ o bt =
jElagp; i=lk
swhich Is a simultancons hypothesis of tho typo (2.2} for all the p variables,
To obtain tho expression for w we first sct up tho normal equations
IufitHita = @
R . e (23)
Tttt v+l = Que
obtained by equating tho derivatives of
=Ty = oo =T )

to zero. In tho cquations (2.3)
gy=ZTa,, Q=Xay,. e (24)
1 ~

Tho expression fur the least sum of equares is
w=Zy -0, e (2.3)

where /, is a solution of (2.3). Now replacing y by m2'4- ... -m,z” in the formula
(2.5) we have

EZmony(Szt2)—51/Q)) = ZEmm) 7y

where Q/ is same ns Q, with y replaced by z/ and 4} aro tho solutions of (2.3) with
Q, replaced by Q). 1llenco it follows that

Wy = Ez2,'z)=X1/Q). e (2.0)

Tho only computational techniquo nceded Is tho solution of soveral sets of equationy
with a matrix of

it oo Hala = QL AN - QFF
e . (27
GarliF oor Fumln = Qs Qs vos Q™

It will bo shown in & later section that tho actual solutiona aro not needed to obtain
tho values of X1,/Q, but in practical problema it is also y to obtain f, ..., 1,
to derive tho esti of somo | io functions for a proper interpretation of
tho tests of significanco,
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The matrix proofs of tho simplifying methods of computation used in the il-
Justrations are given in an Appendix where illuatrative examples are also provided,
Any worker interested in carrying out tho computational techniques suggested hero
is first advised to fumilinrize himself with tho illustrative examples of the Appendix,

To obtain the expression for b, the sum of equares duo to devintion from hy-
pothesis there aro two ways {Rao, 1046). One is to form normal equations subjeet
to tho restrictions of tho hypothesis and find the least sum of aquares. This gives
the expression for b4 from which b ean bo obtained by subtracting w, the unrestricted
minimum, The multivarinte method of obtaining (By+1Wy) is thus eame ns that
of IF; except that equations (2.7) to be solved correspondd to normal equations olitained
with restrictions imposed by the hypothesis,

Another method of computing b is to find the cstimates of tho devintions
BTyt e HhiaTa—fn =1,k

by substituting tho solutions of the unrestricted normal equations provided, of course,
the linear parametrio functions in tho hypothesis are estimablo (Rao, 1952). If 4,
wwes dg aro the estimates with the associated variance-covariance matrix (Sy)o?
then the sum of squares due to deviation from hypothesis is provided by the expres-
sion,

ZECdd; o (28)
whero (Cy) is the matrix reciprocal to (S;). Both the methods lead to the same ex-
pression (Rao, 1946). A method of computing the expression {2.8) is to set up tho
equations

St e HSe =4,

@St - +0Su = da
and obtain n solution {7), ..., ;). The expression (2.8) is equal to {gd\+ ... +qd,).
In tho multivariato case the equations aro

Byt o taSu=d .40

@Snt o FaSu =4 o d?
and the expression for By is

o'di+ .. Faldd o (2.9

where ¢,/ aro the solutiona to the i-th sct of normal equations.. As in an carlier situa-
tion (2.7) {ho actunl solution g are not needed for computing tho expressiung
(2.8) or (2.0). Tho mothod is illustrated in Scctions 3, 4 whilo n proof is given in the
Appendix,
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Thus no new lechniques are involved in setting up an analynis of dirpersion
tablo. Oneo tho exp for the T of an annlysin of varianco table aro
deduced the formulas for analysis of dispersion aro automatically supplict by subati-
tution of a linenr d and gnizing the el form.
Given below aro somo multivarinte problk which are g of the univariato
problems and in tho solution of which univariato techniques aro useful.

"
P nts of the q

Univariale lesls

Hypothetical mean, based on »
singlo sample

2, Equality of means, two samples

3. Multi-classification data, main
cffeets and interactions

4. Intraclasa Correlation
5. Hypothesis about reg

A ultivariate generalization
Simultancously for p-variables, based on
o singlo p-variate samplo
Simultancously for p-variables, two p-
varinto samples

Main effects and interactiona

simnl-
tancously for p-varinblea
Familinl Correlations
fune- C ical re i and simull

tions ete.

6. Simple, partial and multiplo corre-

4
tests for p-varinblea

Canonical correlations

Iations

bl

Equality of means of p equi-corre-

Equality of means of p-variables not
Iated variables

necessarily equi-correlated
3. TWO-WAY CLASSIFICATION

Let us supposo that there are rs cells defined by two factors A and B at Jevels

and s respectively. The number of observations in (k, sn)th cell ia denoted by n,,

and the total of the obscrvationa for tho i-th character by af.. The marginal totals

are obtained by the usual summation notation, z)l., 2\, ny., n.,, 2'.., nnd so on,

If the numbers in the cells are all equal to 7, then the analysia of dispersion is as
shown in Tablo 1.

TABLE ). ANALYSIS OF DISPERSION FOR EQUAL NUMBERS IN CELLS
duo to af 8y
A r—1 ! saf, o ol
B -1 swhri—et
A8 (=1} (e=1) -
belween colls re~1 1 2} u—ed
within eclls _ ) —_
total ren—1 P22
of. = ., 2l fure — obtainod by subieaction
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The cavo of uncqual numbers can bo best illustrated by an example, The
method followed nppenrs to be tho simplest computatienal technique of analysis of
variance or dispersion for o two-way classificd data.  For lilurtrative purposes the
example on nasal length (nl) given in Rao (1952), p. 05, is taken with further
observations on nasal breadth (nb). The data relate to measurements on nl and #b
taken by 3 different observera 0y, 0,, 0, on different sets of skulls recovered by them
from threo different strata S, S;, S,

Tablo 2 gives, for ! = nl, 2% = nb the cell totals ., means %, numbers
pme Mrginal totals 2., z., ete. The formulas and the computations for the Sums
of Squares and Products {SP matrix) for ‘between cells’, ‘strata ignoring obscrvers’
{obtained from strata totals only) and ‘observers ignoring strata’ are also provided
near the table to make the formulas more explanatory. In practice the entrica for
all S matrices need only be recorded in the final table of analysis of dispersion. All
thoe formulas aro familiar except for the complication introduced by two variables.
The extension to several variables is simple. Tho within cell SP matrix is obtained
by subtracting from tho total, the between cell matrix.

TADLE ¢ TOTALS AND MEANS FOR CELLS AND MARGINALS

5 Sy 5 all strata
sratn total  moan total  moan | total  meon | told  mean
11 12 13 L

obmervers
F 1071,00 51.00000 | 15672.48 49.14000 913.50 §0.75000 [ 3330.08 00.00831
0, x 472,18 22,40000 728.62 22,70937 430.76  23.93111 | 1631.67 22.981°7
» 21 32 18 n
a1 23 23 2,
= 1000.86 46.83000 | 2315.40 45.40000 | 1721562 J47.82000 | 6003.78 46.54093
0y n 800.04 21.20571 | 1048.03 20.55000 | 777.72 21.060330 [ 2716.41 21.05744
n 2 51 k] 120
31 32 33 3.
z 1219.00 48.70000 | 2003.60. 46.48000 | 1849,20 40.23080 | 5150.R0 46.00727
0y E 608.00 22.75060 044.70  20.00333  BI4.63 21.11375 | 2338.33 21.43930
n 25 45 o 110
.1 2 .3 e
zl 4230.80 48,3731 | 507048 46,71400 | 4484.22 AT.T0447 | 13720.50 47.485677,
nlntncl'l'nri Eed 1031.02  21.06304 | 2721.46 21.26141 | 2033.03 21.84073 | 6300.41 21.0633381
» o8 128 ™ ne

Tho sufix {k,m) ia rulicated in io comer of a cell, Tho cell toluls for nd were noamtructed fron
pullished menn values corroct 10 two decimnl ploces, . glmnl, s3=nb.
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Computations and noles bused on Table 2

(i) Correction factors
M = 21 2} = 14720.60 X 47.485677 = 6D9015.70

=zt =22t = 318458.43
C = z3 2% = 143083.00
(i) SP malriz for siratu ignoring observers
(only marginal totals aro involved)
8y = Ty By —-C1
= (12006.86)(18.37341)+...+(1184.22)(47.70447)—C*
= 699165.73—699013.76 = 149.07
8;y = Zxy 2i—C" = LR\ 2—C" = 00.05
8y = Tz 21—-C1 =.30.80
{iii) SP matriz for observers ignoring strata
(only marginal totals aro involved)
8y = Xz} T} —CM = (3556.08)(60.09831)+...—C"1 = 636.56
8y = Tx) 2] —C" = ¥Elaf —C1 = 332.53
8,y = T2} F}—CO = 175.91
(iv) SP malriz betiween cells
8y = 2Ex},, T, —CM
= 1071.00{51.00000)+ 1960.86{16.830)+... + 1849.20{40.230)— C11
= 699947.62—699015,76 == 931.80
8y = Xxz}, 2} —C' = 475.85
8y = S¥2%,, 3 ,—C" = 2680.12

(v) All tho formulas make usc of tho mean values, which are needed in any
caso for tho final interpretation. If sulicient significant figures aro not recorded,
tho mean may bo replaced by tho total and then the squary or the product is divided
by tho number of obscrvations making up the total.

(vi) For tho univarinte case consider only tho first formulna in cach of tho
eatogorica (i), (ii), (iii), (iv). For moro than two variables tho formulns for Sy aro
similar.
3a. Compuiation of Interaction and Main effects:

Agsuming that effects of ohservers and strata are ndditive wo can writo down
normal equations for observer effccts 0, 05, O5 and strata cflects S, Sy, S5, Tho
valuo of S, can bo arbitrarily put aa zero so that there are only 6 equations as in Tablo
3. Ingeneral tho value of ono lovel of ono of the factors can bo taken to bo zero so that
tho number of equations is (r4+2—1), ono less than the sum of the levols of the two
factors. The method of writing theso cquations is very simple. In tho block for
characiers wo have the marginal totals, Tho marginal totals 3556.98 and 1631.67
for 2l and nd aro based on 71 obscrvations of Oy, nono (zero) of 0y, Oyand 21 of §, and
32 0f S, This is the equation for 0,, similarly cquations for 0,, Oy, S, and S, aro written,
This is sufficicnt if only tho eum of aquares and products of internction and mnin effecls
ero required. 1f the aim is alvo to obtain estimates of oll differenices in the lovels of mnin
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ANALYSIS OF DISPERSION FOR MULTIPLY CLASSIFIED DATA

factors, when internction is not significant and also their variances and covariances,
it s convenient to ndjoin a unit matrix and proceed with the methoed of pivotal
condensation by using Gauws-Doolittle technigue or square root.

The computations of Tablo 3 and the expressiona derived from them are quite
explanatory, With the help of the results of Table 2 and only the SP matrix for
‘strata climinating tho obxervers’ cnleulated in Tablo 3, tho analysis of dispersion
Table 4 is obtained. The gencral method followed hero ean bo recommended what-
ever may bo the levels of A and B provided in Tablo 3, wo write the cquations for
tho fuctor with higher levels first.

TABLE 4. ANALYSIS OF DISPERSION

duo to d.f. Eard xiz? Fard o ax it df due to
observeraignor- 2 030,56 33253 )73.00 | 636.367 344.207 182.32" 2" obsorvors
ing ntrata from eliminsting
Table 2 slrata
1-|nu;limiu— 2 100.77  77.78 3721 | 140.07 66.03 30.80 2 stralaigmor-
ting observors in beci
from Table 3 vein *froms
Tablo 2
intoraction 47135537 63547 07.007 | 123,53 ¢354 07.00 4 interaction
oxs e d ox§
botweon eclls 8 03180  475.85  230.12 | 031.80 476.85 280.12 8 betwern enlls
from Toblo 2 from Tablo 2
withia colls 3017 4366.007 1702.167 3115.267

total 309 539870 2208.01 3393.38

=Al) theso quantilios aro ohtained by subtraction from approprinte totels.

® Tha intoraction 0x S is first obtained by subtraction and then carriod over to the right block
to computo tho 8P muatrix for ‘observers oliminating steata® by subtraction.

t Bosides the fiumiliar computations based on tho marginal tolals of Tablo 2, the extra computations
noxdlod aro for 'simta oliminating observers' only. Tho rost aro obisined by subimelion,

3b.  Multivariale tests:

Inicraction 4160.00 179216
o Lwp o hs2ae  3ns2e 107037
(Wb 158643 185770 TT44103
185770 3182.20'
= 0.000477

r= —(n— ﬁ_gil] log,A with pq degrees of frecdom®

= _(nos_ﬁ:i‘) 10g,(0.060477) = 12.18

Tho value of x* = 12.16 is not significant for 8 degrees of freedom. We can then proceed
to test for stratum differences by choosing the matrix for ‘strata elimiating observers’.

* In tho formula for X1, patands for ithe numbor of varinbics, g the degreca of froedom for the
«componont to bo toated anu a, the totsl degroos of froedom for error and tho component to be Lostod,
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Strala and Obacrvers
1wl 10703717 _ 10703717
FIEY 3036.07 ~ T860.03 11120287
1869.04  3152.47

= —( 303— H—i“]log,(.no‘.’mﬂ) =147,

This iakignificant for 4 degreea of freedom.  Similarly for obacrvers xt = 42.50 which
is significant for 4 dogrees of freedom.

Strata wsing inlcraclion as error

In problems where interaction is tho appropriate error

125.53 05.54
65.54 67.00 4115.02
A= — =

29530 149.32 | = 71023250
13332 10421
w=—(e- 2__3__‘)10(;,,\ =310
which is small for 4 degrees of freedom.  Sinco the degrees of frecdom are small the
Beta approximation given by the author (Rao, 1952) has to bo used. DBut the x* is
50 small that even the true probability is expected to bo far above 8%,

30. Fsfimation of constants and their variances-covariances: It was scen
that for analysis of varianco or dispersion it is not necensary to actually solve the normal
equations of Table 3 or use tho elements of reduced unit matrix. If, however, wo aro
interested in judging the individual differences between the levels of each factor
it is necessary to obtain a solution and also derive the varianco of the estimated dif-
fc Tho equations can bo obtained by back solution and alwo the inverse matrix
by a sctics of back solutions. But with a unit matrix adjoined to tho normal equations
and reduced simultancously there aro some ad ges as di 1 in the Appendi
Tho constants can bo computed without a back solution and the matrix of the
vari i can bo obtained very simply.

We define tho product (2).(y) of two columns () and (y) in the Gauss-Doolittlo
schemo as follows. 1t is tho sum of products of clements ono from row (i .0) in column
z (or ) and another from row (i.1) in column y (or z), summation being over all .
With this definition tho catimntes of tho constants and their variances-covariances
can bo oxpressed as column prod Tho estimates of the tants and their
variances-covariances aro found from Tablo 3 as follows,

0, = (nl){0,) = 3556.08(,014085) + 6003,78(0)+-... +(—03.0853)(—.011551)
=560.4586

8y == (21).(S;) = 3500.98(0)+...+(—03.0853)(.018552) = —1.170337
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ANALYSIS OF DISPERSION FOR MULTIPLY CLASSIFIED DATA
C00{0,.0,) = (O, 107 )0
(0,)40,) = 1{0)40{.007752)+...+(—0.622000) —0,010846) = .008290

Similarly for nb. Tho constanta can be computed in any order becauso of the reducod
form of the umit matrix.

TIIE CONSTANTS AND TMEIR VARIANCES.COVARIANCES

conatanta variance.covnriant
" " Mmb"t‘:uhmv.;l muliiplying
0, 50, 4586 2.7 022077 4008208 007320
0y 46,8210 21.2354 00R208 015791 007058
0y 47,2303 21.6041 007329 007033 022790
5, 8593 0.0707 022287 010786 [
8, ~11100 -0.8647 010788 018552 [}
8 o 0 o L L]

These constanta by themselves have no meaning but are uscful in estimating the
comparisons, For Instance to test whether the difference between 0, and O, s signi-
ficant for al wo find the differenco 0,—0, = 50.4536—47,2305 = 3.1081 with varianco

V(0,)—2 Cov (0,, 0,)+ V{0,) =(.022077—2(,007320)+ .022700)0%, == .03081803,

Tho values of tho variances (V) and covariancen (Cav) aro as in tho above tablo,
The ¢ test can bo made by substituting the estimnte of #%, from Tablo 4, in the
ratio 3.1991/4/0308180%,. Similarly for »b

8,—8, = 0.0767-0 == 00707

V(S,—8,) = (.022287—2(0)— O}l = .022287c'%,
Thua tests of all differences ean bo carried out.

4. THREE WAY CLASSIFICATION

The analysis follows usual lines if cell numbers are equal. The SP matrices
for all tho main effects and interactions add up to the total.  Otherwise computntions
become tedious, When only a few obscrvations are missing, the cell averages may
bo aubstituted for the missing valucs and the analyaia can be carried out as in the caso
of equal numbers without acrious error.  But when tho cell numbers differ very much
from one another, it is not known how good the above approsimate treatment fa. If
an L lysis of tho ial is desired the following technique may bo useful.

As in two way classification, tho first step is to obtain analysie of total dis-

persion as between and within colls, The next step is to obtain the 8P matrix duo to
the triple factor interaction.
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da. Triple fuctor interaction: Let us reenll that a component of the triple

can bo symbaolically rej 1 aa

(4= A48~ B XC—Ciy) o {1

factor |

which is a linear It 1 of cight ions of threo factors A, B, C. By letting
i,3, & run through tho different levels p, q, r of A,B,C, o total of (p—1)}7—1Xr—1)
independent p can bo g A P Jike (4.1) for any observed
variablo can be estimated by |nscrting the mean values of the cells defined by the
binati Since the esti are lincar of the cell gos, tho
variance-covarianco matrix of these estimates ean be found and the sceond method
of calculating the SP matrix explained in Section 2 may be used. The method is
illustrated with the following example.

TADLE & THREE WAY CLASSIFICATION. MEANS FOR r1, 22 IN THE CELLS, NUMBERS
AND RECIPROCALS IN BRACKETS

type of flour
mothod | machino
sotting 1 2 3 4

n n = n n ®n

5 8.4 11.5 2.8 3.1 12.3 10.8 4.8 0.2

) (.23 W (.25 ® (2 & L9

an 5y 9.8 6.4 3.1 -8.1 1o 6.1 43 7.2
@ (5 ) (.25) ) (.25) (5

8, 9.6 5.3 2.7 -3.0 13.4 1.3 1.8 =5.1

m (O] W) (.29 ®) .5

N 13.7 18.7 21.8 235 19.4 217 N8 138

m ) (.25) W) (.25 ) (.2)

My 8, 12.7 12.0 22.8 22,1 20.6 2¢.2 10.4 11.1
4 (.25 W (.29 © 3 4 (.25)

8 12.6 8.8 21.8 16.8 20.9 12.3 6.8 3.3

@2 (5 8 (.25 4 (.29) ) (.25

The six components of tho interaction FxSx I can be generated from tho
scheme

F, 1—‘F ]
sl_sl
Fy—Fg X X M,—Al,
103
Fy—F,

For instanco the first ono  (Fy—F,) (8,=8,) (M,—,) or
F\ 8,0+ Fy Sy, —F\ S,y — Fy 8,0, — Fy S, 3, — Fy S, My +-F S, + Fo S, M,
has the estimato
{£9.443.1)—(0.64+2.0)} —{{13.7422.6)—(12.7+21.8)}
To find the covariance (apart from n multiplier ¢?) of two components the reeiprocals
of numbers on which the averages aro based aro combined with coefficients which aro
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tho product of tho coeflicients of the nverages in the two components, For instance
tho varianco of the above estimato is

{-254.254.64+.264 14-.25+.25+.25)0? = 3o,
Similnrly tho covarianco of tho estimates of
(Fy—F K S, — SN — Ay) and (Fy—F)(8,— S} M, —M,)

is (wo need only consider the common terms and thoe reciprocals of tho averages cor-
responding to them}

(—.25—.23—.25~—.25)0% = —1x0?
and so on. Tho entiro matrix of variances -covarinnces and the cstimates and also
its squaro root reduction is shown in Tablo 6.

TABLE 6. SQUARE ROOT METHOD FOR TIIE EVALUATION OF Fx8x M

row varinnce-covariance mateix x n
1 3.00 —-1.25 -1.00 50 . . - LT - 8.4
2 3.50 .50 1.2 . . 0.3 0.1
3 1.00 - .03 - .00 45 6.0
I} 2.20 A3 - .03 -2 1n7
5 2.05 -1.20 33 15.0
[] 2.15 2.0 —-24.6
squarv root reduction
)1 173203 — ,721690 = .57735 25808 » . — 08I0 — 481074
2.1 1.72602 L0482 = 00349 . . - 23038 1.40635
3.1 1.2503¢ — .00300 — .71057 35090 — 44084 2.16052
a1 1.17840 01360 — 62202 [ —1.21008  13.00303
5.1 1.23775 — 76347 2.42141 13.2em
8.1 103243 112044 ~ 7,08837

The six components choson are in tho order—
Va(Fy = Fa}S =S —35), 2 (Fy=Fi)(S3=FaH M= Mz}, 3 (Fy— Pa)(S; — S} M; — M),
Am(Fr—F)iS1=Sa) (M1 =23}, Bm=(Fy=F\)S)=S:HM = Mi) Om{Fy=F5:—SaH M= My).

Tho SP matrix duo to Fx§x Al enn bo obtained by column multiplication of olomonts in thy
rows (1.1) to (6.1}, Thus

Syym(zi)(s)) (=, 08150)1 +{—.23058)1 ... +{3.12044)? m 18,330
Syam{xth(27)m(— 08160} — 4. 84974) # ., +(3.12044)( — 7.08837) m —2.427
Sra=23).(z1)m — (8407411 4. ., +{—7.08837)1m 425.2,

In the roduction of the nuitrix in Talla 0 it ia botter 10 koop o sum chook eolumn. This in
omitted Lo scoonunodato tha tabilo within the printed pago,
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This is & general method of computing the triple factor interaction whatever
may bo tho number of levels of tho factors. But if onc of the factors has two lovels
a3 in tho above examplo a simpler method ju available, In fact by using this method,
not only the triple factor interaction but two fimst order (two factor) interactions are
simultancously obtained. In practico the triple factor interaction may bo split into
different sets of degrecs of freedom (in 2 meaningfn] way, not necessarily orthogonal)
such that in cach et only one comparison of at least ono of thoe factors is involved,
For instanco if thero had been threo methods in tho above problem (Jfy, M, 3,),
wo could ealeulato Lhe triplo factor interaction in two sets cach with six degrees of
freedom comprising the components

F\—~F,
88,

Fy—Fy x X M=,
83— 8

F, :_F 4

in tho first set (FSJf),, and

Fy—F,;
-5,

Fy—Fy % x A2,
8y—8,

F—F,

in the second sct (FSJI),. It could be split in any menningful way. What is needed
is that only onc comparison of one of the factors is taken into account. In tho above
illustration wo first construct a two way table Fx $ containing the differences of the
averages between My and M, and their weights (the harmonic mean of tho numbers
for M, and J,) from Tablo 5. For instanco in the ccll F,S;, tho diffcrenco between
Mg and M, is 13.7—9.4 = 4.3 with tho weight (4X 1)/(4+1) = 0.8. We havo the
following table.

TABLE 7. DIFFERENCES (M,—3;) WITX WEICHTS

Py Fy Fy 7,
= » z P P » = =
E3 3 7.2 19.0 2.4 7.1 16.9 8.0 1.7
wt 0.8 2.0 2.8 2.5
8 LB 5.0 1.5 2.2 7.6 1.1 6.1 9
"t 1.3 2.0 2.2 1.3
8 2.0 ER] 10.1 10.8 8.8 -~20 8.0 8.4
wt 0.7 1.4 2.0 2.2

Tabla 7 is treated exactly in tho snmo way as the twe way data of Table 2
with mean valucs and weights as numbers, Tho computation Tuble 3 und analysis
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of dirperwion Tablo 4, for main cffects and interaction may bo followed. Tho ‘main
effect 8 climinating F° is now tho interaction M any the ‘main effect F eliminat.
ing 8" istho interaction FJf and the ‘interaction F'S' is the interaction FSJ. The
between cell sum of products' iv obtnined from the entrics in the cclls and the weights

By = Swgdt sy~ S0l KESdy)
Y

P

Wo will just write down the normal equations needed without earrying out the compu-
tations. The interested rcader may follow tho Gauss-Doolittle or square root
methods and verify that FS) has tho samo value as that obtained in Tablo ¢
correct up to the significant figures retained.

TABLE 8. NORMAL EQUATIONS BASED ON TADBLE 7 TO BE REDUCED AS IN TADLE 3 FOR
TILE COMPUTATION OF Px M, §x3 AND FxSxM

P, Py By P 8 & 5 =t P
2.8 0.8 13 0 9.57 23.35
. 84 . 20 20 14 103,74 120.02
. . 8.4 . 2.2 22 20 9.3 13.00
. . 60 25 13 22 4118 8180
08 20 22 %8 76 . . 70.31  120.60
1.3 20 22 13 . 6B . 67.08  108.57
0.7 L4 20 22 . . 6.3 66.8¢ 44.31

The column and row (last) for S, may be omitted becauso in pivotal condeneation the
last row will be zero and this has no eflfect on the SP matrix. But as mentioned in
tho Appendix this may be retained for purposes of an additional check.

4b. Two factor inferactions: 'The two factor interactions are meaningful
only when the triplo factor interaction is non-existont or not found to bo significant
on tho basis of & test, It iu seen that in tho situation whore only one comparison of
a factor ia considered two of the two factor interactiona have been computed along
with the triple factor interaction. To calculalo F$ wo may brenk it np into sets of
componenta F(S$,—8,) and F(8,—25,+5;) and oblain tho SI’ matrices for them
individually o that the interaction FS will appear as F($,—38,) with 3 d.[. and
F(8,—28,+8,) with tho other 3 d.f. To obtain tho internction F(8,—S,) or
F(8,—28,+8,} it is necesuary to form a two way table Fx ) containing tho
values of §,—8, (or 8;,—25,+.8,) and the weights (reciprocals of variances) in the
cells. The ‘main cffect of F climinating M* calculated from such a tablo by the
method of Tablo 3 is the interaction F{S,—8,) or F(8,—2S,+S,).

If, however, the SI* matrix for F x $ as & wholo han to Lo obtained tho moro
claborato nicthod outlined below may have to Le followed.
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The variance-covarinnte matrix and the components of interaction Fx S
are computed for each lovel of M (M can be at any number of levels).  For the levels
X, and M, tho matrices aro as follows.

TADLE 9. MATRICES FOR THE EVALUATION OF TIIE TWO FACTOR INTERACTION Px§

Variunce-covarianco componenta of Fx3
matrix =
1.2 -5 —.50 .25 . . 03 4.l (F-P)8,-5;
FRS I S . — 42 (Fi=FS-S)
05 -0 —43 .2 2 AS (FamFa)Si=Sy)
s L2 .23 —.30 -2 B0 (Fy—F)S;-8y)
[IRETN % L0 1M1 (Fa= N5 =Sy
120 ~LD =205 (F1=F)S~Sy
173 —s0  .m . . 20 43
L 2 -0 . . -3 -l
M £ -3 -4 20 ERN]
05 .20 ~.43 L1 ~06
0 43 —4.3 -33
05 -39 4

It may bo observed that Table 6 used for the computation of the triple factor
interaction can bo deduced by adding the variance-covariance matrices and taking
differences (My—J1;) of the components of FX 8. In computing Fx 8, the cffeet of
Fx8xJM is not idered so that the ponents of FX.§ are considered tho same
for each level of M. So we now nced a method of combining them first taking into
account tho fact that the varinncc-covariance matrix is different for different lovels
of ). A general method in such a situation is provided by the least square technique
in the correlnted case. The inverse of the variance-covarianco matrix is found for cach
level of M. Let (Cy); be the inverse for M,. Pre-multiplying the componenta for
z,2% by (Cy), we havo two ncw columns represented by (L,),. Similarly we havo
(Cy)y ond (Ly)y.  Tho normal equations for the six components are obtained by addi-
tion {Cy} = {CyhH(Cy)y for the left hand side matrix and (L,) = (L) L)y for
the right hand side, The computational teehniquo of Tablo 6 is used with the matrices
(Cy} and (L) to obtain the SP matrix fur the interaction FX 8. Instend of tho
square root tho Gauss-Doolittle method ean also bo used.

dc. Main effects: Tho main effects can bo properly interpreted only when
all the interactions do not exist.  This can bo judged by testing the significanco of the
interactions caleulated carlier.  For purposes of obtaining the main effects wo writo
the expectation of the ecll defined by F,8,M, as Fit-8;4 .M, (tho sum of threo elfeets)
and obtain normal equations for tho constants (F, Fy, Fy, Fys 8,, Sy, 833 My, M)
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tational b, foll.

Experience has shown that for the 7 1 hero it is con-
venient to writo the cquations for tho factor with tho Inrgeut number of lovels firat
(hero F) and for the factor with the next largest number of levels last (hero S). In the
following illustration we, howover, follow a differont order. Thio normal equations are
written wsing the marginal totala for ench lovel of a fuctor. The distribution of the
total number for a level of a factor, among the lovels of tho various factors constitutes
the left hand sido matrix and the marginal totals for 2! and zt tho right hand sido
matrix.

TABLE 10, NORMAL EQUATIONS FOR MAIN EFFECTS
{omitting tho vslues bolow tho diagonal)

'{(‘;‘.‘ PR P RS s 8| o a | TR ek

for
r H . . . 3 [] 3 17 ? 158.1 8.0 304.1
ry 23 . 8 8 17 10 13 4.0 2524 | 588.4
Py 2 . o o 8 13 13 421.3 410,68 | 843.9
F, 23 10 [] ) 12 13 176,08  131.0 Mm.s
8 EE] N . 18 " 377.7 4304 808.1
85 29 . 12 17 318.0 329.0] 707.0
5 27 12 13 318,06 1948 513.3
M, 42 . 208.3 171.6| 409.0
Ny 40 7160  782.4 ) 1558.4

There is a completo check in equations of thissort.  The totals of the rows and columna
in ench block is the same for tho loft hand and right hand (for 2!, 2%, z34-x?) mntrices.
Tho columna and rows corresponding to S, and Jf; may bo omitted but, as wo shall
sco, carrying them provides additional checks and wo need only provido a check for
tho right hand sido matrix.  Adjoining unit matrix to Table 10, tho aquaro root
method of reduction is employed. Omitting tho clements of the left hand matrix the
reduced matrix is as shown jn Tablo 11,

Tho computations of Tablo 11 enablo us to calculato the SP matrices duo to
all tho main effects and also the effects of the individual lovols (for comparative
purposcs) for each factor and their variances-covariances. Wo start with the laat
factor M in roverse order of factors F, S nnd JI considered in Tables 10 and 11,

Estimnales Variance-covariance

F xt malriz (withoul o%)
My=(A)(xY) = —0.9362 (M)=%) = 13.7052 (M) = 04648 (L)L) =0
A=) = 0 (M) = © o (=0

From values of theso constants tho differenco and jta variance are ealimatod
M- My = —0.9362 — 13,7952 040484
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The SP matrix for J is (when only one differenco in pomsible)
8y = (M= )T-0.040484 = (—0.0362)2-0,040484 = 212301

for 2!

Spy = (M, — M =0.040488 = (—13.7052)'+-0.040434 = 4004.04
for x?

Sy = (=M=} +0.040484 = 2048,80,
for 2! for x*

For the factor which comes at tho end the SP matrix ean bo obtained in a simpler way
by using the columns (£1), (£8) and restricting tho multiplication to tho rows corres-
ponding to My, My (the Jevels can he moro than two).

Sy = (2)2) = (= 40.0805)0-+(0)* = 2123.00

Spe = (2(2Y) = (= 03085I)H(0) = 4094.11

Sy = (2"){z?) = 2043.80

which agrees with the previous ealeulntion to four wignificant figures which is the ac-
curncy expected.  Because of the simplicity of the evaluation of the SI' matrix without
using tho actual estimates it may be convenient to order tho factors in such & way
that the factor with the largest number of levels comes last. But the other approach
of keeping such a factor first introduces simplicity in the reduction of the matgix (by
square root or Gauns-Doulittle).” The factor with the second largest number of levels
may be kept to the Inst.  For simplifying tho computations § should have been the
last factor.

Now for the factor S, wo find estimates and variance-covariances by column
multiplications from Tablo I1.

Estimates Variancecovariance malriz
ES 2!
A 1.1846 7.8492 005000 037263 0
Sy 0.2839 2.0803 037203 072014 0
8 [} 0 0 [ 0
To find the SP matrix duc to § we consider the differences S,—Sy and §,—S; and
their variance-covariance matrix .
Variance-covariance z E
8§,—8, 060009 037263 1.1840 7.8402
8,— 8y 072014 0.2839 2.08063
and reduce it by the square root method obtaining
202307 141756 4.50683 20.8600
220825 =1L5443 — 54238

Tho SP matrix for S is obtained by multiplying the columns of this reduced matrix
8y = (4.6005)24(—1.5443)t = 22.00
842 = (4.5065){20.8600) 4-(— 1.B443)(~-5.4238) = 142.04
Sgy = (20.8000)14(—5.4238) = 021.04
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Thero is no simplo {dircet) method of obtnining the SI* matrix for factors other than
the last. Finally for F, fullowing tho aame method as for S wo have

Estimnlca Variance-conriance mairiz
at o
Fy 18.5731 13.3835 118388 033515 030808  .030500
F 174014 13.2030 077202 034021 032200
Fy 20,8040  10.1705 074690 033404
F, 113033 8.2452 071303

From this tho differcnces and varinnces—covariances are found

Variance-covariance mafriz Estimates
z ol
P,—F, 113582 041040 041108 42698 51403
Fy—F, 084147 040551 8.1581 4.9578
F,—F, 070005 25010 109253

By reducing this (by square root or Gauss-Doolittle} the S© matrix for F is found as

above (for $)
8y, = 212301, S, = 2048.81, Sy = 4004.10

The tests of overall significance using tho 8 matrices'for main effects and the indivi-
dual differcnces of the levels of each factor aro carried out in the usual way.

5. MULTIPLE CLASSIFICATION

The treatment of four-way classification is similar to that of three-way. The
general methods aro as follows.

Tho highest order interaction is broken into components of singlo degrees of
freedom and estimated by substituting the cell means. Tho variance-covariance
matrix of theso exti are obtained by combining the reciprocals of tho eell b
Then the computational techniquo of Table § is employed.

To I any other j say ABC when thero are other factors,
tho components of ABC and their variance-covariance matrices aro found for each
combination of the other factors as in Tablo 0 for tho evaluation of FX 8. The compu-
tational schemo suggested for Tablo B yiclds tho necessary SP matrix. This method
is quite general for interaction of any order under the only condition that tho higher
order interactions using these factors are non-existent.

The computation of main cffects follows exactly tho samo lincs as in Table 11,

When some of the factors are at two lovels a similar method enn bo followed
for tho compulation of interactions. For instanco if A8 has to bo computed when
B is at two levels, first a two way table may bo prepared, ono way containing the
levels of A and tho other way tho combinationa of tho other factors whatover their
number may bo. In ench cell tho differenco in tho mean valies of the two lovels of
Bis ded together with the h ic mean of the samplo numbers for tho two
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means. This tablo is treated in the same way as Table 3 or 8, Tho ‘main cffect 4

the other binationa® from this table provides tho 8P matrix for the
interaction AB. Similar devices may ensily bo thought out on the bosis of numerous
oompuulliomll techniques considered in this paper,

Recently at the request of Dr. J. Schull of the Univenity of Michigan the anthor
hiadl tho oceasion to uwo the techniques developed In this paper for data In a four-way
classification with unequal numbers in cells using four characters,

APPEXDIX
THE COMPUTATIONAL ASPECTS OF TME OENERAL TIENRY OF LEAST SQUARES

In two carlier papers (Rao 1943, 1016), the author discunsed a general theory
of least squares when there are no restrictions on the number of unknown parameters,
thoe rank of tho matrix of the observational equations and the number of observa-
tions. In this general situation the possibilitiea are that not all linear parametric
functions are estimablo (in the scnso of cxistenco of an unbiased estimate) and tho
matrix of normal equations b singular ing somo N ional difficultics,
But it was shown that the normal equations always admit solutions and it is enough
for purposes of exumnllon and obtaining the least squares to have just eno solution
out of a possible multiplicity. The h fonal technique of obtaining a solution
is not fully discussed. The practice haa been to Mlll to tho normal equnllonn somo
consistent equations and obtain a soluti The Juations arc conveniently
chosen to simplify tho solution, In a general situation involving the fitting of cons-
tanta by & ical solution the problem may not bo simplificd that way. Also thero
is the question of finding the variances and covariances of the cstimates for which a
simplo technique was provided in the general theory but tho computational sidle
needed somo attention. In this appendix these I bl have been
mechanized in such a8 way that starting with normal equations and l‘ollou ing tho simplo
procedure of successivo climination ono obtains a solution of the normal L-quutlom
and the expressiona needed to build up the vari and covari of
With this gap filled on tho computational sido & completo t ¢ of the general
theory of lcast nquarea is mado availablo,

Pivolal condensation of a semi-definite matriz: Tho first complication in tho
general theory of tho least aquares, as noted above, is caused by the singularity of the
matrix of normal cquations. \When it is singular it is positive seini-d>finite, otherwiso
positive definite. Tho methods given below are applicablo to all cascs.

Pivotal condensation is a method by which a matrix A can bo reduced to a
triangular form. Tho first row ix chosen and using the first cloment as thoe pivot the
first column is swept out by row muliiplication and addition. If tho first clement is
zoro then all clements in tho column aro zero'and it ix already in swept out form. Now
from tho reduced matrix the sccond row is chosen and using tho diagonal element tho
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elements below in tho second column nre swept out and tho process is continued, If
nt any stago the dingonal clement is zero, the entiro row and column will be zero in
which cnsa it [s already in tho swept out form and tho next row is choxen, Tho rows,
choscn in the successivo operations, written ono after the other form a matrix where
all tho clements below the diagonal aro neceasnrily zero,

Any operation on tho rows is equivalent to multiplication by an elementary
and hence a nonsingnlar matrix and thereforo it follows that there exists a matrix
{product of clementary matrices) € such that fur tho given matrix A tho matrix CA
has a triangular form, ILet A bo the dingonal matrix ining tho diagonal ele-
nienla of CA, I the rank of A is 7 and order m then (m—r) dingonal elements in A
and tho correnponding rows in CA will all be zero.  We will bo considering only ay-
metrienl matrices in which case it is easy to show that CAC" = A.

When A has tho full rank i, all the diagonal elementa of CA are non-zero in
which caso by dividing each row of CA by the curresponding dingonal element a new

matrix with unity as dingonal ¢l is obtained. This matrix can be represented
by the product A 1CA whero A= s the invero of A, The Gauss-Doolilile method
of reducing is i led to obtain the matrix A-1CA which hns a triangular

form with unily as dingonal clements to facilitate back solution. Since A has all
positivo elements each row of CA can bo divided by the square root of the correspond-
Ing dingonal element to obtain the matrix A~CA which is the the reduced mntrix
obtained by the square root method. So both these methods give essentially the samo
triangular matrix except that the rows of ono are multiples of tho other. Given one
the other can bo derived by row mull ion with

When the rank of A is not full some elements of A will be zero. Lot us defino
by v a dingonal matrix with a dingonal element eing zero if the corresponding ele-
ment in A is zero or tho reciproeal if non-zero. It is ovident that ¢ = A-! when the
latter exists. Moro gencrally wo have

AY#7 - (A1)
in & Gauss-Doolittle form and
vicd e (A2)

in a squaro rout form obtainable by the same methoi! of computation as for non-singular
matrices except when a zer0 row i encounlered in the reduction process it is left as it is,

To check up tho condition of aquare root wo find
40y V'0A) = (C-aVyVaC-1)
= C-AVACY = C-IACY = 4 . (A3)
sinco CA = AC-Y,

This shows that a positivo semi-definito matrix admits a squaro root which is otherwiso

avident.
o
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Solution of the normal equations: In the theory of least aquarcs wo havo normal equa-
tions®

ittt = Q,

Bl anf = Qu
which in matrix notation could bo written

AT =@ e (A4)

whero T and @ are column vectors,
AT =Q«— CAT = CQ = AC-¥T  since CA = AC-V,
This Is obtained by pivotal il with tho column Qadjoined to matrix A, Tho
equation
AC-'T = CQ . (AB)

is satiafied, becauso of tho i 'y of tho normal equath by

T = 0vCQ o (A)

obtained by formally treating y as the inverso of A and pro-multiplying both sides

of (A.5) by C'V or pro-multiplying {A.4) by C'VC which o to say behaves as the

inverso of A = C-'AC-*. The matrix of tho equation (A.5) is triangular {haa the

form VCAT = vCQ in the Gauss-Doolittle scheme and ¥'CAT = V'CQ in the square

root) o that a solution for f,,..., {,, ean bo obtained by bLack solution starting with {,,.
Least squares: Tho expression for least sum of squnres is

Q= T'Q = @C'VCQ = (CQ(VCQ) = (v'CQI(viCQ) ... (AT)
which depends only on the matrices obtained by reducing the normal equations either
by Gauss-Doolittle or aquaro root. The following aro illustrativo examples.

TIVOTAL CONDENSATION WITH AN ADJOINED COLUMY

examiplo Ay cxamplo A,
Gauss-Doolittle tochniquo »quaro 100t
.
row [y 1y s ‘ q ow | 4 1y ty q
1 4 8 12 16 1 4 8 12 18
2 8 10 24 32 2 8 18 24 32
3 12 24 48 kH] 3 12 24 49 ki
1.0 4 8 12 10 1.1 2 4 L] 8
1.1 1 2 3 4 2.1 [ 0 o
3.1 Ji2 | 2ify12
2.0 [ 0 ]
2.1 L] 0 L] rotreix vi0A vicQ
3.0 12 24
3.1 1 2

matrix 04 2VCA 0Q & VvCQ

in tho body of tha paper, in Svotion 2, tho coaffivlents of the mutrix of normul equations aro
donotod by g Instead of @ whivh nro wsod in thoe obaorvalional oquations. Thin sliouk{ not catwo wny
eonfuaion,
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"The normal cquations aro in the rows 1, 2,3.  Wo defino the product of two columns
(z)Ay) in tho Gauns-Dowlittlo schemo as tho sum of proucts of clements one chosen
from row (1.0) from column (z) (or ¥) and another from row (i.1) from column (y) (or x),
tho suinmation being over all ¢ m 1,2, 3 (in this case). Fir the square root method
(2){y) s simply tho sum of products of elements in colwmnn (x) and () taken from the
rows (i.1), i = 1,2,.... With this definition wo can check up in cither schemo (4,
or Ag)

() =ay (W) = ay  ()(1) = ayy

121y} = @ (43)1y) = a5y

(3){13) = ayy
which provido the theoretical basis of the method of successively building up the clo-
ments of the reduced matrices starting with tho matrix (a,). The matrix in tho
the rows (1.0), (2.0), (3.0) in plo (4,) contain the reduced form CA of A and CQ.
Tho rows (1.1), (1), (3.1) in A, give the matriccs VCA, VCQ whilo in A, givo

$'CA, ¥'CQ; thus each row diffors in tho two methods only in the multiplying
conustant.

Back solution: From tho last row (3.1), in either scheme, the valuo of 1y = 2
is obtained, Tho value of #; corrcsponding to zero pivotal elements may be taken as
zero {or any value). Let us chooss fy == 0 to correspond to solution (A.6). Substi-
tuting the valucs of I and Iy in (1.1) tho valuo of #, = —2 is obtaincd. Finally theso
values may bo substituted in the equations (1, 2, 3) for a check.

Least squarce: Tho expression (A.7) needed for least squares is
T°Q = (CQI(VCQ) = (v'CQy(vicQ)
which in the notation of tho above computational schenies can bo written as column
multiplications
1,0, = (g)(g) = 16X 4+0X04-24X2 = 72 (Example d,)
(g)g) = 8340 4 (24/¢/12)* = 72 (Example 4,).
It may bo obscrved that £1Q, = ¢“A-'Q when the rank of A is full so that the same

computational techniquo®as abovo is availablo for the evaluation of quadratio forms
like Q"A-*Q given the matrices A and Q.

E. ion lo Iysis of dispersion: For purposcs of analysis of dinpersion
weo have to solvo several scts of normal cquations with the same left band sido matrix,
1f Q in the matrix of right hand wide elements of tho cquations

aphtetate = Q1,0 ..., Q4
Gyt oot untn = QL QL ..., Q2
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and T is the matrix of solutions

nq [
noan [
then in matrix notation
AT = Q

and tho disporsion matrix required is 7°Q which can bo computed by first reducing
tho matrix A with @ adjoined to it. Tho (r,s)th clement of T°Q Is TQ5 .

PIVOTAL CONDENSATION WITII AN ADJOINED MATRIX

examplo Ay examplo A,
Gauas-Doolittle square root
ow | 4 h, 0 [ o row| § [ [} [

1 4 L] 12 18 32 1 4 8 12 18 3

1 a 8l 24 32 (3]

3 12 28 4 k] 100 2 8 16 £ o
1.0 4 3 12 18 3 3 12 24 48 7 100
11 1 2 3 4

1.1 H 4 (] L] 10
2.0 o 0 [}
t.1 [ 0 0 4 21 [ 0 0 0
3.0 12 o 4 3.1 J12 | 24]/12 4fy13
31 1 | 2 g1z —_

scheme A, schemo 4,

QL = (g1)dg") = 16X 4+OXO0+24X2 =112 = 89400H(24]/12)

4 o 4
G = (g)dg") = 16XBHOX0+24X 5 = 72 = 8x10+0X0+ 7= X7

43t
IAQE = (g .=:¢2xxa+oxo-4-4x.l!2 -m:“_ =|u'+o’+(71.—.2).

Pseudo inverse of a singular matriz and variance-covariances of Himates:
It may bo observed that the solution (A.8) of tho normal equations provides the esti-
mates of 1y, ..., 7, the individual unknown paramcters only when each parameter is
estimablo. This is so when the rank of the normal equations is full. But the estimate
of any estininblo parnmetric function p,7,+...4 a7« can bo obtained by substituting
for 7, any solution of the normal equations (IXao, 1045, 1946). Thus tho cstimato is
wsing (A.0)

Ipdy = P'T = PCVCQ
m
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which has the varianco

(P'C'VCP)? e (A8)

using the formula given in Rao (1045, 1052). Tho expreasion (A.8) suggests that the
matrix (C'VC)a? behaves like the variance-covarinnco matrix of the formal estimates
f44 +ers tue Thus onco a solution ¢y, ..., I, of the normal equations and the pscudo inverse
of 4, the matrix C'VC = (¢,;) aro obtained, estimates of paramctric functions and
their variances-covariances can can bo obtained in a formal way. In ordinary
notation tho cstimate of p,7,+ ... +pu7a I8 P+ ... 4.l and ita variance is

ESpp; cov(lly) = LIppeyot.

Pseudo inverse by back solution: This can be obtained from the reduced
matrices in examples A, or A, by a scrics of back solutions or directly if a unit matrix
is adjoined to A for reduction.  When a row with a zero pivotal element is encountered,
the derived row 1s replaced by all zeroes in the Gauss-Doolittle scheme, In the square
root achemo tho entire row will bo zero if tho pivotal element is zero.

PIVOTAL CONDENSATION WITH AN ADJOINED UNIT MATRIX

exemplo Ay examplo Ay
Gaum-Doolittle square Foot
row ot b q " L6 T L h L noon 4
1 4 8 12 10 1 . . 1 4 8 12 18 1 . .
2 818 32 . 1 . 2 3 18 24 32 . 1 .
3 12 24 48 72 . . 1 3 12 24 48 72 . . 1
1.0 4 8 12 16 1 . . L1 2 4 L] 8 e .
S T T T R T I V7 S =
2.1 0 0 [ o [ 0
2.0 [ o 0| =2 1 . -
2.1 o o 0 o o o 22 J12 1251231 s1e 3y
3.0 12 4 -3 0 1
31 1 2 | =ls 0 )2

(a) To obtain tho pacudoinverso by ascries of bnck solutiona it is not necessary
{sco Dwyer, 1051, p.170) to reduco tho ontire unit matrix. Tho clements underlined,
which are the recip la of pivotal ¢l aro all what is nceded. Let
us solve the equations with tho elements under (f;) as tho right hand sido elements.
The back eolution gives

1 1
ha= i =0 hye—2

Next let ua solvo tho equations for (f,) and observe that the valuo of £y, ;4 ia samo as
1, becauso of symmotry, Now back solution for 4, and 1, gives

(lg=10}, t;=0, t,,=0.
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Now for the equation under (f7),tho solutions 4y, 4, aro known by symmetry.

Thereforo f;, is obtained by back solution

]
Iy = -3’ fy=0), f;=1.

The complete preudo inverso matrix, omitting the diagona} elements below, is

10 —1j4
(o) = [ 0
112

(b) Butif the entirc unit matrix is reduced wo can obtain the inverso
clements and the solutions directly “without back solution in any ordor wo lYike,
To obtain the solutions

scheme A achemo A,

b= @) = 16 o021 = —2 = o L oor S (- )
b= )0 =10 0) +001424 (0) = 0=8(0) 4001+ 5 (0)

=M =100 +00+2 (L) = 2=80) +0(0)+\,2—}2(Vl-_-

The inverse clementa are
schemo A, scheme A,

en=tue0= (3 +-20+-a(-1) = 1= () ror+(T5)

= ()= 1(0) +H=200)+(=3) (0) =0 = (5](0)+(ox0)+(:,—l32)(0)
ete. ete. cto.

This method is particularly uscful in problems where the entire inverso is not nceded
as in tho illustrations of Scction 4.

It appears that singular matrices ereate no difficulty in the computations
necessory to set up analysis of vari and dispersion tables.  In fact thoy need not
be recognized beforchand.  They will, however, be discovered during the procoss of

7 1f it is predictable ns to which rows aro likely to becomo zero it may
save trouble to omit those rows and columna to start with, The constants corresponding
to them will have zero valuea for solution and go also their variances and covariances
with the other In the ill iona of this papor tho rows and columns
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have been omittedd in sonio cases by prior cxamination. But this is unncoessary
becauno their retention causca no trouble.  May be it pays to rescrvo our judgemont
becauno thero is a possibility of wrong judgement. What is moro important, non-
omission provides a further check on tho accuracy of computations because theso
rows at somo slage of reduction shonlid vanish (up to tho number of significant figures
provided).
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